http://researchspace.auckland.ac.nz

ResearchSpace@Auckland

Copyright Statement

The digital copy of this thesis is protected by the Copyright Act 1994 (New Zealand).

This thesis may be consulted by you, provided you comply with the provisions of the Act and the following conditions of use:

- Any use you make of these documents or images must be for research or private study purposes only, and you may not make them available to any other person.
- Authors control the copyright of their thesis. You will recognise the author’s right to be identified as the author of this thesis, and due acknowledgement will be made to the author where appropriate.
- You will obtain the author’s permission before publishing any material from their thesis.

To request permissions please use the Feedback form on our webpage.
http://researchspace.auckland.ac.nz/feedback

General copyright and disclaimer

In addition to the above conditions, authors give their consent for the digital copy of their work to be used subject to the conditions specified on the Library Thesis Consent Form and Deposit Licence.

Note: Masters Theses

The digital copy of a masters thesis is as submitted for examination and contains no corrections. The print copy, usually available in the University Library, may contain corrections made by hand, which have been requested by the supervisor.
Automatic Heuristic Selection, on a Problem by Problem Basis, Using an Analytical Model and In Situ Sampling

Author: Santiago Franco
Supervisor: Dr. Mike Barley

The Department of Computer Science
The University of Auckland
New Zealand

March 2012
Abstract

One of the main drives in automated planning is to automate the translation from the knowledge level description of the problem to the symbol level implementation of a solver for that problem. The field is at the point where there are techniques that can automatically synthesize very large numbers of heuristics that can be used by heuristic search based problem solvers [Holte et al., 2005], [Edelkamp, 2006], [Culberson and Schaeffer, 1994], [Haslum et al., 2007], etc. However, currently there is no a priori method available to automatically tailor them to a specific problem instance. Nor are there any automated techniques to automatically determine which heuristics are best for a problem. There are some automated techniques to generate problem specific heuristics based on in situ gathered information but they are not competitive with state-of-the-art manual heuristic selection.

Currently, the state-of-the-art is for the user to determine this a priori. This is usually done by running each of the heuristics on a wide range of problems in the chosen domain. The heuristic that is best on average for the domain is then used for each problem in the domain. The current approach is empirical, this thesis explores an analytical approach; which uses a simplified run-time formula that represents the important components of the problem-solver. This formula predicts the impact of the selected heuristic subsets upon run-time. Some of the formula’s parameters can be determined a priori (e.g., how long it takes to check for a goal state) while others can only be determined a posteriori. Unfortunately, finding out those values after the problem has been solved is not usually very useful.

This thesis explores the possibility of using the early parts of the problem-solving task (in situ sampling) to determine approximate values for those parameters. A system called RIDA* was created to do this. The danger is that the cost of determining these approximate values may outweigh the benefits those values bring. The ideal situation is to only do as much extra work as is needed to obtain the approximate values that allow us to make a decision that saves enough work to compensate for the time invested.

We found that RIDA* was competitive, and in some cases significantly faster, than manual heuristic selection. However, there are two caveats: RIDA* has a scalability issue for large heuristic sets due to the combinatorial explosion in the heuristics search space. Also RIDA*’s in situ sampling effort is currently determined a priori for the domain, it does not have an in situ mechanism to adjust its sampling effort. Both of these caveats are the subject of future directions for research. This thesis work(RIDA*) significantly advances the automation of in situ heuristic selection.

Finally, RIDA* uses new data structures which significantly reduce the costs associated with in situ sampling. Significantly reducing in situ sampling costs is critical for any technique using problem-specific heuristics to be competitive with state-of-the-art manual heuristic selection.
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