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Abstract

In this work is presented an efficient parallel implementation of a Lagrangian mesh-free method based on the Smoothing Particle Hydrodynamics technique to analyse the behaviour of solids and fluids.

The proposed solution makes use of different techniques to improve the computational complexity of the simulation. To improve the performance, a parallel solution of the SPH numerical solution is implemented on the GPU using the NVIDIA CUDA architecture.

Both the serial and the parallel implementation of SPH used benchmark experiments to compare effectiveness under different conditions. Results are provided with a set of discriminants that allow the program to select which of the implementation (serial or parallel) is best suited to solve the model studied.

The SPH modelling implementation is used to solve fluid flows simulation in a soil core’s pore structure. The study of this problem is important to understand how heterogeneous soil structure affects water and solute transfer. This helps to obtain accurate predictions of contaminants residence time (average amount of time that a contaminant particle spends inside the pore network) and the quantity leached in the zone represented by the structures.

In order to have a method to quantify the accuracy of the results provided by the SPH implementation the commercial software COMSOL was used to obtain the numerical results on the same models solved by the SPH implementation. Finally both results are compared against the expected theoretical results.

The second application of the developed computational implementation is the study of the deformation of solid objects under stress deformation. The SPH model in conjunction with a stereo technique provides a method capable of defining the solid material variables. The obtained variables can be used in solid deformation modelling using SPH.
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<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>[N]</td>
<td>Body forces</td>
<td>page 8</td>
</tr>
<tr>
<td>e₁, e₂, e₃</td>
<td>Dimensionless</td>
<td>Cartesian axis of references</td>
<td>page 9</td>
</tr>
<tr>
<td>S</td>
<td>[m²]</td>
<td>Element surface</td>
<td>page 9</td>
</tr>
<tr>
<td>V</td>
<td>[m³]</td>
<td>Element volume</td>
<td>page 9</td>
</tr>
<tr>
<td>v</td>
<td>[m/s]</td>
<td>Darcy flow</td>
<td>page 9</td>
</tr>
<tr>
<td>δ(r − r')</td>
<td>Dimensionless</td>
<td>Dirac delta function</td>
<td>page 9</td>
</tr>
<tr>
<td>u</td>
<td>[m]</td>
<td>displacement vector</td>
<td>page 5</td>
</tr>
<tr>
<td>e</td>
<td>[J]</td>
<td>Energy</td>
<td>page 61</td>
</tr>
<tr>
<td>a</td>
<td>[m/s²]</td>
<td>Eulerian acceleration</td>
<td>page 61</td>
</tr>
<tr>
<td>ν</td>
<td>[m/s]</td>
<td>Element velocity</td>
<td>page 8</td>
</tr>
</tbody>
</table>
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### Physics Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Dimensionless</td>
<td>Fluid particle</td>
<td>page 16</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$[kg/m^3]$</td>
<td>Fluid particle density</td>
<td>page 16</td>
</tr>
<tr>
<td>$\Delta m$</td>
<td>$[kg]$</td>
<td>Fluid particle mass</td>
<td>page 16</td>
</tr>
<tr>
<td>$\Delta V$</td>
<td>$[m^3]$</td>
<td>Fluid particle volume</td>
<td>page 16</td>
</tr>
<tr>
<td>$P_k_i$</td>
<td>Dimensionless</td>
<td>Histogram peak</td>
<td>page 120</td>
</tr>
<tr>
<td>$K$</td>
<td>$[mm/s]$</td>
<td>Hydraulic conductivity</td>
<td>page 119</td>
</tr>
<tr>
<td>$p$</td>
<td>$[Pa]$</td>
<td>Isotropic pressure</td>
<td>page 62</td>
</tr>
<tr>
<td>$\rho \frac{Dv}{Dt}$</td>
<td>$[kg \cdot m^2/s]$</td>
<td>Momentum</td>
<td>page 61</td>
</tr>
<tr>
<td>$F$</td>
<td>$[N]$</td>
<td>Net forces</td>
<td>page 60</td>
</tr>
<tr>
<td>$p$</td>
<td>Dimensionless</td>
<td>Normalised particle position with respect to the tree volume</td>
<td>page 57</td>
</tr>
<tr>
<td>$Q_p$</td>
<td>$[m^3/s]$</td>
<td>Poiseuille law flow</td>
<td>page 144</td>
</tr>
<tr>
<td>$P_{Oe}$</td>
<td>$[m]$</td>
<td>Pore effective length</td>
<td>page 128</td>
</tr>
<tr>
<td>$R_{h}$</td>
<td>Dimensionless</td>
<td>Pore hydraulic radius</td>
<td>page 128</td>
</tr>
<tr>
<td>$P_{oi}$</td>
<td>$[m^2]$</td>
<td>Pore inlet area</td>
<td>page 128</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$[m^2]$</td>
<td>Pore permeability</td>
<td>page 61</td>
</tr>
<tr>
<td>$P_{os}$</td>
<td>$[m]$</td>
<td>Pore skeleton</td>
<td>page 127</td>
</tr>
<tr>
<td>$P_{o3}$</td>
<td>$[m^2]$</td>
<td>Pore outlet area</td>
<td>page 128</td>
</tr>
<tr>
<td>$P_{or}$</td>
<td>Dimensionless</td>
<td>Pore tortuosity</td>
<td>page 128</td>
</tr>
<tr>
<td>$Q$</td>
<td>$[m^3/s]$</td>
<td>Rate of flow</td>
<td>page 26</td>
</tr>
<tr>
<td>$W$</td>
<td>Dimensionless</td>
<td>Smoothing kernel function</td>
<td>page 54</td>
</tr>
<tr>
<td>$h$</td>
<td>$[m]$</td>
<td>Smoothing length</td>
<td>page 43</td>
</tr>
<tr>
<td>$e_i$</td>
<td>$[J]$</td>
<td>SPH particle energy</td>
<td>page 61</td>
</tr>
<tr>
<td>$\langle \rangle$</td>
<td>Dimensionless</td>
<td>SPH numerical approximation operand</td>
<td>page 20</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>$[kg/m^3]$</td>
<td>SPH particle density</td>
<td>page 41</td>
</tr>
<tr>
<td>$m_i$</td>
<td>$[kg]$</td>
<td>SPH particle mass</td>
<td>page 41</td>
</tr>
<tr>
<td>$p_i$</td>
<td>$[m]$</td>
<td>SPH particle position</td>
<td>page 55</td>
</tr>
<tr>
<td>$r_i$</td>
<td>$[m]$</td>
<td>SPH particle position from system origin</td>
<td>page 41</td>
</tr>
<tr>
<td>$v_i$</td>
<td>$[m/s]$</td>
<td>SPH particle velocity</td>
<td>page 55</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>$[Pa \cdot s]$</td>
<td>SPH viscous coefficient</td>
<td>page 55</td>
</tr>
<tr>
<td>$\epsilon_i^{a\beta}$</td>
<td>Dimensionless</td>
<td>SPH strain</td>
<td>page 55</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Dimensionless</td>
<td>Strain</td>
<td>page 55</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$[Pa]$</td>
<td>Stress</td>
<td>page 55</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$[Pa]$</td>
<td>Stress tensor</td>
<td>page 55</td>
</tr>
<tr>
<td>$Q$</td>
<td>$[m^3/s]$</td>
<td>Volumetric flow</td>
<td>page 149</td>
</tr>
</tbody>
</table>

### Computational Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$gn$</td>
<td>Virtual representation of a node using the CUDA index structure</td>
<td>page 62</td>
</tr>
<tr>
<td>$pi$</td>
<td>Integer representation of the space position of particles</td>
<td>page 58</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>$n$</td>
<td>Structure containing the node information</td>
<td>page 56</td>
</tr>
<tr>
<td>pointd</td>
<td>Three double values structure</td>
<td>page 56</td>
</tr>
<tr>
<td>$T$</td>
<td>Structure containing the tree structure</td>
<td>page 56</td>
</tr>
<tr>
<td>$Tl$</td>
<td>Top tree level needed to solve the problem on the CUDA architecture.</td>
<td>page 60</td>
</tr>
<tr>
<td>uint32</td>
<td>Unsigned 32 bits integer</td>
<td>page 56</td>
</tr>
</tbody>
</table>
Chapter 1

INTRODUCTION

1.1 Thesis objectives

The purpose of this work was to build a computationally efficient mesh-free Smoothing Particle Hydrodynamics (SPH) implementation that can be used to simulate the behaviour of solid and fluid materials and their interactions.

In this thesis the SPH implementation is used to obtain the numerical solution of problem such as fluid-solid interaction, stereo-vision solid deformation measurement and fluid flow estimation in porous media.

Since the computational solution will be applied to different problems, the final set of computational tools that integrate the SPH implementation should be easily adaptable to analyse different physical problems and materials (i.e. solids, fluids, gases) interaction.

The selection of the numerical solution method and the problems modelled were made takes into account the dataset, equipments and processing capabilities available in the IVS laboratory:

- **Data acquisition techniques:** The experimental data available at the beginning of the research came from two imaging sources:
  - Range (i.e. depth) and image data acquired using the stereo vision systems developed in the IVS laboratory. This data is used for solid calibration computational implementation (see Chapter 6.4.4) to obtain the material studied characteristic constants (e.g. Elastic modulus, Viscosity coefficient and Young modulus).
  - Image data obtained by Computer Tomography of porous media materials (CT-images). This type of data provides with the geo-morphological characteristics of soil core pore structures where the fluid flow SPH simulation take place.

- **Computer equipment:** The IVS laboratory main area of study is on the computer vision field and its main specialization is in the computer implementation of stereo-vision techniques.

In the IVS laboratory the computational implementation of problems that require a real time solution makes use of a Graphics Processing Unit (GPU) hardware. GPUs are used to obtain parallel implementations of the solutions that can, in some cases, improve the computational time of the applications.
For the SPH implementation it was also decided to use the GPUs available at that time in the IVS laboratory (GPUs models GTX 480 and 570) and design the necessary algorithms to obtain a parallel implementation.

- **GPU Language:** In today's market there are three popular architecture options to perform GPU computing.

<table>
<thead>
<tr>
<th>Test set-up</th>
<th>Company</th>
<th>Beta release date</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUDA</td>
<td>NVIDIA</td>
<td>06/07</td>
</tr>
<tr>
<td>DirectCompute</td>
<td>Microsoft</td>
<td>03/09</td>
</tr>
<tr>
<td>OpenCL</td>
<td>Khronos Group</td>
<td>NVIDIA API 09/09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ATI API 08/09</td>
</tr>
</tbody>
</table>

Table 1.1: Different direct computing architectures that can be use on GPUs to obtain parallel numerical solutions.

At the time the parallel development of the SPH was started, the Compute Unified Device Architecture (CUDA) \[1\] was the only stable (not alpha or beta) release option for direct computing on GPUs. With this in mind it was decided to invest in NVIDIA GPUs and use CUDA for the parallel implementation of this thesis' research.

The thesis also accounts for the requirements needed to model the different materials physical properties. The computational solution needs to provide for the numerical solutions for the different mathematical equations that describe the behaviour of solid or fluid materials under the different conditions studied in this thesis.

The continuous experimental data obtained at the IVS laboratory (e.g. depth maps from stereo-videos and CT-images database) is easily represented by moving elements (tracking points) inside the continuum. With this in mind a Lagrangian approach was selected to build the computational solution for the phenomena studied.

For the model representation a mesh-free method was selected. The mesh-free approach is used to represent both solids and fluids.

The original hypothesis and premises of the work are:

- **Boundary condition approximation:** After reviewing the literature it was decided to use mesh-free particle elements to describe and analyse fluid-solid interaction. The mesh-free individual elements do not make use of a pre-defined topological structure (mesh) and are free to adapt to changes of the boundary without the need to redefine the topological structure of the problem. In table 1.2 a list of the differences between mesh and mesh-free methods is presented.

- **Experimental stereo vision data:** Data from the stereo vision system is easily interpreted as individual spatial points moving over time (three dimensional pixel position). It was assumed that the moving points obtained from stereo and optical flow \[2, 3\] could serve as control data on a Lagrangian solution system (see Chapter 2.2 for a description on the Lagrangian references frame).

- **Parallel implementation:** The initial idea was that each spatial element (discrete representation of the material continuum) represented by a particle on the SPH computational
solution could be defined by a set of neighbourhood particles with a neighbour size small enough to define all the interacting particles within the memory restrictions on the GPU architecture.

- CT-scan data resolution: The CT-scanner used to image the soil samples is a X-ray CT scanner from RX solutions with resolution of 87 μm, time and sample size constraints the resolution and limits the data obtained to the micrometre level. It is assumed that for the flow on porous medium model it is possible to build the soil macro pore network and simulate realistic preferential flow even when the micro-pore structures are absent.

This thesis presents both the CPU serial solution and the CUDA parallel SPH solution. Parallel octree elements are used to solve problems specific to fluid modelling with solid boundary interaction focusing on the fluid flow inside pore structures obtained from the CT scans. An extension of the method to solid dynamics and the use of an inverse SPH method to explore experimental data provided by a stereo vision system are also presented.

A review of the methodology is followed by a discussion of computational physics and its implementation with mesh and mesh-free methods.

## 1.2 Contributions

The main contributions of this thesis are:

- **Parallel SPH solution:** The solid-fluid final computational solution using the CUDA architecture to provide a solution faster than its serial counterpart. All the methods presented in the thesis have both a serial and parallel version of our own SPH implementation.

- **Stereo system for morphological model parameters calibration:** A method is presented to apply a stereo system range data of real objects deformation on a Lagrangian computational solution to calibrate the mechanical properties of the object.

- **Parallel tree implementation:** The use of a GPU multi-core approach requires that the algorithms are implemented considering the number of cores available. A new parallel technique to solve the tree structure creation, update and destruction is introduced in Chapter 5.3.3.

- **Fluid - Soil study implementation:** A new SPH implementation for the study of porous medium preferential flow on macro pores is presented, the database for the soil model walls are based on a 3D model obtained from a set of CT-scan images acquired using the X-ray CT scanner from RX solutions available at the 35-R laboratory.

- **Viscoelastic solid implementation:** The study of viscoelastic materials needs a different set of constitutive equations in order to build the SPH solution. In this thesis a new approach that uses a video-stereo system to obtain the displacement field on the surface of the object under stress is introduce. The experimental data is used to solve the computational solid model on the SPH implementation and the material characteristics of the solid under stress are obtain.

## 1.3 PhD Publications

The material and research resulting from the studies of my doctoral research have been published in the peer-reviewed conference papers listed below:
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- A. Gastelum and J. Marquez (2007). Modelling interactions with a computer model of a soft tissue organ using a smooth particles system. Joint meeting of the Southwest Regional Chapter of the American Association of Physicists in Medicine (sw-aapm) and the Federación Mexicana de Organizaciones de Física Médica (fmofm), an international medical physics conference. 16/03/2007 - 18/03/2007 Queretaro, Mexico, AAPM.


A book chapter on SPH applied to viscoelastic modelling of the lips was published in:

### 1.4 Thesis outline

This thesis describes the development of an SPH algorithm for the numerical solution of fluid-solid interaction in various applications.

**Chapter 1:** Introduces the use of Computational Physics (CP) to obtain numerical solution to physics problems using a discrete representation of continuous volume. The discrete representation in some of the solutions to CP problems use mesh-centred methods, while other focuses on mesh-free methods. This chapter also discuss our mesh-free methods to solve fluid-solid dynamic problems.

**Chapter 2:** Introduces the Smoothing Particle Hydrodynamic method using standard notation and describes its application to continuous CP problems. Requirements for a computational system to describe the problem of interest with a set of nodes and obtain a numerical solution are outlined.

**Chapter 3:** Considers an SPH implementation for fluid flow dynamics problems and presents the basic SPH method for fluid based on the technique presented in [4]. The mathematics and physics notation equations in this chapter follow the standard introduced notations in [5, 6]. The computational solution follows my own interpretation and implementation. The programming solution was developed with the aim to obtain a serial and parallel CUDA implementation.

**Chapter 4:** Presents an SPH implementation for solid dynamics problems. The basic SPH theory present is applied to the solid dynamics as in accord with [7]. Some changes to the definitions introduced in [7] are presented. The most important changes relate to: the viscoelastic implementation; the octree neighbourhood solver; and the CUDA implementation of the computational solution. The solid-case implementation is my own development. A collaboration with the students of the Intelligent Vision System laboratory (IVS) was establish, to use a stereo-vision system which measure small surface deformations of solids. I introduced the numerical solution and parallel implementation of the stereo algorithm and optical stereo flow implementation while the students provided with the original serial stereo algorithm and real time video systems.

**Chapter 5:** This chapter outlines and details computational requirements to find all the neighbourhoods and collisions of the mesh-free elements (particles). This is the core of my algorithm set to solve the most expensive problems in the numerical simulation. The fast space search [8] using octree and Morton keys is used as the tools for developing the SPH search engine. The chapter presents a new CUDA implementation I developed and the tools to solve the problem in parallel. The Morton key defines when a mesh-free element requires a physical calculation due to change on space. The same mesh-free data management structure is used to solve spatial problems in the SPH model such as the soil analysis presented in Chapter 7.

**Chapter 6:** Presents the implementation of the SPH algorithm improvements along with different computational and experimental results. Computational errors and solutions are discussed. Different numerical initial conditions and solutions are compared with respect to the computational time and solution accuracy.

**Chapter 7:** Presents the application of the implemented SPH for fluid-solid interaction to the problem of the simulation of fluid flow through macropore structures with micro level details when the resolution of the CT allows it. Techniques for constructing the boundary walls from CT-scan data are introduced. The necessary computational constraints and initial physical conditions are described.
against a mesh method based on a commercial software “COMSOL” are presented. The advantages and disadvantages of the mesh-free methods are emphasised.

Chapter 8 Concludes on the numerical and physical solutions for the pore structures. Current limitations of the implementation and future work are discussed.

1.5 Computational physics

Computational Science implements mathematical models in computer systems to solve scientific problems and to analyse experimental data [9]. Computers are used to explore functions having analytical as well as non-analytical expressions, evaluate numerically complex functions or approximate a continuous solution from a set of discrete points. When applying to solutions and models of problems in physics or experimental data analysis on this field, the discipline receives the name of Computational Physics (CP) [10].

The CP applications originally span from the need of numerical solutions to problems based on known theories and models and the abilities to solve complex numerical representations with the aid of computers. The field grow with the introduction of new computational models base on the analysis experimental data, the numerical simulation of the computational models can then be used to derive new theories, Figure 1.1 shows a diagram of the idea behind the use of CP.

Figure 1.1: Multidisciplinary structure of CP - CP is not only the overlapping of different disciplines, but also comprises a set of tools that can be applied in other fields of science and technology.

CP is in most cases defined as the integration of physics, computer sciences (CS) and mathematics having been developed and applied to other fields. As the field expands, CP embraces new methods and techniques from other fields of science and technology such as computer graphics [11, 12], computer animation [13, 14], image processing [15, 16], data mining [17, 18], signal processing [19, 20, 21], etc.

The CP solutions are obtained by advancing the numerical representations of physical objects in space and/or time [22]. The numerical solutions implementation use different programming language. Historically one of the most popular language used on the programming of computational solutions on CP and other areas of sciences and engineering was FORTRAN and up to this date it is one of the most common language for scientific programming [23].
The numerical solutions presented on this thesis are coded using the C++ language. The reason why C++ was chosen due to its easier portability to parallel programming as the original CUDA architecture was only available for the C language.

### 1.5.1 Computational fluid dynamics

Obtaining a description of a substance’s dynamics flow falls into the field of Computational Fluid Dynamics (CFD) [24]. One of its first applications was the study to the supersonic blunt body problem, of the flow behaviour during and after it interacts with the blunt body during supersonic events was studied. Moretti and Abbet [25] proposed a numerical finite-difference solution and a corresponding computational implementation for the problem. The physical aspects of fluid flow simulation follows three physical principles [26]:

1. Mass conservation
2. The Newton’s second law: \( f = ma \)
3. Energy conservation

These principles expressed in terms of a mathematical formulation are know as the Navier-Stokes differential equations [27]. This set of equations may be used to describe fluid behaviour under different conditions. The Navier-Stokes equations are define any type of single-phase fluid flow. If the fluid viscosity is not taken into account in the Navier-Stokes equations the Euler equations are obtained. If the vorticity terms are removed, the full potential equations are obtained and finally the linearisation of these equations provided with the potential equations [28].

The numerical solution of the Navier-Stokes equations with a computational implementation can be used to solve the flow of behaviour different fluid models, under different boundary conditions and external forces. The CFD can be used to solve space and time dependent flow fields [29, 30, 31].

### 1.5.2 Computational solid mechanics

As defined in [32]: “Computational Mechanics (CM) is concerned with the use of computational methods to study and simulate physical events governed by the laws of mechanics”.

One of the areas of CM is the computational solid mechanics (CSM). CSM studies the model and the numerical analysis of solid materials deformation.

The analysis of the solid material on CSM requires the use of a mathematical model that describes how the physical properties of such material are distributed in the material volume. The model used to define the solid materials presented in this thesis uses the continuous mass approach introduced by the French mathematician Augustin Louis Cauchy [33].

In the continuous mass approach a solid has a smooth distribution of its constitutive material and it can be infinitely divisible into tinier components [34]. The behaviour of solid materials is governed by elasticity, viscoelasticity, and plasticity constitutive equations [35].

Figure 1.2 presents a CSM-base solution applied to lips biomechanical modelling [36].

### 1.6 Computational simulation

CP problems are solved by numerical simulation which circumvents expensive, time consuming, or difficult to control experiments. Numerical simulation for problems in physics often follows similar steps (Figure
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Figure 1.2: **Lips 3D modelling** - A mesh-free method is used to simulate the behaviour of the lips during movement using a 3D SPH model. Figure 1.2 shows the process of obtaining a deformable lip model using a 3D face as a model. Data is obtained using a structured light scanner. From left to right: a) 3D face acquired using the Solutionix Rexcan 400 3D scanner; b) corresponding triangle representation of the mouth region surface; c) close-up of the simplified lip mesh; d) mesh-free representation; e,f,g) Picture of the lips on different positions with corresponding mesh-free model.

1. Observation of a physical phenomenon. The data used by the simulation and models are built with the aid of experimental data obtained by different means when studying the phenomenon.

2. Mathematical model of the phenomenon using a set of simplifications and assumptions. The numerical description on the computer is built using a set of approximations and simplifications of the phenomenon that are necessary due to either the current computational capabilities or the theoretical description of the phenomenon being studied. Finally, the accuracy of the model and simulation can vary depending on the mathematical models used to represent the phenomenon being solved.

3. Problem domain discretisation for numerical solution. The continuum material is represented with a number of discrete components, one of the most popular methods is the finite element method [38] that used a mesh-based approach to obtain the discrete model. The work presented on this thesis makes use of the Smoothing Particle Hydrodynamic (SPH) approach to obtain the numerical solution.

4. Boundary conditions (BC) and initial conditions (IC):
   - BC confines the solution and study of the phenomenon to a volume and defines the type of interaction between the phenomenon of interest and its environment.
   - IC specifies initial stages of the phenomenon behaviour.

5. Computational stage, the actual implementation and the coding of the solution. This stage focuses on robustness, numerical accuracy, methods to increase the speed of computation and data management.
Analytical solutions for most of the system of equations describing different physical problems usually have non direct solutions. Different CP techniques are used to find approximate solutions to the spatial or temporal partial differential or integral equations by representing these equations through algebraic representations. These algebraic solutions are used to calculate numeric values of the goal functions at different discrete time and/or space points (Figure 1.4).

Figure 1.3: **Numerical simulation diagram** - The diagram shows the steps taken by the numerical simulation of physical observations.

Figure 1.4: **Discretized points of a function** - Uniform discretisation of a one-dimensional function $f(x)$, the points represented the function behaviour at the specific point position.
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1.7 Mesh-free methods

1.7.1 Mesh methods and their limitations

One of the most common tools for obtaining numerical solutions to physical problems is a mesh-like discretisation of the continuum problem space that can be solved using a mesh based numerical model. One of the most common numerical mesh-centre methods is the finite element method (FEM) \[39\].

The continuum is divided into discrete elements, each element or cell having a simple geometrical shape (e.g. tetrahedra). The elements have a connectivity function and the collection of all the elements forms the mesh which provides topological representation of the physical problem \[40\] \[41\].

A finite element analysis can be describe with the following steps \[42\]:

1. Domain discretization. It consists on the mesh generation. The type of geometrical representation the mesh will use is selected and the nodes and their relations (geometric elements forming the mesh) are defined.

2. Interpolation function. When choosing the interpolation method the function should satisfy prescribed conditions and have a solution at a finite number of points. In the case of FEM, the finite number of points are the nodes on the mesh and the conditions are obtained from the problem model. Polynomial interpolation are usually chose to solve FEM problems.

3. Derivation of stiffness matrix per model element. The stiffness matrix is symmetric with positive values. It provide a discrete representation of the stiffness of Hooke’s law. Each element on the model (for example each triangle on a tetrahedral mesh) has its own stiffness matrix.

4. Global stiffness matrix. The global matrix defines the geometric and material properties of the whole object been model and it depends on the elements stiffness matrix.

5. Defining boundary conditions. The boundary conditions defined the behaviour between the model and its surroundings.


The use of a mesh structure has some inherent limitations \[43\]:

1. Mesh generation: cannot always be achieved by automatic computational techniques. Some problems require the user to invest time and, in some instances, use special computer-aided design tools to build a required mesh structure.

2. Stress accuracy: Stress values obtained through the use of a mesh are often discontinuous at boundaries of the mesh cells due to piecewise nature of the displacement field.

3. Re-meshing: When the problems are not static and I changed on the objects volume and boundaries need to be updated a re-meshing of the structure is needed to maintain the accuracy of the solution over time, adaptive analysis must be performed. Adaptive analysis usually requires re-meshing of the problem space in order to maintain the connectivity. Automatic re-meshing of three-dimensional 3D volumes is still a persistent problem in the mesh-based solutions field \[39\].

4. Complex mesh deformations: are limited in the analysis of some problems:

   - Large deformations of the mesh cause distortions of the elements (cells), resulting in a loss of accuracy.
1.7. Mesh-free methods

- When the need to describe and explore cracks arises, the cracks could propagate along different paths than those defined by the mesh.
- Material breaking into multiple components is a problem due to the nature of the continuum mechanics solution. The mesh elements cannot be broken without redefining and re-meshing the problem.

To escape these drawbacks, the discrete numerical solution has to be represented without a mesh or a proper adaptive mesh system needs to be implemented.

1.7.2 Mesh-free method definition

As defined in [44]:

"A meshfree method is a method used to establish a system of algebraic equations for the whole problem domain without the use of a predefined mesh for the domain discretisation."

The discrete solution is obtained with the aid of a set of nodes scattered on and inside the problem boundary. The nodes do not form a geometric mesh. Prior information on the topological relations between the points is not required, and the solution focus on identifying which nodes belong to the same material.

The density (quantity) of nodes depend on the accuracy required for the solutions, but the definition of this density can vary during the implementation of the numerical analysis. Adaptive methods are easy to implement in mesh-free applications. The initial distribution of the nodes depend only on their necessary density (accuracy) and need not be predefined.

Mesh-free applications should be able to work with any distribution that provides enough nodes per volume, and do not required additional conditions on the initial distribution. Figure 1.5 shows the same 3D spatial volume with different initial representations required for the mesh-centred and mesh-free method. The latter have the following limitations and requirements that must be fulfilled in order to obtain a correct numerical solution:

1. Boundary particles: When simulating a computational problem, the number of particles on the frontier is less than the regular number in the solution and this reduces the simulation accuracy. There exist solutions to this problem, for example, the use of so called ghost particles on the boundaries of the problem domain.

2. Neighbourhoods of particles: The number of particles in some areas may decrease causing interpolation problems. To maintain the accuracy the defined action volume of particles has to be updated over time.

3. Time step: The time steps have to be updated in account with the changing maximum speed of the system. If the time step is too large, then most of the physical values will be inaccurate, while if it is too small the computational time will be too large.

In [45] is presented a table comparing FEM (most representative mesh method) and the approach taken by the mesh methods, on Table 1.2 is shown a summary of the differences.

The shape function provides with the rules of behaviour of the nodes and the links between nodes when solving with FEM or the node relations on the mesh free methods, using the shape function is possible to defined the material behaviour on the problem volume. Different shape functions will produced different element matrices.
Figure 1.5: **3D volume representations** - The image shows the different volume representation for mesh-centre and a mesh-free method. The mesh-free method does not require any predefined distributions of elements.
### Differences between FEM and mesh free Methods

<table>
<thead>
<tr>
<th>Items</th>
<th>FEM</th>
<th>Mesh free</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mesh geometry elements</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2 Mesh generation</td>
<td>Element connectivity property require. In some cases can be a difficult task.</td>
<td>No connectivity is required</td>
</tr>
<tr>
<td>3 Adaptive analysis</td>
<td>Difficult for 3D cases</td>
<td>The analysis can always be done</td>
</tr>
<tr>
<td>4 Shape function creation</td>
<td>Geometric element based</td>
<td>Node element based</td>
</tr>
<tr>
<td>5 Shape function property</td>
<td>Satisfy the Kronecker delta conditions; is valid for all the elements of the same type</td>
<td>Depending on the method may or may not satisfy Kronecker delta conditions, the function is different for each point.</td>
</tr>
<tr>
<td>6 Stiffness matrix (discretized element system)</td>
<td>Symmetrical</td>
<td>The symmetry depends on the method used</td>
</tr>
<tr>
<td>7 Boundary conditions</td>
<td>Standard method with easy implementation</td>
<td>Special methods may be required depending on the mesh free method</td>
</tr>
<tr>
<td>8 Computational speed</td>
<td>Fast computational solution due to optimized implementation</td>
<td>1.1 to 50 times slower (depends on the implementation and method used)</td>
</tr>
<tr>
<td>9 Results retrieval</td>
<td>Special techniques are required</td>
<td>Standard routine (node element based)</td>
</tr>
<tr>
<td>10 Accuracy</td>
<td>Accurate compared to Finite Different Method</td>
<td>Depending on node resolution can be more accurate than FEM</td>
</tr>
<tr>
<td>11 Stage of development</td>
<td>Very well developed</td>
<td>Infancy of development</td>
</tr>
<tr>
<td>12 Commercial applications</td>
<td>Many</td>
<td>few available</td>
</tr>
</tbody>
</table>

Table 1.2: Summary of the differences between the FEM and mesh free method implementation as presented in [45].
Chapter 2

SMOOTHING PARTICLE HYDRODYNAMICS (SPH)

2.1 Introduction

This chapter presents a general introduction to the mesh-free SPH method and its use for computational solutions describing the behaviour of material quantities in a physical volume. The mesh-free SPH method was first introduced and described in detail by Gingold and Monaghan in [46].

Advances in the field included the addition of the viscous flow numerical solution [47], the redefinition of the particle resolution on problems with self-gravity [48], and the generalized boundary conditions for fracture propagation problems [49]. These additions to the SPH theory are now considered standard and will be in this chapter formulated.

SPH was used originally to model the behaviour of non-spherical stars, where the model consisted of approximately 80 particles. The SPH method can be used to obtain solutions of a wide range of hydrodynamic problems. [5] discusses several applications and techniques their problems and the basis for constructing one, two, and three dimensional systems and solutions.

SPH provides tools to solve numerical PDEs. By extending the technique presented in [46], the numerical SPH approach has been modified and applied to different types of fluid conditions. One example of using the SPH formulations to define different fluid problems is presented in [50] to simulate a weakly compressible particle system.

Recently the SPH technique has been extended to include solid materials and the interaction between fluids and solids. A technique in [7] simulates the interaction between a solid object and a fluid poured over it.

The fluid objects are solved using the SPH method, the method obtains the particle behaviour of the fluid state, enabling the fluid part of the problem to be solved using a mesh-free problem representation.

For the solids a mesh-centred method is used, the interaction between fluid particles and the solid object is coupled over the triangle mesh representation of the solid.

Similarly in [51] mesh and mesh-free methods are combined to animate burning and melting solids. The theory presented used particle systems without introducing the SPH operator.

In [52] a full mesh free method describes solid deformation using SPH defining the solid - fluid interaction as particle - particle collisions. This method restricts the solid behaviour to elastic deformations.
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The SPH method has been applied also in areas outside of CP; Computer Graphics (CG) uses mesh-free methods as a powerful tool for solid-fluid animation. In the CG applications the correctness of the computational solutions is less important, and some errors and simplifications assumptions can be accepted if the application has restrictions such as real-time solutions or user interactivity. In [53], the SPH is used to animate the fluid-solid interaction and animated melting solids.

Biomechanical Modelling (BM) is another area where the mesh-free methods can be implemented in place of mesh-centre methods, particular in [54] a simplified version of SPH is implemented to model solid deformations and simulate the behaviour of human organs (e.g. the liver) under stress. The SPH animates organ behaviour, the solution follows a simple viscoelastic approach for the deformation.

With the extension of the SPH to solid materials, new complementary laws have been implemented to obtain better animations of the behaviour of solids. In [55] a new corotated technique is added to the simulation to allow rotations of rigid solids.

In the field of CM where more rigorous solutions are required, in most cases the use of meshes has been the golden standard. One important area of the mechanics is the study of deformation of solids under stress using the strain fields. A technique to obtain the strain field described in [56] uses undeformed sheets as references for the initial state, and a mechanical system deforms the reference sheets using the object of study. The final strain field is introduced to a mesh system to model the solid deformation.

The strain field deformation in [57] uses a stereo vision system and a SPH computational solution. Here, the SPH obtains mechanical properties of an object under stress.

In the sections below the basics of fluid dynamics and the kinematics of flux described using the Eulerian references frames is discussed first. Then the final equation to solve the fluid dynamics on a Lagrangian references frame using the Eulerian description will be presented.

After the introduction of the necessary basics to describe a quantity on the Lagrangian frame, the solution to this equation using the computational SPH method is presented. Finally, some features of the SPH operation and the smoothing kernel are introduced.

2.2 Fluid dynamics

A fluid does not have a specific shape and deforms continuously under an applied surface force, while resisting external forces acting on individual elements [58]. Fluids are discrete at the microscopic level, and their molecular properties have large fluctuations. The fluid needs to be considered as a continuum when obtaining models to describe its macroscopic behaviour [59]. Macroscopic models of fluids takes the characteristics related to the molecular properties as parameters to the motion equations, one of these parameters being the fluid viscosity.

When analysing the motion of fluids, the use of a discrete volume is useful to define the model [60]. In fluid dynamics the discrete volume is a fluid particle $P$ representing a mass $\Delta m$ portion of the total fluid volume $V_m$. The particles $P$ is defined by a small spherical volume $\Delta V$, the size of the fluid particle being small enough to consider the volume uniform. From the microscopic point of view it is sufficiently large in comparison to the intermolecular distances and provides a sufficient number of molecules to average statistical molecular fluctuations. The density $\rho$ of the fluid particle is given by the obvious relationship:

$$ \rho = \frac{m}{V} \quad (2.1) $$

The fluid flow takes place in the three-dimensional ($\mathbb{R}^3$) Cartesian coordinate system $(x, y, z)$, the particle position $p$ having the components $p = (p_x, p_y, p_z)$. The laws that describe the fluid motion can be sufficiently represented in Euclidean space [61]. When using a hypothetical continuum frame the
components of the material (fluid particles) are distributed continuously. To describe the movement of the discrete volumes of the continuum, a fixed Cartesian coordinate frame is used to represent the motion of all the fluid particles. Figure 2.1 shows spatial locations of two example fluid particles in the Cartesian reference frame.

Using the reference frame, the location of a fluid particle can be determined at each time step using a vector \( \mathbf{r} \) where \( \mathbf{r} = (x, y, z) \). The location of a discrete volume (fluid particle) has a reference configuration position \( \mathbf{R} = (X, Y, Z) \) at the initial reference time \( t_0 \).

The laws of fluid motion consider the position of the fluid particle as a function of the original position and time as shown in Equation 2.2:

\[
\mathbf{r} = \chi (\mathbf{R}, t) \tag{2.2}
\]

The function \( \chi \) for the vector values of \( \mathbf{r} \) at the time \( t = t_0 \) has to have values equal to \( \mathbf{R} \):

\[
\mathbf{r} (\mathbf{R}, t_0) = \chi (\mathbf{R}, t_0) = \mathbf{R} \tag{2.3}
\]

The flow can be defined using either a Lagrangian description or an Eulerian description:
Eulerian description: The flow properties are obtained at fixed positions in the volume space as the time varies, using a fixed reference frame. The value of a variable $A$ depends on time and space:

$$A(r, t)$$  \hspace{1cm} (2.4)

Lagrangian description: The flow quantities are provided by moving flow particles, any quantity $A$ is defined by its initial conditions and the time $t$:

$$A(t)$$  \hspace{1cm} (2.5)

The velocity $\nu(r, t)$ of the fluid in the Eulerian frame depends on the time $t$ and the spatial position $r$ as shown on Equation 2.6

$$\nu(r, t) = \frac{dr}{dt}$$  \hspace{1cm} (2.6)

The Eulerian acceleration $a$ of the fluid is as follows:

$$a(r, t) = \frac{d}{dt}(r, t)$$  \hspace{1cm} (2.7)

2.2.1 Material derivative

When studying the movement of fluid particles, the material derivative [62] is the rate of property change of a fluid particle $p$. The material derivative is a Lagrangian concept but its definition is constructed using an Eulerian reference frame. Figure 2.2 shows the change in the value of a function $f(r, t)$ due to the change in space and time.

The material derivative is defined as the Lagrangian time derivative of an Eulerian quantity $f(r, t)$:

$$\frac{Df}{Dt} = \frac{\partial f}{\partial t} + \nu \cdot \nabla f$$  \hspace{1cm} (2.8)

In a generalised notation the material derivative operation is defined as:

$$\frac{D}{Dt} = \frac{\partial}{\partial t} + \nu \cdot \nabla$$  \hspace{1cm} (2.9)

The equations of the Lagrangian time derivative of any function $A$ depends on the Eulerian reference frame for the gradient, time, and position of the fluid particle $p$:

$$\frac{DA}{Dt} = f(A, \nabla A, r)$$  \hspace{1cm} (2.10)

2.3 Integral interpolation of the Smoothing Particle Hydrodynamics

The value of a quantity $A$ of a fluid particle inside the fluid volume depends on the spatial location with respect to the reference frame. The integral representation of a quantity $A$ with respect to a differential volume $d\mathbf{r}'$ is defined in [6]. If the system consists of an infinite number of particles the quantity $A$ can be defined as:

$$A(r) = \int A(r')\delta(r - r')d\mathbf{r}'$$  \hspace{1cm} (2.11)

Where $\delta(r - r')$ is the Dirac delta function:
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Figure 2.2: Particle movement on the Eulerian reference frame - The change in the particle physical quantity value depends on the change in space and time.

\[
\delta(r - r') = \begin{cases} 
\infty & r = r' \\
0 & r \neq r'
\end{cases}
\]  (2.12)

Assuming the continuous function \( A(r) \), the integral representation given by Equation 2.11 is exact. When solving the discrete representation of the function \( A \) the quantity value must be obtained by smoothing a finite set of particles.

\[
A(r) \approx \int A(r')W(r - r', h)dr'
\]  (2.13)

\( W \) is the smoothing kernel function, the value of \( W \) depends on the distance relation \( (r - r') \) and the smoothing length \( h \). The value \( h \) defines the influence volume of the smoothing kernel function \( W \). The kernel function \( W \) tends to the delta function when \( h \) tends to zero.

\[
\lim_{h \to 0} W(r - r', h) = \delta(r - r')
\]  (2.14)

The smoothing kernel functions are normalised to 1 so the constant values are interpolated exactly [63], as shown in Equation 2.15.

\[
\int W(r - r', h)dr' = 1
\]  (2.15)

The kernel \( W \) should also follow the compact condition. This condition handles the effect from particles with positions outside the volume of effect defined by \( h \).
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\[ W(r - r', h) = 0 \text{ when } |x - x'| > kh \]  

(2.16)

\( k \) is a constant that together with the smoothing length defines the effective non-zero volume of \( W \).

In [6] the operations needed to approximate the integral using a summation over mass elements are explained. The fluid volume is divided into small particles elements \( i \). Each particle has a mass \( m_i \), density \( \rho_i \) and position \( r_i \). The interpolation integral value of the quantity \( A \) at the position of the particle \( i \), \( A_i \) is given by:

\[ \int \frac{A(r')}{\rho(r')\rho(r')} dr' \]  

(2.17)

Where \( \rho(r')dr' \) is the element mass.

2.4 Smoothing Particle Hydrodynamics particle approximation summation

In Equation (2.13) the function \( A(r') \) value is integrated over the infinitesimal volume \( dr' \). For the numerical approximation summation the mass elements are defined as [6]:

\[ m = \rho dr' \]  

(2.18)

The mass element \( m \) is represented by a set of particles \( i \). The total number of particles \( N \) forms the particles system of the problem. The mass element of each particle can then be defined as:

\[ m_i = \Delta V_i \rho_i \]  

(2.19)

Where \( \Delta V_i \) and \( \rho_i \) are the individual volume and density of the particles and \( i = (1, 2, ..., N) \).

As described in the last section, the total fluid volume is represented by a set of particles. The continuous integral representation (Equation (2.13)) is converted to a discrete summation over a set of particles \( j \) inside the support domain of a focus particle \( i \) (e.g. see Figure 2.3).

The smoothing function \( W \), is used to approximate the continuum function. \( W \) determines if and how a particle \( j \) will affect the focus particle \( i \). Figure 2.4 shows a schematic representation of the particles interactions.

The summation approximation of the integral solution for \( A(r) \) [11] is given by Equation (2.20):

\[ \langle A_S(r_i) \rangle = \sum_{j=1}^{N} \frac{m_j}{\rho_j} A(r_j) W_{ij} \]  

(2.20)

Where the operation symbol \( \langle \rangle \) is used to defined an SPH operation over the function \( A_S(r_i) \) and \( W_{ij} \) is defined as:

\[ W_{ij} = W(r_i - r_j, h) \]  

(2.21)

The value of the quantity \( A_i \) is approximated using an average over all the particles \( j \) that belong to the support domain of \( i \). The approximation for the first spatial derivative is given by:

\[ \frac{\partial A_s}{\partial x} = \langle \nabla \cdot A(r_i) \rangle = \sum_{j=1}^{N} \frac{m_j}{\rho_j} A(r_j) \cdot \nabla_i W_{ij} \]  

(2.22)
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Figure 2.3: **Particle summation approximation** - The value of a quantity $A_i$ with position defined by the particle $i$ using a set of particles $j$ that belongs to the support domain of $W_i$, is defined by the summation of all the particles $j$. The support domain is defined by the quantity $kh$. The particles outside the interaction volume of particle $i$ will not have a direct effect on particle $i$.

Figure 2.4: **Particles smoothing function** - The value of $W$ is related to the distances between the focus particle $i$ and each $j$ particle on its vicinity. The figure shows a schematic representation of the interaction, where the area of each element is use to represent the decrease on the $W$ factor as the distances increases.
In the literature there are different definitions for the smoothing function $W$, different smoothing functions are used in the search for the most efficient approximation to the continuum function $A$. This thesis uses the B-spline function defined in [1] as the smoothing kernel function (Equation 2.23),

$$W(R,h) = \alpha_{\text{dim}} \begin{cases} \frac{3}{2} - R^2 + \frac{1}{2}R^3 & 0 \leq R < 1 \\ \frac{1}{6}(2 - R)^3 & 1 \leq R < 2 \\ 0 & R \geq 2 \end{cases}$$

(2.23)

Where the constant $\alpha_{\text{dim}}$ depends on the dimension of the problem (for the three-dimensional problems $\alpha_{\text{dim}} = \frac{3}{2\pi^2}$) and $R$ is the relative distance between two particles:

$$R = \frac{|r_i - r_j|}{h}$$

(2.24)

Figure 2.5 shows the behaviour of the B-spline kernel function and its derivative.

![Smoothing kernel function](image)

**Figure 2.5: Smoothing kernel function** - In the SPH implementation the B-spline smoothing kernel function is used, the figure shows the B-spline function on black and its derivative in orange.

A technique to obtain the PDEs of the SPH formulations presented in [63] replaces the derivative by the derivative of the approximation function. As described in [63] this type of derivative will not vanish if $A$ is a constant. The two identities used in the literature to form the derivative introduce the density inside the gradient and use a relation between the values of the quantity $A$ for different particles $i$ and $j$.

$$\nabla \cdot A(r) = \frac{1}{\rho} (\nabla \cdot (\rho A(r)) - A(r) \cdot \nabla \rho)$$

(2.25)

$$\nabla \cdot A(r) = \rho \left( \nabla \cdot \left( \frac{A(r)}{\rho} \right) + \left( \frac{A(r)}{\rho^2} \right) \cdot \nabla \rho \right)$$

(2.26)

Applying Equation 2.25 and Equation 2.26 to the particle system the gradient of a quantity $A_i$ of a particle $i$ is defined as:

$$\nabla \cdot A(r_i) = \frac{1}{\rho_i} \left( \sum_{j=1}^{N} m_j (A(r_j) - A(r_i)) \cdot \nabla W_{ij} \right)$$

(2.27)
2.5 Conclusions

The introduction of a mesh free numerical method based on the distribution of volume elements (particles) allows for a representation of the fluid dynamics equations using the approximation operand \( \langle \rangle \) of the SPH method.

SPH uses the Lagrangian definition of the laws that describe fluid motion, the quantities were obtained with the use of a particle system. Each particle in the system depends on the position inside the volume with respect to the reference frame and the current time step. The simulation obtains the smoothed average value per particle in the volume during a period of time.

The introduction of the operand \( \langle \rangle \) and its derivative provides a tool to approximate integral equation and PDEs through the use of the summatory of the individual values of the particles inside the support domain of the focus particle. The effect of the neighbour particles over the focus particle depends on the distances between particles and the smoothing kernel function.

\[
\nabla \cdot A(r_i) = \rho_i \left( \sum_{j=1}^{N} m_j \left( \frac{A(r_j)}{\rho_j^2} \right) + \frac{A(r_i)}{\rho_i^2} \right) \cdot \nabla_i W_{ij} \tag{2.28}
\]

Besides these two identities the SPH operation on quantities follow the rules:

\[
\langle A_1 + A_2 \rangle = \langle A_1 \rangle + \langle A_2 \rangle \tag{2.29}
\]

\[
\langle A_1 A_2 \rangle = \langle A_1 \rangle \langle A_2 \rangle \tag{2.30}
\]

If a constant is operating over a quantity \( A \) the constant can be taken out from the operand:

\[
\langle c A_1 \rangle = c \langle A_1 \rangle \tag{2.31}
\]

The SPH operator is commutative:

\[
\langle A_1 + A_2 \rangle = \langle A_2 + A_1 \rangle \tag{2.32}
\]

\[
\langle A_1 A_2 \rangle = \langle A_2 A_1 \rangle \tag{2.33}
\]
Chapter 3

SMOOTHING PARTICLE HYDRODYNAMICS IMPLEMENTATION ON FLUID FLOW

3.1 Introduction

The SPH implementation can be used to solve different types of fluid flows and flow interactions. The simplest problems on fluid flow only need to solved the PDEs describing ideal fluids, without the consideration of viscosity or shear stress and using a simplified isotropic normal stress.

Fluid viscosity is the internal friction caused when the fluid under the effect of a force undergoes a shape change. All fluids are subject to viscosity. The fluid friction can be expressed as a force that causes a resistance to the flow. In Section 3.3.3 a description of the relation between the viscosity and the shear tensor is presented.

The basic Eulerian approach to the description of fluid flow supposes ideal fluid conditions, which neglect shear stress and isotropic normal stress. With these conditions the pressure $p$ depends only on the fluid velocity $\nu$ and its rate of change.

When fluid viscosity is taken into account it is necessary to obtain the formulation that relates the gradient of the velocity $\nabla \nu$ and the stress. The mathematical formulation of the flow of fluids with viscosity can be obtained by applying the Navier-Stokes equations.

The inclusion of viscosity is one of the most important parts of the simulation since all fluids have viscosity and the solution of the problems presented in this thesis requires the use of non ideal fluids.

3.2 Fluid characteristics

Depending on the focus of the simulation different types of fluid definitions will be used. The SPH implementation presented in this thesis makes use of a modular approach where depending on the requirements, different modules (each module is in charge of solving a physical property) can be activated.

Another fluid property described by the model is fluid compressibility. Compressibility determines the capacity of the fluid density to vary significantly when there is a pressure change. The study of compressible flow necessitates the introduction of the conservation of energy principle to the simulation. The formulation will be discussed in Section 3.3.4.
In the SPH implementation presented in this thesis the following type of fluids can be solved: ideal fluids (fluid without viscosity or compressibility), perfect fluids (fluid with compressibility and without viscosity) and Newtonian fluids.

In a Newtonian fluid the stress is proportional to the time rate of changed of the strain; the proportionality factor is the viscosity coefficient. In Section \(3.3.3\) is discussed the relation between the fluid momentum and the stress.

### 3.3 Viscous fluids dynamics: Navier-Stokes equation

The solution of the flow of viscous fluids is given by the governing equations of the laws of conservation \[69\]:

1. Conservation of mass
2. Conservation of momentum
3. Conservation of energy

As seen in Section \(2.2\), the SPH solution is based on the Lagrangian references frame. The mathematical representation of the equations in the Lagrangian frame is obtained using the control volume descriptor, discussed on Section \(3.3.1\).

#### 3.3.1 Control volume

The control volume \(V\) is an arbitrary mathematical description of a cut in space of the total fluid volume \[68\], the cut allows for the obtention of a small component of the whole problem, the control volume is used to obtain the mathematical relations of the governing equation of the fluid continuous medium inside of it, instead of trying to defined the whole fluid volume problem. The surfaces surrounding the defined control volume receives the name of the control surface \(S\) and it is used as the frontier of the control volume on the mathematical description of the governing equation.

In the Lagrangian references frame the control volume moves along with the rest of the fluid, Figure \(3.1\), the defined control volume \(V\) changed its position in space.

In the Lagrangian scheme the movement of the control volume \(V\) changes the fluid properties inside of it due to the changed on the surroundings of \(V\). A change in the control surface \(S\) (control volume deformation) will result in a change in \(V\) and a new control volume definition is obtained.

Figure \(3.2\) shows a differential volume \(\Delta V\) inside the original control volume. The definition of \(\Delta V\) changes due to the movement of the differential control surface \(dS\) over a time interval \(\Delta t\), \(\Delta V\) is given by Equation \(3.1\)

\[
\Delta V = \nu \Delta t \cdot n \, dS \tag{3.1}
\]

Where \(\nu\) is the differential control volume velocity and \(n\) is the normal vector to the velocity.

The total volume change of the entire control volume is then the integration over the control surface \(S\)

\[
\Delta V = \int_S \nu \Delta t \cdot n \, dS \tag{3.2}
\]

The rate of flow \(Q\) through \(S\) is defined as the change of volume with respect to time \(\Delta V/\Delta t\):
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Figure 3.1: **Lagrangian control volume** - In the Lagrangian frame of reference the control volume moves with the fluid and changes its position in space. $V$ is the control volume and $S$ is the control surface surrounding the volume.

Figure 3.2: **Time differential Lagrangian control volume** - The change of $dS$ produces a Volume $\Delta V$ change in the Lagrangian infinitesimal volume cell inside the original control volume.
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$$Q = \frac{\Delta V}{\Delta t} = \int_V \nabla \cdot \nu dV \quad (3.3)$$

To obtain a better description of the fluid volume inside of the control volume, an infinitesimal control volume $\delta V$ with volume value equal to $\delta V = dx \ast dy \ast dz$ is defined. The fluid volume inside of the infinitesimal control volume is considered to be homogeneous and all the molecules that form the infinitesimal volume have equal values on all its physical properties. The new infinitesimal rate of flow $\delta Q$ is defined as

$$\delta Q = \Delta \left( \frac{\delta V}{\Delta t} \right) = \left( \nabla \cdot \nu \right) \int_V d \left( \delta V \right) = \left( \nabla \cdot \nu \right) \left( \delta V \right) \quad (3.4)$$

Finally the differential rate of flow is defined as:

$$\frac{D \left( \delta V \right)}{Dt} = \left( \nabla \cdot \nu \right) \left( \delta V \right) \quad (3.5)$$

The velocity divergence that defines the time rate of volume change per unit volume is given by

$$\nabla \cdot \nu = \frac{1}{\delta V} \frac{D \left( \delta V \right)}{Dt} \quad (3.6)$$

The velocity divergence is used to describe the control volume physical properties changes over time.

3.3.2 Continuity equation

The accuracy of the solution depends on how the continuum is represented when using discrete elements. The conservation of mass needs to be maintained on the discrete solution. In the Lagrangian representation the infinitesimal control volumes (infinitesimal fluid cell) are used as the elements where the mass of the continuum is represented.

The fluid cells are defined by their: volume $\delta V$, mass $m$ and density $\rho$. Each fluid cell follows the conservation of mass definition. The amount of mass that fluxes into the cell is equal to the amount that fluxes out of the cell, so the change on volume produces a change on the cell density that can be expressed with the aid of the material derivative (Section 2.2.1) as:

$$\frac{D \rho}{Dt} = -\rho \frac{1}{\delta V} \frac{D \left( \delta V \right)}{Dt} = -\rho \nabla \cdot \nu \quad (3.7)$$

Where Equation (3.7) follows the conservation of mass on each cell.

3.3.3 Momentum equation

In this section a brief description of the forces acting on the volume element will be presented (for a more in-depth description see [26]). The momentum equation is derived from Newton’s second law of continuum mechanics (conservation of momentum):

$$f = ma \quad (3.8)$$

Where $f$ is the resulting force, $m$ is the object mass and $a$ its acceleration. The infinitesimal fluid cell has a position defined by $x = (x, y, z)$ and an acceleration given by $a = (\frac{Dx}{Dt}, \frac{Dy}{Dt}, \frac{Dz}{Dt})$, where $\nu$ is the cell velocity. Figure 3.3 shows the forces in the $x$ direction over a fluid element (fluid cell).

The total net forces (resultant force) over the fluid elements is the result of the addition of the body forces and the surface forces.
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Figure 3.3: **Forces over a fluid cell** - The figure shows the $x$ direction forces over a Lagrangian infinitesimal fluid cell. The stress $\tau_{ij}$ uses a convention where the index $i$ denotes the perpendicular plane the force has been applied to and $j$ is the direction of the force.
1. **Body forces:** These forces act over the complete fluid element (the control volumetric mass). They include: gravitational, electric, and magnetic forces.

2. **Surface forces:** These forces act on the control surface directly, the sources of the forces are:
   
   (a) Pressure force generated on the surface due to the surrounding fluid elements.
   
   (b) Viscous force, these forces are the shear and the normal stress. The force is also imposed by the tubing (force around the control surface) and pushing of the control surface due to friction.

The body forces on a fluid element will be defined as \( \rho f (dxdydz) \). The shear and normal stresses \( \tau \) are related to the rate of change of deformation of the fluid element. In Figure 3.4 a simplified 2D representation of the normal and the shear stresses is shown.

![Figure 3.4: Normal and shear stresses components](image)

The shear and normal stresses are related to the velocity gradient of the flow. One common type of normal stress is the pressure that acts as a compressive stress. In the case of the shear stress the effect is a change in the volume geometry as presented in Figure 3.4.

Using Figure 3.3 the net surface force in the x direction \( f_{sx} \) acting on the fluid cell can been calculated using Equation 3.9:

\[
fs_x = \left[ p - \left( p + \frac{\partial p}{\partial x} dx \right) \right] dydz \\
+ \left[ \left( \tau_{xx} + \frac{\partial \tau_{xx}}{\partial x} dx \right) - \tau_{xx} \right] dydz \\
+ \left[ \left( \tau_{yx} + \frac{\partial \tau_{yx}}{\partial y} dy \right) - \tau_{yx} \right] dxdz \\
+ \left[ \left( \tau_{zx} + \frac{\partial \tau_{zx}}{\partial z} dz \right) - \tau_{zx} \right] dxdy
\] (3.9)

Reducing and regrouping the terms and adding the body force to the surfaces forces gives the final expression for the net force on the x direction \( F_x \) presented on Equation 3.10:

\[
F_x = \left( -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} \right) dxdydz + \rho f s_x dxdydz
\] (3.10)
3.3 Viscous fluids dynamics: Navier-Stokes equation

Rewriting Newton’s second law using the net force is expressed on Equation 3.11:

\[
m \frac{dv_x}{dt} = \rho dxdydz \frac{dv_x}{dt} = \left( -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} \right) dx dy dz + \rho f_x dx dy dz
\] (3.11)

Finally the momentum equations \( \frac{Dv}{Dt} \) on the x y and z directions are

\[
\rho \frac{Dv_x}{Dt} = -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} + \rho f_x
\]

\[
\rho \frac{Dv_y}{Dt} = -\frac{\partial p}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{zy}}{\partial z} + \rho f_y
\]

\[
\rho \frac{Dv_z}{Dt} = -\frac{\partial p}{\partial z} + \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \tau_{zz}}{\partial z} + \rho f_z
\] (3.12)

In Newtonian fluids the strain \( \epsilon \) and stress \( \tau \) are proportional

\[
\tau^{\alpha\beta} = \mu \epsilon^{\alpha\beta}
\] (3.13)

Where \( \mu \) is the viscosity coefficient of the fluid, and the strain \( \epsilon \) is

\[
\epsilon^{\alpha\beta} = \frac{\partial \nu^\beta}{\partial x^\alpha} + \frac{\partial \nu^\alpha}{\partial x^\beta} - \frac{2}{3} (\nabla \cdot \nu) \delta^{\alpha\beta}
\] (3.14)

Where \( \alpha \) and \( \beta \) follow tensor notation and represent the different tensor component of the three dimensional spaces directions (x y z); and \( \delta^{\alpha\beta} \) is the Kronecker delta:

\[
\delta^{\alpha\beta} = \begin{cases} 
1 & \text{if } \alpha = \beta \\
0 & \text{if } \alpha \neq \beta 
\end{cases}
\] (3.15)

3.3.4 Energy equation

The fluid cell conservation of energy follow the first law of thermodynamics, the law of energy conservation. Using the fluid cell element, the law can be defined as [51, 54]:

\[
\begin{align*}
\text{Rate of energy change inside the fluid cell element} & = \text{Net heat flux into the fluid cell} & + \text{Time rate of work done by body and surface forces on the fluid cell element} \\
& = \left( \frac{\partial \nu_x}{\partial x} + \frac{\partial \nu_y}{\partial y} + \frac{\partial \nu_z}{\partial z} \right) & + \left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} \right)
\end{align*}
\] (3.16)

In [5] the energy equation for the SPH approach is defined by separating the energy flux and the body forces (body forces affect the complete cell and will be integrated into the final acceleration). The energy is defined by the surface forces and the energy dissipation. The rate of energy change \( \rho \frac{De}{Dt} \) equation is

\[
\rho \frac{De}{Dt} = \left( \frac{\partial \nu_x}{\partial x} + \frac{\partial \nu_y}{\partial y} + \frac{\partial \nu_z}{\partial z} \right) + \left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} \right) + \left( \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{zy}}{\partial z} \right) + \left( \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \tau_{zz}}{\partial z} \right)
\] (3.17)
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3.3.5 Navier-Stokes equations

The Navier-Stokes equations define the set of differential equations in the Lagrangian description that provides the governing equations for fluid dynamics.

The previously introduced conservation equations can be defined with the aid of tensor notation and the use of the total stress tensor \( \sigma \). The tensor is defined by the isotropic pressure \( P \) and the viscous stress \( \tau \).

\[
\sigma_{\alpha\beta} = -P\delta_{\alpha\beta} + \tau_{\alpha\beta}
\]  

(3.18)

Where \( \alpha \) and \( \beta \) follow tensor notation and represent the different tensor component of the three dimensional spaces directions (x y z). The conservation equations can be defined as:

1. **Continuity equation:**
   \[
   \frac{D\rho}{Dt} = -\rho \frac{\partial \nu_{\beta}}{\partial x^\beta}
   \]  

(3.19)

2. **Momentum equation (Excluding the external forces):**
   \[
   \frac{D\nu_{\alpha}}{Dt} = \frac{1}{\rho} \frac{\partial \sigma_{\alpha\beta}}{\partial x^\beta}
   \]  

(3.20)

3. **Energy equation:**
   \[
   \frac{De}{Dt} = \frac{\sigma_{\alpha\beta}}{\rho} \frac{\partial \nu_{\alpha}}{\partial x^\beta}
   \]  

(3.21)

3.4 Smoothing Particle Hydrodynamics solution for the Navier-Stokes equation

Using the definitions presented in Section 3.3 the SPH formulation to obtain the computational solutions of the equations can be defined.

The solution to the Navier-Stokes equations is obtained using the numerical method presented in Section 2.

The SPH formulation in the literature has different definitions depending on the date of publication and the method that is going to be used to solve the problem been studied. The formulations presented in this section are based on [6] and [5].

3.4.1 Smoothing Particle Hydrodynamics approximation for density

SPH uses the density as the variable in the volume, mass and density relation, \( \rho = m/V \). The density value per particle \( \rho_i \), determines the smoothing length of the particles and their distribution. In this work we use the density summation method proposed in [71] to calculate the SPH density,

\[
\rho_i = \frac{\sum_{j=1}^{N} m_j W_{ij}}{\sum_{j=1}^{N} m_j W_{ij}}
\]  

(3.22)

Where \( i \) is the collection of all particles \( i = (1, 2, \ldots, N) \) in the system, and the summation is solved over all the particles \( j \) where \( j \neq i \). \( m_j \) is the mass of particle \( j \) and \( W_{ij} \) is the smoothing kernel functions defined on Equation 2.16.
3.4. Smoothing Particle Hydrodynamics solution for the Navier-Stokes equation

The normalize representation on equation 3.22 is used to get a better approximation of the solution near the boundaries and material interfaces.

3.4.2 Smoothing Particle Hydrodynamics approximation of momentum

Using the SPH approximation presented in Equation 2.22 and the Navier-Stokes definition for the Equation of momentum 3.20.

\[
\frac{D\nu_i^\alpha}{Dt} = \frac{1}{\rho_i} \sum_{j=1}^{N} \sigma_{ij}^{\alpha\beta} \frac{\partial W_{ij}}{\partial x_i^\beta}
\]  

(3.23)

Where \(\nu_i^\alpha\) is the vector velocity of the particle \(i\) and \(\sigma_{ij}^{\alpha\beta}\) is its stress tensor.

In SPH formulation it is common to put the density value inside the summation. In the momentum equation the following identity is used to achieve this

\[
\sum_{j=1}^{N} m_j \sigma_{ij}^{\alpha\beta} \frac{\partial W_{ij}}{\partial x_i^\beta} = \sigma_{ij}^{\alpha\beta} \rho_i \left[ \sum_{j=1}^{N} m_j \frac{\partial W_{ij}}{\partial x_i^\beta} \right]
\]  

(3.24)

Using Equation 3.24 the momentum Equation 3.23 can be defined as:

\[
\frac{D\nu_i^\alpha}{Dt} = \sum_{j=1}^{N} m_j \left( \frac{\sigma_{ij}^{\alpha\beta}}{\rho_i} + \frac{\sigma_{ij}^{\alpha\beta}}{\rho_j} \right) \frac{\partial W_{ij}}{\partial x_i^\beta}
\]  

(3.25)

Another common representation for momentum is

\[
\frac{D\nu_i^\alpha}{Dt} = \sum_{j=1}^{N} m_j \left( \frac{\sigma_{ij}^{\alpha\beta}}{\rho_i^2} + \frac{\sigma_{ij}^{\alpha\beta}}{\rho_j^2} \right) \frac{\partial W_{ij}}{\partial x_i^\beta}
\]  

(3.26)

Separating the stress tensor \(\sigma_i\) on its isotropic pressure \(P_i\) and the viscous stress (Equation 3.18), and using the particles strain \(\epsilon_i^{\alpha\beta}\) and the viscous coefficient \(\mu_i\), equ. 3.20 and Equation 3.26 can be defined as:

\[
\frac{D\nu_i^\alpha}{Dt} = -\sum_{j=1}^{N} m_j \left( \frac{P_i + P_j}{\rho_i \rho_j} \right) \frac{\partial W_{ij}}{\partial x_i^\alpha} + \sum_{j=1}^{N} m_j \left( \frac{\mu_i \epsilon_i^{\alpha\beta} + \mu_j \epsilon_j^{\alpha\beta}}{\rho_i \rho_j} \right) \frac{\partial W_{ij}}{\partial x_i^\beta}
\]  

(3.27)

\[
\frac{D\nu_i^\alpha}{Dt} = -\sum_{j=1}^{N} m_j \left( \frac{P_i + P_j}{\rho_i^2 + \rho_j^2} \right) \frac{\partial W_{ij}}{\partial x_i^\beta} \left( \frac{\mu_i \epsilon_i^{\alpha\beta}}{\rho_i^2} + \frac{\mu_j \epsilon_j^{\alpha\beta}}{\rho_j^2} \right)
\]  

(3.28)

Where the first terms of the equations are the SPH approximation for the isotropic pressure and the second parts are the SPH solution for the viscous forces. The particle strain \(\epsilon_i^{\alpha\beta}\) tensor is given by:

\[
\epsilon_i^{\alpha\beta} = \sum_{j=1}^{N} \frac{m_j \nu_j^{\beta}}{\rho_j} \frac{\partial W_{ij}}{\partial x_i^\alpha} + \sum_{j=1}^{N} \frac{m_j \nu_j^{\alpha}}{\rho_j} \frac{\partial W_{ij}}{\partial x_i^\beta} - \left[ \frac{2}{3} \sum_{j=1}^{N} \frac{m_j \nu_j}{\rho_j} \nabla_i W_{ij} \right] \delta^{\alpha\beta}
\]  

(3.29)
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3.4.3 Smoothing Particle Hydrodynamics approximation of energy

The solution of the energy evolution in SPH uses the same definition of the strain component presented in Equation \ref{eq:3.29}. For the pressure work approximation the implementation is the same as the one presented in \cite{43}. The energy evolution in SPH depends on the pressure work approximation. The SPH approximation has many forms in the literature, the two more frequent forms for approximating the particle energy are:

\[
\frac{De_i}{Dt} = \frac{1}{2} \sum_{j=1}^{N} m_j \left( \frac{p_i + p_j}{\rho_i \rho_j} \right) \nu_{ij}^{\alpha} \frac{\partial W_{ij}}{\partial x_{ij}^\alpha} + \frac{\mu_i}{2 \rho_i} \epsilon_i^{\alpha \beta} \epsilon_j^{\alpha \beta} \tag{3.30}
\]

And

\[
\frac{De_i}{Dt} = \frac{1}{2} \sum_{j=1}^{N} m_j \left( \frac{p_i^2 + p_j^2}{\rho_i^2 \rho_j^2} \right) \nu_{ij}^{\beta} \frac{\partial W_{ij}}{\partial x_{ij}^\beta} + \frac{\mu_i}{2 \rho_i} \epsilon_i^{\alpha \beta} \epsilon_j^{\alpha \beta} \tag{3.31}
\]

Where \( e_i \) is the particle energy.

3.5 Conclusions

The SPH implementation of the Navier-Stokes equation provides a mesh-free tool to solve the flow of fluids. The SPH technique is used to evolve the density, momentum, and energy of the particle system. The rule to select the particles interactions and neighbourhoods will be explained in Chapter \ref{5}. The viscosity term can be removed from the Navier-Stokes solution and the system will then solve the Euler equations.

The most popular approaches to the three laws of conservation equations are presented. The selection of these equations for the SPH implementation is based on two main qualities, the first is the literature supporting their efficiency in solving complex fluid problems, but more importantly all equations were selected considering their portability to the parallel implementation on CUDA.
Chapter 4

SMOOTHING PARTICLE HYDRODYNAMICS IMPLEMENTATION FOR SOLID DEFORMATION

4.1 Introduction

In this chapter the numerical implementation of the solid mechanics constitutive equations using the SPH method is presented. The numerical implementation provides with a computational method to model mesh-free solid objects.

In the work presented in this theses the solid inclusion is used to solve the solid-fluid interactions in the studied of porous media permeability and to obtained the material characteristics of solids objects under stress.

The SPH method [63] can be adapted to provide a powerful mathematical tool for solving the equations describing the mechanical behaviour of complex solid continuum media. There are different examples in the literature with applications in fluids [5], solids [50], gases and the interaction between different media [7].

SPH can be simplified to show the behaviour of solids in the area of computer-graphics animation e.g [76] and [52].

In recent publications SPH has also been applied to solve solid mediums undergoing different interactions and deformations. Some common applications include the representation of complex solid and fluid interaction in different areas of study [54], [55].

The correct numerical solution to the behaviour of the phenomena being studied presents a challenge when dealing with solid materials. The problems is due to the different types of solid materials and the constitutive equations that are need it to implement each one of the numerical solution. For Some examples of mesh-free methods on the literature see [56], [72] and [73].

4.2 Solid characteristics classification

In this section the different types of solids that the SPH implementation can solve are discussed. The SPH implementation has the ability to solve the following solids:
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I **Hookean elastic:** This type of elastic solids follow Hook’s law to get their strain stress relation.

II **Isotropic homogeneous elastic:** For this type of solid the stiffness tensor has no preferred direction, an applied force will give the same displacements no matter the direction in which the force is applied.

III **Viscoelastic:** A new acceleration term is included to model the behaviour of the viscosity in the solids.

The final type of particles defined on the SPH simulation is a solid particle that only functions as a boundary particles during the fluid simulation, their physical values will never change and during collision they will not suffer any impulse response.

4.3 Stress

A body under load suffers from surfaces forces and body forces. A body force acts throughout the object volume, some examples of body forces are: gravity, magnetic force, and electrostatic force. Surface forces act only on parts of the body, the surface forces at any point in the body are described through the use of the stress vector.

4.3.1 Cauchy Stress Tensor

Figure 4.1 shows a homogeneous, isotropic body with surface $S$ and volume $V$; a point $p$ inside the volume and a new surface plane $S^*$ (cutting plane) passing through the point $p$ are defined inside the object surface.

![Figure 4.1: Continuum volume sample point](image)

- The figure shows a solid continuum volume with a cutting plane $S^*$ over the point $p$. The plane cuts the body into two section $I$ and $II$. The point is used as references to defined the load effect on the continuum.

The plane $S^*$ cuts the body into two sections, The free body $I$ in Figure 4.2 is defined by selecting the section where the normal $n$ of $S^*$ is defined. The point $p$ is used to defined the surface forces $F$ and the stress cause over the surface $S^*$.

Considering a surface force $\Delta F$ acting over a small surface $\Delta S^*$ surrounding the point $p$, the stress vector at the point $p$ on the plane $S^*$ is given by
4.4 Solid deformation

The deformation of the shape of solid materials is commonly described on the Lagrangian references frame by the strain and the stress tensors. These can be defined using only six spatial components when symmetry is considered \[75\]. In the SPH implementation the Lagrangian strain is used to describe

\[\sigma = \sigma^{\alpha\beta} = \begin{bmatrix} \sigma^{xx} & \sigma^{xy} & \sigma^{xz} \\ \sigma^{yx} & \sigma^{yy} & \sigma^{yz} \\ \sigma^{zx} & \sigma^{zy} & \sigma^{zz} \end{bmatrix} = \begin{bmatrix} \sigma^x & \tau^{xy} & \tau^{xz} \\ \tau^{yx} & \sigma^y & \tau^{yz} \\ \tau^{zx} & \tau^{zy} & \sigma^z \end{bmatrix}\]

Where in the stress tensor \(\sigma^{\alpha\beta}\), \(\alpha\) determines the spatial direction of the surface normal where the stress acts and \(\beta\) is the direction of the stress component.

4.4. Solid deformation

Figure 4.2: Continuum volume under load - Using the free body section \(I\), the stress caused by the force \(\Delta f_s\) acting over the surface \(\Delta S^*\) surrounding the point \(p\) can be defined.

\[t_n = \lim_{\Delta S^* \to 0} \frac{\Delta F}{\Delta S^*} = \frac{dF}{dS^*}\]  

(4.1)

Depending on the orientation of the plane surface \(S^*\) with respect to \(n\) the stress can be defined by two components

- **Normal stress:** \(\sigma_n\) is the stress normal to the plane surface

\[\sigma_n = \lim_{\Delta S^* \to 0} \frac{\Delta F_n}{\Delta S^*} = \frac{dF_n}{dS^*}\]  

(4.2)

- **Shearing stress:** \(\tau\) is the stress parallel to the plane surface

\[\tau = \lim_{\Delta S^* \to 0} \frac{\Delta F_s}{\Delta S^*} = \frac{dF_s}{dS^*}\]  

(4.3)

There are three normal stress components and six shearing stress. The nine components of the stress \(\sigma\) are given by:

\[\sigma^{\alpha\beta} = \begin{bmatrix} \sigma^{xx} & \sigma^{xy} & \sigma^{xz} \\ \sigma^{yx} & \sigma^{yy} & \sigma^{yz} \\ \sigma^{zx} & \sigma^{zy} & \sigma^{zz} \end{bmatrix} = \begin{bmatrix} \sigma^x & \tau^{xy} & \tau^{xz} \\ \tau^{yx} & \sigma^y & \tau^{yz} \\ \tau^{zx} & \tau^{zy} & \sigma^z \end{bmatrix}\]  

(4.4)
the solid objects deformation. The different solid types (e.g. elastic, Isotropic homogeneous elastic and viscoelastic) that can be solved by the SPH implementation depends on the constitutive equations that relate the strain and the stress for that solid type.

### 4.4.1 Displacement vector

In order to obtain a measurement of the deformation of a solid material, first it is necessary to define the initial conditions of the solid object. This initial conditions provide with the reference undeformed state configuration of the material.

When the solid has been affected by a load it could suffer a rigid body motion and undergo a deformation. The relation between the undeformed state and the deformed state defines the object strain.

Figure 4.3 shows the vectorial relation between the two states (deformed and undeformed).

![Displacement vector definition](image)

**Figure 4.3: Displacement vector definition** - The figure shows the deformation of an undeformed solid object under a load. The solid will have a rigid body motion and a deformation. The deformation is shown as a change in the internal position of $p_i$ with respect to the rest of the object’s differential points (e.g. $p_j$).

The particle with position $p_i$ has components $X = X_1e_1 + X_2e_2 + X_3e_3$ where $e_1, e_2, e_3$ are the Cartesian axis of reference. Adding the time component, the point $p_i$ is defined as having the coordinates $(X_1, X_2, X_3, t)$. After the load the point will have a new location given by $p_i'$ at time $t + \Delta t$ with coordinates $(x_1, x_2, x_3, t + \Delta t)$.

The displacement between $p_i$ and $p_i'$ is defined by the difference in position:

$$
\mathbf{u} = \mathbf{x}(X,t) - \mathbf{X}(t_0)
$$

(4.5)
Where \( \mathbf{u} \) is the displacement vector. The deformation and rigid body motion in the Lagrangian formulation can then be expressed using the initial position as \( \mathbf{X} \) at time \( t_0 \) and the displacement vector

\[
x (X_1, X_2, X_3, t) = \mathbf{u} (X_1, X_2, X_3, t) + \mathbf{X} (t_0)
\]

(4.6)

Using the neighbour point \( \mathbf{p}_j \) with undeformed position defined by \( \mathbf{X} + \mathbf{dX} \) and with deformed position given by \( \mathbf{x} + \mathbf{dx} \), using the displacement vector \( \mathbf{dX} \) defined as

\[
x + \mathbf{dx} = (\mathbf{X} + \mathbf{dX}) + \mathbf{u} (\mathbf{X} + \mathbf{dX})
\]

\[
\mathbf{dx} = \mathbf{X} - \mathbf{x} + \mathbf{dX} + \mathbf{u} (\mathbf{X} + \mathbf{dX})
\]

\[
\mathbf{dx} = \mathbf{dX} - \mathbf{u} (\mathbf{X}) + \mathbf{u} (\mathbf{X} + \mathbf{dX})
\]

And:

\[
\mathbf{du} = \mathbf{u} (\mathbf{X} + \mathbf{dX}) - \mathbf{u} (\mathbf{X})
\]

Finally:

\[
\mathbf{dx} = \mathbf{dX} + \mathbf{du}
\]

(4.7)

Where \( \mathbf{du} \) is the relative differential displacement vector between the points \( \mathbf{p}_i' \) and \( \mathbf{p}_j' \)

### 4.4.2 Displacement gradient

The gradient of the displacement vector field shows how the quantity changes from point to point in a 3D space.

To obtain the gradient of the displacement an approximation using a Taylor series expansion is performed on point \( \mathbf{p}_i \) to obtain the components of the displacement vector of \( \mathbf{p}_j \).

\[
\mathbf{u}_i (\mathbf{X} + \mathbf{dX}) = \mathbf{u}_i (\mathbf{X}, t) + \mathbf{du}_i
\]

\[
\mathbf{u}_i (\mathbf{X} + \mathbf{dX}) = \mathbf{u}_i (\mathbf{X}, t) + \frac{\partial \mathbf{u}_i}{\partial X_j} (x_j - X_j) + O (x_j - X_j)^2
\]

(4.8)

Neglecting the higher order terms:

\[
\mathbf{u}_i (\mathbf{X} + \mathbf{dX}) \approx \mathbf{u}_i (\mathbf{X}, t) + \frac{\partial \mathbf{u}_i}{\partial X_j} \cdot \mathbf{dX}_j
\]

\[
\approx \mathbf{u} (\mathbf{X}, t) + \nabla_\mathbf{X} \mathbf{u} \cdot \mathbf{dX}
\]

(4.9)

Substituting this in Equation 4.7:

\[
\mathbf{dx} = \mathbf{dX} + \mathbf{du}
\]

\[
= \mathbf{dX} + \nabla_\mathbf{X} \mathbf{u} (\mathbf{X}, t) \cdot \mathbf{dX}
\]

\[
= (I + \nabla_\mathbf{X} \mathbf{u} (\mathbf{X}, t)) \mathbf{dX}
\]

(4.10)

Where \( I \) is the identity matrix And \( (1 + \nabla_\mathbf{X} \mathbf{u} (\mathbf{X}, t)) \) is the material deformation gradient tensor \( \mathbf{F} (\mathbf{X}, t) \). \( \mathbf{F} \) provides the local deformation at a point \( \mathbf{p}_i \) due to the changes from the undeformed to the deformed state, material continuity is assumed during the time differential \( dt \). \( \mathbf{dx} \) can be expressed using the partial derivative with respect to the original undeformed state \( \mathbf{dX} \)

\[
\mathbf{dx} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \mathbf{dX}
\]

\[
= \nabla_\mathbf{X} \mathbf{x} (\mathbf{X}, t) \cdot \mathbf{dX}
\]

\[
= \mathbf{F} (\mathbf{X}, t) \mathbf{dX}
\]

(4.11)
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Considering Equation 4.11 and Equation 4.11 the components of \( F(X, t) \) are

\[
F(X, t) = \begin{bmatrix}
\frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} & \frac{\partial x_1}{\partial X_3} \\
\frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} & \frac{\partial x_2}{\partial X_3} \\
\frac{\partial x_3}{\partial X_1} & \frac{\partial x_3}{\partial X_2} & \frac{\partial x_3}{\partial X_3}
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
+ \begin{bmatrix}
\frac{\partial u_1}{\partial X_1} & \frac{\partial u_1}{\partial X_2} & \frac{\partial u_1}{\partial X_3} \\
\frac{\partial u_2}{\partial X_1} & \frac{\partial u_2}{\partial X_2} & \frac{\partial u_2}{\partial X_3} \\
\frac{\partial u_3}{\partial X_1} & \frac{\partial u_3}{\partial X_2} & \frac{\partial u_3}{\partial X_3}
\end{bmatrix}
\tag{4.12}
\]

4.4.3 Strain and infinitesimal strain measures

Using the relation between the differential elements \( dx \) and \( dX \) and Equation 4.11, their square differences can be expressed as

\[
|dx|^2 - |dX|^2 = (dx \cdot dx) - (dX \cdot dX) = (\nabla_X x \cdot dX) - (\nabla_X x \cdot dX) = (FdX) \cdot (FdX) - (dX \cdot dX)
\]

(4.13)

Using Einstein’s summation index Equation 4.13 is expressed as

\[
|dx|^2 - |dX|^2 = (F_{\alpha\beta} dX_{\beta}) (F_{\alpha\gamma} dX_{\gamma}) - (dX_{\gamma} \cdot dX_{\gamma}) = (F_{\alpha\beta} - \delta_{\beta\gamma}) dX_{\beta} dX_{\gamma}
\]

(4.14)

The Lagrangian strain tensor is defined as:

\[
E = \frac{1}{2} (F^T F - I)
\]

(4.15)

In the computational approach the time step \( \Delta t \) tends to \( dt \) in order to keep the displacement gradient components small. When this condition is met the measures of the small displacement are represented by a infinitesimal strain tensor \( \epsilon \). In the infinitesimal strain definition the higher order components of the strain \( \nabla_X u^T \nabla_X u \) are neglected. In this case the strain tensor \( \epsilon \) is called the Green strain tensor:

\[
\epsilon = \frac{1}{2} (\nabla u + \nabla u^T)
\]

(4.16)

4.4.4 Constitutive equations

The behaviour of the solid material depends on:

I Displacement vector - Strain relation: As presented in Section 4.4.3 the deformation of points inside the solid can be described by the infinitesimal strain tensor and the displacement vector of each point.

II Constitutive equation of the Strain-Stress relation: The constitutive equation provides a relation describing the effect a change in the strain tensor will have on the solid stress tensor value.

III Laws of momentum: Using the stress and the physical description of points in the space, the behaviour of the solid is described by the equations of conservation of momentum. The laws of momentum will be described in Section 4.4.5.

The relation between the strain and stress has various definitions depending on the type of material been studied. In this section the constitutive equations of the following materials are discussed:
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- **Hookean elastic solid**: This is the simplest approach to simulate solid elasticity. Solids behave according to this law if the load on the solid is not greater than the solid elastic limit \([77, 78]\).

- **Isotropic elastic**: An isotropic solid mechanical properties can be defined independently from the reference frame in which is defined \([74]\).

- **Viscoelastic solid**: Viscoelastic solids under loading and unloading suffer from energy loss or dissipation.

**Hookean solid**

Hooke’s law is used to solve simplified problems where the solid can be considered an ideal material. This law was proposed by Robert Hooke in 1768 and states that “the power of any springy body is in the same proportion with the extension” \([79]\).

This law considers that the material follows linear elasticity behaviour. The solid material will return to its original configuration once the load on the solid has been removed. Figure 4.4 shows the relation between strain and stress for a linear elastic solid.

![Strain-stress relation for linear elastic solid](image)

Figure 4.4: **Strain-stress relation for linear elastic solid** - In the Linear elastic solid behaviour. The solid returns to its original configuration when the load is removed, this material behaviour is described as a perfect spring system.

The linear elastic solid follow the linear relation \([81]\):

\[
\sigma = C \epsilon \\
\sigma^{\alpha\beta} = C^{\alpha\beta km} \epsilon^{km} \tag{4.17}
\]

Where \(C^{\alpha\beta km}\) is the elastic tensor, and \(\alpha, \beta, k\) and \(m\) are the summation coefficients used to represent the 81 components of the tensor. The tensor components can be reduced to 21 independent elastic constants.
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Isotropic solid

An isotropic solid is defined as a solid whose mechanical properties are independent of the reference frame [74]. For isotropic materials the constitutive equation has only two elastic parameters that are used to defined the different solid materials.

Isotropic materials have an elastic tensor $\mathbf{C}$ defined as a fourth-order isotropic tensor. To obtain the fourth-order isotropic tensor a second order isotropic tensor is used.

The Kronecker delta $\delta^{\alpha\beta}$ tensor is the one used to obtained the fourth-order isotropic tensors [74]. Using $\delta^{\alpha\beta}$ the following three isotropic fourth-order tensors can be defined:

\[
\begin{align*}
A^{\alpha\beta km} &= \delta^{\alpha\beta} \delta^{km} \\
B^{\alpha\beta km} &= \delta^{\alpha k} \delta^{\beta m} \\
H^{\alpha\beta km} &= \delta^{\alpha m} \delta^{\beta k}
\end{align*}
\] (4.18)

The elastic tensor in terms of the three isotropic fourth-order tensor [74] is presented in Equation 4.19:

\[
C^{\alpha\beta km} = \lambda A^{\alpha\beta km} + \varphi B^{\alpha\beta km} + \eta H^{\alpha\beta km}
\] (4.19)

Where $\lambda$, $\varphi$ and $\eta$ are material constants, and the stress is defined as:

\[
\sigma^{\alpha\beta} = C^{\alpha\beta km} \epsilon^{km} = \lambda \delta^{\alpha\beta} \epsilon^{km} + \varphi \delta^{\alpha k} \delta^{\beta m} \epsilon^{km} + \eta \delta^{\alpha m} \delta^{\beta k} \epsilon^{km}
\] (4.20)

Reorganising the terms and simplifying the Kronecker deltas:

\[
\sigma^{\alpha\beta} = \lambda \delta^{\alpha\beta} \epsilon^{km} + (\varphi + \eta) \epsilon^{\alpha\beta}
\] (4.21)

$(\varphi + \eta)$ are commonly represented by $2\mu$ so the final expression for the stress of an isotropic material:

\[
\sigma^{\alpha\beta} = \lambda \delta^{\alpha\beta} \epsilon^{km} + 2\mu \epsilon^{\alpha\beta}
\] (4.22)

Where $\lambda$ and $\mu$ are the Lamé constants.

Viscoelastic solid

When the modelling of a solid requires that the system dissipates energy over time a viscoelastic model is implemented.

Viscoelastic solids under the process of loading and unloading suffer from energy lost or dissipation (hysteresis). Figure 4.5 shows the behaviour of the relation between the stress and strain of a solid material with hysteresis.

Viscoelastic materials have two main characteristics, stress relaxation and creep.

Stress relaxation is the phenomena of stress decreasing over time when the strain is keep constant (Figure 4.6).

The creep property describes the increase in deformation under a constant stress until an asymptotic level of strain is reached (Figure 4.7).

The relation between the strain and stress is obtained using the Kelvin-Voigt model [81], in Figure 4.8 is shown the geometry relation of the model.

The viscosity component $\eta$ provides the model with a viscous damper strain component $\epsilon_D$ and the elastic spring component $\epsilon_S$. In Figure 4.8 the components are shown to be parallel so the total strain and the strain on each component are identical.
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Figure 4.5: **Strain-stress relation for viscoelastic solid** - The loading curve of the stress - strain relation is higher than the unloading curve. The hysteresis is the area between the loading and unloading curve.

Figure 4.6: **Stress relaxation** - The figures shows the viscoelastic solid material stress relaxation over time for a constant strain.
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Figure 4.7: Creep under relaxation - Viscoelastic solid material creep over time for a constant strain.

Figure 4.8: kelvin-Voight strain-stress relation - In the figure is presented the kelvin-voight model geometry. The mechanical analogues are used to describe the model of the relation between the components (elastic and viscosity) and the change in the displacement vector of a point.
\[ \epsilon_{Total} = \epsilon_D = \epsilon_S \epsilon_{Total} = \epsilon_D + \epsilon_S \] (4.23)

The stress \( \sigma \) and strain \( \epsilon \) relation and their rates of changes are modelled with the following equation:

\[ \sigma(t) = E \epsilon(t) + \eta \frac{d \epsilon(t)}{dt} \] (4.24)

Where \( E \) is the material elastic coefficient and \( \eta \) is its viscosity. In viscoelastic solids the stress depends on the strain \( \epsilon \) and the strain rate \( \dot{\epsilon} = \frac{d \epsilon(t)}{dt} \).

### 4.4.5 Law of conservation of momentum

Using the relation between the displacement tensor and the strain, the constitutive equation for different types of solids and the equation of momentum the behaviour of a solid under stress can be described.

Using the definition of a solid material presented in Sections 4.4.1 and 4.4.2, the linear momentum of a point \( i \) is given by:

\[ M_i(t) = \int_V \rho \nu_i dV \] (4.25)

Where the momentum is equal to the forces acting on the object (body forces and surface forces). Equation (4.25) can be expressed on terms of the surface forces and body forces as:

\[ \frac{d}{dt} \int_V \rho \nu_i dV = \int_S \sigma_{\alpha \beta} dS + \int_V \rho b_i dV \] (4.26)

Where \( b_i \) is the vector representing the body forces. Passing the surface integral to a volume integral Equation (4.26) can be expressed as:

\[ \frac{d}{dt} \int_V \rho \nu_i dV = \int_V \sigma_{\alpha \beta, \beta} dV + \int_V \rho b_i dV \] (4.27)

The body forces are solved separately as external forces since they act over the entire object volume and can be approximated to be equal for the differential control volume, the momentum equation using the material derivative then can be expressed as:

\[ \frac{D \nu^\alpha}{Dt} = -\rho \frac{\partial \sigma^{\alpha \beta}}{\partial x^\beta} \] (4.28)

### 4.5 Smoothing Particle Hydrodynamics solution

All the previously described SPH approximations to model particle behaviour are used in this section to obtain the discrete solution of solid materials. There are only two different sets of equations that need to be solved for solids:

- **Internal force**: The solution for the stress-strain relation and the final momentum equation for solid particles will be based on the SPH equations derived in this section.

- **Particle collisions**: The interaction between frontier solid particles or solid-fluid particle interactions is solved using a collision system and an anti-penetration force, these will be derived in Chapter 5.

In the following section the SPH equations to solve the internal forces on a solid are presented.
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4.5.1 Smoothing Particle Hydrodynamics internal forces: momentum equation

The first step is to define the displacement vector in terms of the particle system. Having as a reference the original object configuration $x_i^0$ of each particle $i$ belonging to the particle system of size $N$ of the object, the displacement of a particle is obtained using Equation 4.29.

$$\Delta u_i = x_i - x_i^0$$ (4.29)

Where $x_i$ is the position of the particle on the current time-step and $x_i^0$ is the original particle position, during a SPH simulation the original particle configuration $x_i^0$ can be redefined when the solid will not return to its original configuration, this redefinition could be due to plastic deformation or when a solid object is separated into two or more components that result in permanent surface deformation.

All the forces are solved in a pair-wise way, so for each pair of particles a displacement relation between them is calculated. The displacement vector between two particles is defined as:

$$u_{ji} = u_j - u_i$$

$$= (x_j - x_j^0) - (x_i - x_i^0)$$

$$= (x_j - x_i) - (x_j^0 - x_i^0)$$ (4.30)

The gradient tensor of $u_{ji}$ with respect to particle $i$ is defined as $\nabla u_{ji}$, the gradient is obtained with the help of the first spatial derivative of the smoothing kernel $\nabla_i W_{ij}$

$$\langle \nabla u_i \rangle = \sum_j m_j \rho_j u_{ji} \nabla_i W_{ij}$$ (4.31)

The strain over a particle is derived from the equation of strain after the summation in Equation 4.29 has been solved for each particle in the solid particle system. Then the corresponding stress is calculated using the constitutive equation of the solid.

The momentum equation for solid objects is solved using the equation defined on Section 3.4.2, Equation 3.26:

$$\frac{Dv^\alpha}{Dt} = \sum_{j=1}^N m_j \left( \frac{\sigma^\alpha_{\beta i}}{\rho_i^2} + \frac{\sigma^\alpha_{\beta j}}{\rho_j^2} \right) \nabla_i W_{ij}$$ (4.32)

4.5.2 Particle collision and anti-penetration forces

Solid particles that belong to different objects and solid-fluid interaction require the solution of a collision responses. To improve the computational time the octree neighbourhood search approach presented in Section 5.3 is used to find all the particles that are in proximity and have a possibility of colliding. The test of proximity for two particles is defined as:

$$S_d = D(p_i, p_j)$$

$$S_r = (\iota h_i + \iota h_j)^2$$

$$S_d - S_r = \begin{cases} 
\text{True} & \text{if } S_d - S_r \leq 0 \\
\text{False} & \text{if } S_d - S_r > 0 
\end{cases}$$ (4.33)

Where $S_d$ is the distance between the position of two particles $i$ and $j$, $S_r$ is the square sum of the particle radii determined by $\iota h_i$, where $\iota$ is a scale factor of the smoothing length, the scale factor is used to determine how big the particle volume of influences is.
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If the particles are intersecting then a test for collision is performed. There are three cases to be solved depending on the result of the collision test. Before the test is solved a threshold \(th\) is defined, this threshold has a value close to 0 and depends on the maximum velocity of the particle and the time differential. The possible results are [83]:

- **Collision:** This condition is true when the value of \(\nu_{rel} < th\). If this condition is true then the particles need to be solved by the collision algorithm.

- **Contact:** This condition is true when \(\nu_{rel} = th\). These particles will remain in contact and a force preventing interpenetration must be computed.

- **Separation:** If \(\nu_{rel} > th\) then the particles are separating and no operation needs to be perform on the particle pair.

Where \(\nu_{rel}\) is the relative velocity between the pair of particles:

\[
\nu_{rel} = (\nu_i - \nu_j) \cdot S_d
\]  \hspace{1cm} (4.34)

**Particle collision**

If two particles have a \(\nu_{rel} < th\), the collision response is calculated for the particle pair. The fist step is to obtain the impulse [83] \(j_p\) scalar value

\[
j_p = -\frac{(1 + e) \nu_{rel}}{S_d \cdot S_d \frac{1}{m_i} + \frac{1}{m_j}}
\]  \hspace{1cm} (4.35)

where \(e\) is the coefficient of restitution (determines if the collision is plastic, elastic or in between), the impulse is applied to the particles \(i\) and \(j\) and the final velocity \(\nu^f\) after collision is obtained:

\[
\nu_i^f = \nu_i + \frac{j_p}{m_i} S_d
\]
\[
\nu_j^f = \nu_j - \frac{j_p}{m_j} S_d
\]  \hspace{1cm} (4.36)

**Resting contact**

When two particles intersect \(\nu_{rel} = th\) a penalty force is introduced to avoid interpenetration and maintain the resting contact. The external force \(B_{ij}\) is:

\[
B_{ij} = \begin{cases} 
\Omega \left[ \left( \frac{r_0}{S_d} \right)^{n_1} - \left( \frac{r_0}{S_d} \right)^{n_2} \right] \frac{S_d}{S_d^2} & \text{if } \left( \frac{r_0}{S_d} \right) \leq 1 \\
0 & \text{if } \left( \frac{r_0}{S_d} \right) > 1
\end{cases}
\]  \hspace{1cm} (4.37)

\(\Omega\) is a constant value that should be in the same scale as the square of the largest particle velocity in the problem, \(n_1\) and \(n_2\) are constants with values of 12 and 4 respectively. \(r_0\) is a cut-off distance that prevents particles being affected by the force \(B\) after a given distances. Typically \(r_0\) has a value close to the initial particle spacing.
4.6 Conclusions

The addition of a SPH method to simulate solid particles allows the numerical solution for solid-solid particle interactions and solid-fluid interactions to be obtained. The solid-fluid interaction with virtual solid particles and a collision method is used to solve the porous medium fluid infiltration presented in Section 7.

Solving for solid objects requires the use of extra memory to keep track of the original particle distribution. When the solid behaviour is viscoelastic it is also necessary to maintain the values of the stress $\sigma$ from the last time step in memory. This increases the memory required to represent solid objects in the SPH implementation.

The simulation of solid objects has the advantage that until the solid suffers a plastic deformation or is divided into multiple solid objects the neighbourhood structure of the system and smoothing kernel does not need to be recalculated at each time step.
Chapter 5

DATA STRUCTURE

5.1 Introduction

One of the most computationally expensive parts of any mesh-free particle-based algorithm is the construction of the data structures that contain the information to solve the computational problem. The first data structure holds the information necessary for the management of the relation between particles. The list containing the different data structures is created using a search method over all the particles $i$ on the particle system of size $N$, where $i = 1, 2, \ldots, N$, against all the particles $j$ where $i \neq j$. In most mesh-free particle based algorithms the implementation is required to solve the following cases:

- Particle neighbour list: the list contains all the particles $j$ within a distance radius $r_{ij}$ to the focus particle $i$ that is less than a given constant $C_r$. The neighbour search is only made between particles that belong to the same object.

- Particle collision list: a collision is defined either between solid boundary particles and fluid particles or two solid boundary particles.

- Particle state list: this list contains the state of the particle. The common states are active or inactive, inactive particles are not considered when building the other two lists.

- Problem specific lists: some problems could need to list more types of relations between the particles.

In the case of a SPH implementation $C_r = k \ast h_i$, where $k$ is a scale factor that depends on the kernel type and the object type (fluid, solid or gas). Neighbour and collision list creation can be synthesised into a single problem.

5.2 Particle Neighbour Search problem: state of the Art

The Particle Neighbour Search problem comes from the amount of data that needs to be analysed to create each one of the particle lists. Depending on the conditions of the problem the neighbour and collision search may need to be performed at each time step. This makes improvement of the search algorithm necessary to find a more efficient solution of the simulation. In the following section the naive approach to solved the Particle Neighbour Search problem will be presented first. A short introduction to the octree solution for the neighbour search problem will be given on Section 5.3.
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5.2.1 Smoothing Particle Hydrodynamics all-pair search

The naive solution to the Neighbour Search problem is the all-pair search approach. For each particle \( i \) the distance \( r_{ij} \) to every particle \( j \) on the \( N \) size particle system is obtained. If the distance \( r_{ij} \) is less than the support domain of the particle \( i \) given by \( k \times h_i \), then the particle \( j \) is added to the neighbour list of particle \( i \) (Figure 5.1).

![Particle Neighbour Search](image)

Figure 5.1: **Particle Neighbour Search** - All particles with distances less than the maximum support domain \( k \times h_i \) belongs to the particle \( i \) neighbour. Using the all-pair search approach each particle needs to look for neighbour particles in the whole particle system.

If we use a symmetric smoothing kernel in the definition of the particle system problem then particle \( j \) will also have particle \( i \) on its neighbour list. In the case of the symmetric smoothing kernel the complexity of the solution is \( O(N^2) \).

To improve the computational solution time a tree search method is implemented.

5.2.2 Tree structure

A tree is a hierarchical representation of a data structure in a graphical form. The tree structure is composed of individual elements called nodes connected by branches. In cases such as the ones presented in this thesis the trees are finite and have a root node that serves as the initial position of the hierarchical representation.

In a tree representation we use relationships between the nodes to define the hierarchy. The node at the top level (level 0) of the tree is the root node, the tree is formed by parent and child nodes. A parent node is higher in the hierarchy than its child (children) and both of them share a branch. The nodes that
do not have any children of their own are called leaf nodes and are the bottom level of the tree branch, in Figure 5.2 is shown a full binary tree and in Figure 5.3 is shown a partial tree.

Figure 5.2: **Full tree structure** - The Figure shows a graphic representation of a full binary tree. In a full tree all nodes except the leaves have full children lists.

Figure 5.3: **Partial tree structure** - The Figure shows a graphic representation of a partial binary tree. In a partial tree some parent nodes only have one child.
In the SPH computational solution the nodes are stored in structures. The structures contains the necessary information for the SPH solution and a set of memory pointers that are used to store the tree structures and keep the relation between nodes. Each node structure contains a pointer to its parent node and zero or more pointers to the child nodes (Figure 5.4).

Figure 5.4: **Node pointer structure** - In a tree structure each node has a pointer to the parent node (excluding the top level one) and a pointer to zero or more children.

In the SPH implementation the data structure provided by the tree gives the relation between the full problem volume size and the individual particle volumes. The leaf nodes are used to store the list of particles contained in the space occupied by the node volume. One type of tree used in the computational solution of three-dimensional problems is known as an octree.

### 5.2.3 Octree

An octree is a type of tree in which each node has between zero and eight child nodes. The octree divides the full problem volume space (volume occupied by particles) into groups of octants. The final structure is an organised hierarchical volumetric tree (Figure 5.5).

Figure 5.5: **Quadtree division example** - The example shows nodes being divided into quadrant components as the tree is traversed. The final number of nodes in the quadtree is 85 with four levels.
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During each operation on the octree structure the parent-child relationship is maintained, preserving the tree structure throughout the computational process. Each node contains a pointer to its children and a pointer its parent node. At the bottom level of a branch the child nodes contain the list of elements belonging to the volume of the child.

Figure 5.6 presents an example of a parent node with a full list of leaf node children, the parent node contains eight pointer to memory address of each one of its children, the children also have a pointer to the parent node and because they are leaf nodes the children nodes also contain a pointer to a linked list where the index of all the elements belonging to the children volume.

![Octant node](image)

**Figure 5.6: Octant node** - A node on an octree containing pointers to eight children, each child is a leaf. The leaf nodes contain a list of all the elements that belong to that volume.

5.2.4 Octree traversal

When looking for a specific position in space defined by a node, we just need to traverse the tree. The basic tree traversal consist in processing every node in the data structure exactly once, during the traversal a node can be visited more than one time but it should only be process once [87]. Some of the traversal order are:

- Pre-order traversal: do the node\(_n\) before anything else, with \(n = 1 \ldots N\) and \(N\) is the total number of nodes.
- Post-order traversal: do the node\(_n\) after everything else, with \(n = 1 \ldots N\) and \(N\) is the total number of nodes.
- In-order traversal: do the node\(_n\) in between the sub-trees.
On Figure 5.7 an example of the order the different nodes on a tree will be visited with the different traverse methods is shown.

![Tree traversal methods](image)

Figure 5.7: **Tree traversal methods** - Different methods to do the tree traversal are shown on the figure, all methods visit all the nodes at least once to process all the nodes.

### 5.2.5 Morton key

The octree reduces the search range when looking for specific positions in the volumetric space. To further reduce the time required for the octree creation and octree traversal, the Morton key technique was implemented.

The Morton key assigns a 32 bit location code to each object (nodes and elements) in the problem. The key location allows us to navigate the tree structure without needing to start the tree traverse from the root node all the time.

Using this key we have a fast computational method for child creation and element insertion onto the leaf list. Our objects (for example in SPH particles and nodes) contain the node structure from the root parent node to the lowest possible level that can be contain in their 32 bit keys.

The Morton key is built using the space location of each object. Morton keys are assigned to tree nodes using the nodes’ centre position. Different object types will require different approaches to obtain the Morton key, the general solution is to select a point that identifies the position of the element, in the case of SPH this is the position of the particles. Another example is when using three-dimensional meshes, in this case the centroid of the triangle can be used to define the position.

After selecting the position of references, the method to obtain the Morton Key for different type of objects is similar. The Morton key is based on a point defining the three-dimensional position of the object \( \text{object}_\text{centre} \). The first step consists of normalizing the \( \text{object}_\text{centre} \) value with respect to the tree size \( \text{tree}_\text{size} \). The maximum problem volume size is equal to the \( \text{tree}_\text{size} \) volume.

\[
\frac{\text{object}_\text{centre}}{\text{tree}_\text{size}} = \frac{\text{object}_\text{centre}}{\text{tree}_\text{size}}
\]  

(5.1)

After normalisation the values of \( \text{object}_\text{centre} \) are right shifted to obtained an integer representation.
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\[
\text{object}_i = (\text{object}_i)^{400_{16}} \tag{5.2}
\]

The values of \(\text{object}_i\) are integer representations of the positions of the objects. The hexadecimal value \(400_{16}\) (10000000000 in binary representation) is used because the final binary key will be 32 bits long and each one of the spatial components (x,y,z) will take 10 bits.

The original interval of values are between (0,...,1) after multiplying by \(400_{16}\) the new value interval will be (0,...,1024). Finally the single 32 bit key needs to be obtained.

Using the binary representation of \(\text{object}_i\) the Morton key is obtained by interleaving the three components:

\[
(\text{object}_i.x, \text{object}_i.y, \text{object}_i.z) \tag{5.3}
\]

The full Morton key will be 31 bits long, the first bit is a place-holder that gives the key direction (which side of the number is going to be the starting point when reading the bits), the other 30 bits are formed by groups of triplets. Each triplet is formed by 1 bit value from each one of the spatial position components in the order \(zyx\), the first triplet is built using the first bit from each component, then the next three bits are taken and form the second triplet, the process is continued until the full 10 bits of each component are used.

In Section 5.3.1 an example on how to obtained a Morton key of an object is shown.

5.3 Octree based Smoothing Particle Hydrodynamics

The SPH implementation requires the following information for each particle in the system at each time step to be able to obtain the computational solution:

- **Particle neighbour list:** The list for each particle \(i\) on the particle system is created by searching over all the particles \(j\) on the particle system size \(N\), where \(j = 1,2,...,N\). The particles \(j\) that belong to a volume defined by \(k \ast h_i\) (the volume surrounding the focus particle \(i\)) and in which \(pobj_i = pobj_j\) and \(i \neq j\) form part of the neighbour list of particle \(i\).

Where \(p\text{type}_i\) defined the type of particle been solved and \(pobj_i\) the object it belongs to. The operations are done for each particle \(i\) on the particle system of size \(N\).

- **Particle collision list:** A collision is defined either between the solid boundary particles and the fluid particles or two boundary solid particles.

**Fluid - Solid:** In the case of the fluid-solid collision the list is created by searching over all the particles \(j\) on the particle system size \(N\), where \(j = 1,2,...,N\). The particles \(j\) that belong to a volume defined by \(k \ast h_i\) surrounding and centred on the focus particle \(i\) and in which \(p\text{type}_i \neq p\text{type}_j\), \(pobj_i \neq pobj_j\) and \(i \neq j\) form the collision list of particle \(i\). The operations are done for each particle \(i\) on the particle system of size \(N\).

**Solid - Solid:** In the solid-solid collision, there are two possible cases:

(a) **Same object:** The same type of search as for the fluid-solid case is made, the conditions that two particle must fulfill to be colliding is that particle \(j\) belongs to the volume defined by \(k \ast h_i\) and: \(p\text{type}_i = p\text{type}_j\), \(pobj_i = pobj_j\) and \(i \neq j\).

(b) **Different objects:** the conditions that two particle must fulfill to be colliding is that the particle \(j\) belongs to the volume defined by \(k \ast h_i\) and: \(p\text{type}_i = p\text{type}_j\), \(pobj_i \neq pobj_j\) and \(i \neq j\).
To create the list defining the SPH problem in each time step an octree implementation is used. The tree $T$ is defined using the tree structure presented in the Table 5.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Property</th>
<th>Units</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T.w$</td>
<td>Tree Width</td>
<td>meters $m$</td>
<td>1 double value</td>
</tr>
<tr>
<td>$T.h$</td>
<td>Tree Height</td>
<td>meters $m$</td>
<td>1 double value</td>
</tr>
<tr>
<td>$T.d$</td>
<td>Tree Depth</td>
<td>meters $m$</td>
<td>1 double value</td>
</tr>
<tr>
<td>$T.v$</td>
<td>Tree volume</td>
<td>cubic meters $m^3$</td>
<td>1 double value</td>
</tr>
<tr>
<td>$T.l$</td>
<td>Tree levels</td>
<td>dimensionless</td>
<td>1 Unsigned integer (uint32 ) value</td>
</tr>
<tr>
<td>$T.s$</td>
<td>Sub - tree</td>
<td>dimensionless</td>
<td>1 uint32 value</td>
</tr>
</tbody>
</table>

Table 5.1: Tree structure

Width, height and depth define the size of the full tree in the three-dimensional spaces ($x, y, z$ respectively). $T.l$ gives the maximum number of levels the tree has grown and $T.s$ is used to track and count sub-trees.

Each node $n$ forming the octree is stored in a structure. The definition of the node structure is presented in Table 5.2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Property</th>
<th>Units</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n.p$</td>
<td>Spatial position of the node centre</td>
<td>meters $m$</td>
<td>3 double values (x,y,z coordinates) (pointd)</td>
</tr>
<tr>
<td>$n.M$</td>
<td>Individual Morton Key value</td>
<td>dimensionless</td>
<td>1 uint32</td>
</tr>
<tr>
<td>$n.c$</td>
<td>Child flag with the quantity and position of the node children</td>
<td>dimensionless</td>
<td>1 Char</td>
</tr>
<tr>
<td>$n.d$</td>
<td>Depth of node</td>
<td>dimensionless</td>
<td>1 integer</td>
</tr>
<tr>
<td>$n.lc$</td>
<td>List of pointers to each existent child</td>
<td>dimensionless</td>
<td>8 integers values</td>
</tr>
<tr>
<td>$n.lp$</td>
<td>Pointer to parent</td>
<td>dimensionless</td>
<td>1 integer value</td>
</tr>
<tr>
<td>$n.li$</td>
<td>Array with list of particles</td>
<td>dimensionless</td>
<td>50 uint32 values</td>
</tr>
</tbody>
</table>

Table 5.2: Node structure

The value $n.M$ gives the spatial location (Morton key) of the node. In Section 5.3.1 an in depth explanation of the Morton key and how it is used in the SPH implementation will be presented. The child flag $n.c$ stores how many children the node has. The nodes depth value $n.d$ stores the level in which the node is found in the tree, $n.lc$ contains memory pointers to all existent children. $n.lp$ is a pointer to the parent node, and $n.li$ is an array with the index values of all the particles belonging to that node. If $n.li$ is not empty then the node is a leaf node and it will not contain any children.

Figure 5.2 presents an example of a structure between a parent with a full list of leaf children, the node structure is the same presented on Figure 5.6. In the case of SPH the leaf nodes have a pointer to the memory position of a linked list containing all the particles that are in the volume defined by the leaf node.
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Figure 5.8: Octant node of a particle system - The leaf nodes contain a list of all the particles that belong to that volume, in the SPH implementation the nodes contain the particle list belonging to the volume represented by the node.

5.3.1 Smoothing Particle Hydrodynamics Morton key

The method used to obtain the Morton key for a tree node and a particle is similar, the only differences are that in the case of the node the centre position \( n.p \) is used for the computational physics calculations and for the particle the spacial position of the sph particle \( i.p \) is used. The explanation of how to calculate the Morton key will be done using an example particle.

To build the Morton key the values of the particle position \( p_i \) on the three-dimensional space \( \mathbb{R}^3 \), with components \( p_i = (x, y, z) \) where \( x, y, z \in \mathbb{R} \) are used, the variable containing the value of \( p_i \) is defined as a double type and to solved the key they need to be mapped to a single integer value with respect to the volume defined by the tree.

The mapping operation consists of obtaining the representation of the three double value components of \( (p_i.x, p_i.y, p_i.z) \) using a single 32 (or 64) bits value this binary value is assigned to the object as its own Morton key.

To build the Morton key the values of the particle position \( p_i \) on the three-dimensional space \( \mathbb{R}^3 \), with components \( p_i = (x, y, z) \) where \( x, y, z \in \mathbb{R} \) are used, the variable containing the value of \( p_i \) is defined as a double type and to solved the key they need to be mapped to a single integer value with respect to the volume defined by the tree.

The first step of the mapping involves normalising the particle positions with respect to the tree size. In the SPH algorithm all particles have positive position values and the tree size is equal to the problem volume size. The problem volume size is defined as the necessary volume space that is big enough to contain all the particles during a complete simulation.

\[
\begin{align*}
\overline{p}_i.x &= \frac{p_i.x}{\text{tree.w}} \\
\overline{p}_i.y &= \frac{p_i.y}{\text{tree.h}} \\
\overline{p}_i.z &= \frac{p_i.z}{\text{tree.d}} \tag{5.4}
\end{align*}
\]

After normalisation the double values \( \overline{p}_i \) are obtained for all the coordinate points. A right shift by 10 bits is used to pass the values to integer representation.

\[
\begin{align*}
pi_i.x &= \overline{p}.x \times 0 \times 400 \\
pi_i.y &= \overline{p}.y \times 0 \times 400 \\
pi_i.z &= \overline{p}.z \times 0 \times 400 \tag{5.5}
\end{align*}
\]
The values $\mathbf{p}_i$ are integer representations of the positions of the particles. The original double interval of values were between $(0, \ldots, 1)$, after multiplying by $0x400$ the new value interval will be $(0, \ldots, 1024)$. The integer location of the particle is stored in $\mathbf{p}_i$. The three 10 bit components $(\mathbf{p}_i.x, \mathbf{p}_i.y, \mathbf{p}_i.z)$ are then combined into a single 32 bit key.

Using the binary representation of $\mathbf{p}_i$ the Morton key is obtained by interleaving the three components $(\mathbf{p}_i.x, \mathbf{p}_i.y, \mathbf{p}_i.z)$. Figure 5.9 shows an example of the steps needed to calculate a Morton key for a single particle.

Figure 5.9: Particle Morton key calculation - The key is formed of groups of three binary values, the first digit (1) is used as a placeholder bit.

5.3.2 Smoothing Particle Hydrodynamics Morton key octree traversal

To use the key to locate an object in volumetric space we divide it into groups of three bit values (without considering the place holder value). Taking the three most significant bits of the key gives the root’s child node the element belongs to (the root’s children are the first 8 children from the top node). The next three significant bits will provide the location of the sub-node within the root’s child node. Doing this recursively will find the leaf node that the particle belongs to (e.g. see Figure 5.10).

One advantage of using a Morton key is that it provides a method for fast object location search (nodes and particles). All the objects are ordered using a sorting method, in the case of the SPH implementation the Quicksort method \[\text{SS}\] is used. After the elements have been sorted the tree traversal can be initiated using the location of the last node visited on a tree traversal operation. The advantage of this method is that it does not require a full tree traversal each time a new operation is performed on the tree.

This method is implemented at each time step of the simulation in order to update the particle tree location and obtain a new data structure list for the particle system.

Eventually, the leaves of the tree contain the particles situated in the specific leaf child volume (in our case the volume takes the form of a cube).

The octree system allows for different resolution representations, a parent node with a set of leaf children can be used as the representation of the particles contained on its children. When this operation is made the children are removed from the tree and the parent node becomes a leaf node. The particles...
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Figure 5.10: **Morton key traverse** - Example of locating a particle in a tree using a Morton key value of 1.10.01.10. A quadtree is used for a simple representation. The tree structure is traversed (from 1 to 4) using a pair of bits at a time step.

contained on the children nodes are used to define a new particle with mass equal to the total mass of all the particles. The density will be the same and the volume of the new particle is easily obtained using the mass and density values of the new particle.

5.3.3 **Parallel Morton key octree**

There are different methods that can be used to improve the computational time of trees algorithms. The literature there are different implementations that deal with the problem of generating and/or using on parallel architecture. A non-exhaustive list of the most important approaches is provided below:

- In [8] a multi-thread CPU solution to parallelize the Morton octree is presented. The solution takes advantage of the shared RAM memory capabilities of the CPU allows all nodes on the tree to have access to all the elements on the system structure.

- In [89] a GPU tree is used to model texture. The tree is built on the CPU and is assumed constant throughout the execution of the solution. The GPU parallel implementation is used only to traverse the tree volume.
In [90], a GPU quadtree approach makes use of the lower requirement of memory compared to an octree to predefine the tree structure on the GPU memory. Any tree update still requires the use of the CPU.

[91] introduces GPU octrees as an optimized Search method. The method focuses on non dynamic trees and does not solve the multiple-threads memory access problems on GPUs.

In [92] Morton hash keys are introduced in order to obtain a linear representation of the elements. The key is used to build the tree on the host (CPU) and the tree traverse is done on the device (GPU). The solution presented in this work required to transfer memory between the CPU and the GPU each time a tree structure update was needed (creation or deletion of nodes).

[93] describe multiple GPUs implementation of the N-body problem. The octree is solved in multiple GPUs and the method used to operate on the tree is called “tree walk”. It should be noticed that this method makes use of multiple-GPUs (GPU server) and each one of them is used to solve parts of the structure.

The different systems presented above make use of the GPUs on different ways. The CPU-GPU systems have to deal with memory management. I require to have a GPU solution using the CUDA architecture that is fully implemented on the GPU and reduce the number of transfers to the Host (CPU) in order to reduce the computational time. In the following section a description of the method introduced in this thesis is discussed.

My parallel octree implementation can be divided into two main sections:

(a) Octree construction: In the first time-step a full tree needs to be built taking into consideration the original particle structure.

(b) Octree update: After the first time-step the tree needs to be updated to reflect the changes in the problem structure. Octree updates use the previous time step Octree to construct the new one.

Parallel octree construction

In the parallel implementation of the octree using the GPU parallel architecture a top down tree construction is used. This is due to a memory access problem that occurs when starting at the root and using the Morton key to traverse to the top (leaf). The problem is that the memory handling on the GPU with CUDA architecture allows only serial access to data structures.

The first step is to create the necessary memory for the number of nodes needed for a complete solution for the entire volume. The lowest $h$ value and the total volume of the problem are used to determine the number of levels the octree needs to have. The maximum tree volume $T.v = T.w \times T.h \times T.d$ is equal to the total volume of the problem. The number of nodes per level is shown in Table 5.3.

The top tree level needed to represent the whole problem $T_l$ ($T_l$ is also the starting point of the parallel tree construction) depends on the relation between the total volume size $T.v$ and the volume of the effective size $k \times h_i$ of the particles $i$. $T_l$ is the level in which the node size is equal or less than the $k \times h_i$ size. The node half width size for each level is obtained using Equation 5.6. The structure defining the properties of $T_l$ is shown in Table 5.4.

\[
\text{Node HalfWidth} = \frac{T.w}{2^{n.d+1}}
\]

The half width units are in meters $m$. In Table 5.5, an example of the node half width value when the root node size (full width) is equal to 1 $m$ for different tree levels is shown.
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<table>
<thead>
<tr>
<th>Tree level</th>
<th>Number of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>3</td>
<td>512</td>
</tr>
<tr>
<td>4</td>
<td>4,096</td>
</tr>
<tr>
<td>5</td>
<td>32,768</td>
</tr>
<tr>
<td>6</td>
<td>262,144</td>
</tr>
<tr>
<td>7</td>
<td>2,097,152</td>
</tr>
<tr>
<td>8</td>
<td>16,777,216</td>
</tr>
<tr>
<td>9</td>
<td>134,217,728</td>
</tr>
<tr>
<td>10</td>
<td>1,073,741,824</td>
</tr>
</tbody>
</table>

Table 5.3: Number of nodes per level. Using the complete full top level nodes will always present a memory management problem.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Property</th>
<th>Units</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Tl.Nnumberx$</td>
<td>Number of nodes on the $x$ dimension of the level</td>
<td>dimensionless</td>
<td>1 integer value</td>
</tr>
<tr>
<td>$Tl.Nnumbery$</td>
<td>Number of nodes on the $y$ dimension of the level</td>
<td>dimensionless</td>
<td>1 integer value</td>
</tr>
<tr>
<td>$Tl.Nnumberz$</td>
<td>Number of nodes on the $z$ dimension of the level</td>
<td>dimensionless</td>
<td>1 integer value</td>
</tr>
</tbody>
</table>

Table 5.4: Top Level of interest, this level is the starting point of parallel tree construction, it keeps track of the nodes that are available on memory

<table>
<thead>
<tr>
<th>Tree level</th>
<th>Half width in m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.50000</td>
</tr>
<tr>
<td>1</td>
<td>0.25000</td>
</tr>
<tr>
<td>2</td>
<td>0.12500</td>
</tr>
<tr>
<td>3</td>
<td>0.06250</td>
</tr>
<tr>
<td>4</td>
<td>0.03125</td>
</tr>
<tr>
<td>5</td>
<td>0.01563</td>
</tr>
<tr>
<td>6</td>
<td>0.00781</td>
</tr>
<tr>
<td>7</td>
<td>0.00391</td>
</tr>
<tr>
<td>8</td>
<td>0.00195</td>
</tr>
<tr>
<td>9</td>
<td>0.00098</td>
</tr>
<tr>
<td>10</td>
<td>0.00049</td>
</tr>
</tbody>
</table>

Table 5.5: Half width size of the nodes at different tree levels.
After selecting the node level in which the node half width is equal or less than the minimum \( k \times hsml_i \) the selection of the necessary number of nodes per level follows the conditions:

(a) **Number of particles is less than the number of nodes in the level:** If this condition is true then the maximum possible number of nodes required to represent all the particles is equal to the number of particles.

(b) **Number of particles is greater than the number of nodes in the level:** If this condition is true then the maximum possible number of nodes required to represent all the particles is equal to the maximum number of nodes of the level.

These are important conditions for our SPH computational implementation since there are simulations that require that \( T.v >> k \times h_i \) since the particles can displace inside the total volume. If the number of particles is not greater than 200,000 then even if using tree levels greater than level 5 it is not necessary to allocated memory to accommodate the maximum number of nodes per level.

Using these considerations a memory node pool stack is created, the pool stack [21, Chapter 10] contains the total number \( pool.s \) of node structures required to maximise the possible tree representations for the specific problem. At the beginning of the process the pool stack nodes are not assigned to specific positions on the octree, they are free to be assigned to any position on the tree as the solution needs them.

In the parallel implementation the tree is built from the top level to the bottom root node. The first step is to build “ghost nodes” \( gn \). The number of initial \( gn \) needed is equal to the number of nodes of the \( Tl \) level. The \( gn \) are used to represent a full tree level. To facilitate the necessary mathematical operations the maximum number of nodes are represented in each one of the dimensions \( (x, y, z) \) in Table 5.6.

<table>
<thead>
<tr>
<th>Tree level</th>
<th>Total</th>
<th>Number of nodes in x</th>
<th>Number of nodes in y</th>
<th>Number of nodes in z</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>512</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>4,096</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>32,768</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>262,144</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>2,097,152</td>
<td>128</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>16,777,216</td>
<td>256</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>9</td>
<td>134,217,728</td>
<td>512</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>10</td>
<td>1,073,741,824</td>
<td>1024</td>
<td>1024</td>
<td>1024</td>
</tr>
</tbody>
</table>

Table 5.6: Number of nodes per level. The octree values are cubic so the values for all dimensions on the level are equal.

The \( gn \) solution is based on the block and thread index on the CUDA device, a virtual grid is created representing all possible node positions on the level \( Tl \). In the CUDA kernel the index defines each one of this position and they are obtained using Equation 5.7.
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\[
\begin{align*}
    gn.x &= blockIdx.x \times blockDim.x \\
    gn.y &= blockIdx.y \times blockDim.y \\
    gn.z &= threadIdx.x
\end{align*}
\]

(5.7)

Where \( blockSize.x \) goes from 0 to \( gridDim.x - 1 \), \( blockIdx.y \) goes from 0 to \( gridDim.y - 1 \) and \( threadIdx.x \) interval is from 0 to \( blockDim.x - 1 \). Each interval is defined using the \( Tl \) number of nodes as per dimension Equation (5.8).

\[
\begin{align*}
    gridDim.x &= Tl.Nnumberx \\
    gridDim.y &= Tl.Nnumbery \\
    blockDim.x &= Tl.Nnumberz
\end{align*}
\]

(5.8)

Each position of the possible \( gn \) is obtained using the internal CUDA thread loop. Using all possible combinations of blocks and threads the full tree level volume can be visited once. An example of a complete \( gn \) level is shown in Figure 5.11.

Figure 5.11: Example of ghost nodes - The figure shows the ghost nodes for tree level 2. The \( gn \) nodes are used to build the tree in the CUDA architecture.

The index for a \( gn \) is obtained using Equation (5.8), a pseudo-code algorithm of the parallel call and kernel is shown in Algorithm 5.1.

\( gn \) are virtual nodes that are not saved to memory. Each time the CUDA kernel runs an individual thread a different \( gn \) is obtained, after the Morton key for the \( gn \), \( gn.M \), is obtained the key is used to find all the particles contained in the ghost node (Equation 5.9), the CUDA kernel compares the value of the ghost node Morton key \( gn.M \) against the Morton key of the particles (\( particle_i.M \)).

\[
\begin{align*}
    Maskindex &= 10 - Tl \\
    particle_i.M.part &= (particle_i.M \land \neg MortonMask\{Maskindex\}) \\
    \quad >> ((Maskindex) * 3) \\
    keyxor &= \neg (gn.M \oplus particle_i.M.part)
\end{align*}
\]

(5.9)
Algorithm 5.1: The ghost node algorithm is used to create a virtual node using the parallel system on the CUDA architecture and the tree information

```c
__global__ void TreeBuildKernel()
{
    // position:
    int x = blockIdx.x * blockDim.x;
    int y = blockIdx.y * blockDim.y;
    int z = threadIdx.x;

    float xn, yn, zn;

    // function to normalize x, y and z with respect to the tree size
    tree_norm(x, y, z, T);

    // Morton key function
    gn.M = morton_key(xn, yn, zn);

    // gn.M is the morton key of gn on the position defined by blockIdx.x, blockIdx.y and threadIdx.x.

    // search for particles
    search_p(gn.M, particle_Mkey_list);

    // node update, if a particle is found in the volume defined by gn.M, then the algorithm either create a new tree node or if a tree node exist on the same position updates the particle list of the tree node.
    node_update(particle_list);
}

void parallelTreeBuild()
{
    // threads per block
    dim3 dimBlock(Tl.Nnumberz, 1, 1);
    // number of blocks
    dim3 dimGrid (Tl.Nnumberx, Tl.Nnumbery, 1);

    TreeBuildKernel<<<dimGrid, dimBlock>>();
}
```

*MortonMask* is a set of binary values that is used to select the appropriate part of the Morton key for the *Tl* level of the *gn* nodes. The values of *MortonMask* are presented in Table 5.7.

If *keyxor* = 11111111111111111111111111 then the particle *pi* belongs to *gn*, *gn* will then either:

(a) **If tree node with same Morton key exists:** Update the particle list of the tree node.

(b) **If tree node with same Morton key does not exist:** *gs* will use the pool stack of nodes to create a new tree node. This will be solved using a CUDA atomic operation [95].

When a *gn* creates a new node it will pull a node structure from the pool stack, while this operation is being performed the rest of the CUDA threads will need to wait before accessing the pool. This is because the stack will be busy assigning the node memory location to the thread.

These types of operation are solved in CUDA with an atomic operation. Figure 5.12 shows an example of two threads making a memory request for a node structure at the same time. The atomic operation
provides a system that will assign the first node in the pool to the first thread while the second thread waits. When the pool is free again, the second thread will obtain their unique node.

After a tree node has been related to a \( gn \) position, subsequent updates of the particle list for that node do not need any atomic operations. Looking for particles per \( gn \) is a serial process.

When all the parallel threads are finished, the full top tree level will be defined. The next step is to create a set of \( gn \) for the level \( Tl - 1 \), the new \( gn \) will not work on the particle system, instead they will search to find any tree nodes (the nodes created in the last step) that exist in their volume of influence.

The same parallel process will be followed and the new level of tree nodes will be obtained. This method is followed until the root level is reached and the full tree definition for the problem is obtained.

**Parallel octree update**

The tree construction is only performed prior to the first time step of the simulation. After the tree has been obtained the following updates use a different technique, each time the tree needs to be updated due to particle movement the tree defined in time \( dt - 1 \) will be used.

The technique for updating the tree is similar to the serial process presented in Section 5.3.2. The only difference is that in the parallel process if two particles need to create a new node, they will obtain the node structure memory from the node pool stack and the atomic operation procedure to create new nodes will be followed.

Deleting nodes from the tree can be performed in a parallel scheme. Each time a particle moves, a parallel kernel will remove the focus particle from the node particle list (The maximum number of particles per node is 50).

The particle list structure consists of two values, the first one is a boolean value that keeps track of the status of each individual index (from 0 to 49). If the value is 0 the list index is empty and can be used, the second value is an \( uint32 \) with the particle index value. Each time a particle list is removed the boolean value is set to 0 and the index value is cleared.

A second parallel kernel checks each node and clears all the nodes in which the 50 index values are equal to 0, the node is inserted back into the pool stack and is free to be used again. Because this is an operation on the pool stack the process is solved by an atomic operation.

### Table 5.7: Binary mask values used to select the part of interest from of the Morton key.

<table>
<thead>
<tr>
<th>Maskindex</th>
<th>MortonMask binary value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000000000000000000000000000000000000000000000000000000000000000</td>
</tr>
<tr>
<td>1</td>
<td>0000000000000000000000000000000000000000000000000000000000000001</td>
</tr>
<tr>
<td>2</td>
<td>0000000000000000000000000000000000000000000000000000000000000011</td>
</tr>
<tr>
<td>3</td>
<td>0000000000000000000000000000000000000000000000000000000000000111</td>
</tr>
<tr>
<td>4</td>
<td>000000000000000000000000000000000000000000000000000000000001111</td>
</tr>
<tr>
<td>5</td>
<td>0000000000000000000000000000000000000000000000000000000001111111</td>
</tr>
<tr>
<td>6</td>
<td>000000000000000000000000000000000000000000000000000000111111111</td>
</tr>
<tr>
<td>7</td>
<td>000000000000000000000000000000000000000000000000000011111111111</td>
</tr>
<tr>
<td>8</td>
<td>000000000000000000000000000000000000000000000000001111111111111</td>
</tr>
<tr>
<td>9</td>
<td>000000000000000000000000000000000000000000000001111111111111111</td>
</tr>
<tr>
<td>10</td>
<td>000000000000000000000000000000000000000000001111111111111111111</td>
</tr>
<tr>
<td></td>
<td>0111111111111111111111111111111111111111111111111111111111111111</td>
</tr>
</tbody>
</table>
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(a) First node assignment

(b) Second node assignment

Figure 5.12: Parallel node creation - the pool is used to obtain the resolution of a simultaneous parallel kernel call. The atomic operation allows serial control over the assignment of free node structures from the pool to different ghost nodes.
5.4 Conclusions

The data structure definition and the specific neighbour relation of the particles presents a complex problem in mesh-free methods. The requirement for time dependent updates required the construction of an algorithm that reduced the computational cost when defining the neighbour structures. The use of the following computational methods reduces the computational cost of building the neighbour list:

- Octree
- Morton Keys
- Quicksort Algorithm

Due to the nature of the system an implementation of a parallel solution was possible. The improvement in computational time due to parallelisation of the task overcomes the problems presented by the use of the CUDA architecture parallel process. The most significant problems that the system needs to solve to achieve the fastest computational solution are:

**Serial memory access**: Access to memory operations (push and pop) on the same stack cannot be parallelised.

**Tree parent-child structure**: The creation of new children requires the use of a stack pop operation.

**Node cleaning**: The final step of cleaning the nodes require a push stack operation.

To solve this problem the ghost node method is used. The parallel implementation presents important advantages in the solution due to the ability to perform the following operations in parallel:

**Node update**: Particle insertion/deletion on tree nodes.

**Tree traversal**: Particle tree traversal.

**Particle update**: Time step update of the particle-node relations.

Sections 6.3 and 6.6 present the numerical results of implementing the Tree structure with different parameters and how it compares against the use of the linear search method.
Chapter 6

SMOOTHING PARTICLE HYDRODYNAMICS IMPLEMENTATION RESULTS

6.1 Introduction

In this chapter different tests and results on using the SPH implementation will be presented. The chapter will be divided into the following sections:

- **SPH computational results**: In this section the different computational solutions and results will be presented. A discussion on the computational time under different conditions will be given.

- **SPH physical results**: The behaviour for different physical values and boundary conditions is presented. This section introduces the limitations on different modelling situations and where possible the solution to these problems.

- **SPH memory management**: This last section will discuss the different memory management options that the SPH implementation provides when solving problems that require more memory than the one that is available on the hardware been used.

The following parameters and conditions need to be considered when evaluating the different implementations of the SPH method:

- **Computational time**: As the number of particles increases the time taken by the computational solution to compute a time step increase with it.

- **Memory cost**: The second limit to the number of particle that can be solved is the memory capabilities of the computer running the program.

  If enough memory is available then some modules on the solution can used it to reduced the complexity of operations and reduced the computational time taken by the solution.

- **Accuracy of the solution**: For the numerical solution on physical problems the accuracy of the simulation is of great importance and in many cases it is preferable to increase the memory used and the computational time in order to obtain a more reliable solution.
In the other hand in non physical solutions applications such as computer animation the accuracy of the solution can be decreased in order to improve the computational time taken by the implementation when solving the numerical model.

- **Modular solution:** The SPH implementations is built using different modules. A module is a set of instructions that solved a component of the numerical solution, Figure 6.1 shows a simple diagram of the modules involve on a simple SPH computational solution.

![Figure 6.1: SPH modular implementation](image)

The modules involved in a numerical solution will vary depending on the material type of the solid and/or fluid been solved. Each module has different memory requirement and computational time cost.

When implementing the SPH method on the CUDA architecture it was necessary to provide independent modules. A module is considered independent if all the variables that are necessary for the numerical solution of all the particles involved in the module are defined. This will guarantee that when a particle $i$ is been solved all the values provided by the particles $j$ on the neighbourhood and/or collision list are available and up-to-date.

The independent modules are necessary on the CUDA implementation due to the parallel approach used by the CUDA architecture, in a parallel environment the order in which a particle from the particle system will be solved is unknown so if a CUDA implementation updates a value of a particle $i$ that is needed in the same module by a particle $j$ it is not guarantee that the particle $j$ will have access to the update value.

- **Implementation bias:** The numerical solutions presented on Chapters 3 and 4 were chosen due to the ability to solved different problems based only on the constitutive equation of the material
been solved, methods that require an a priori condition additional to the constitutive equation were avoided in the SPH implementation.

- **Portability:** Portability is also taken into account in the SPH implementation, the serial SPH is portable and can be run on systems that can compile the C++ language (e.g. Windows, Linux, Unix systems). The system does not make use of external libraries to get the computational solution. The 3D display used the OpenGL library to maintain the portability.

The parallel CUDA implementation requires a compatible GPU (fifth generation onwards) and the ability to compile the CUDA libraries, at this time the implementation has only been tested on a Windows system. The supporting literature for CUDA provides the steps for an implementation on a Linux system but this has not yet been considered.

### 6.2 Smoothing Particle Hydrodynamics computational results

In this section the different tests and results for the computational implementation are presented. The SPH implementation allows for a set of parameters to be defined before the computational numerical solution is obtained. These parameters are related to the computational numerical solution and not to the physical problem. Changing the value of each one of the parameters will produce a change in the behaviour of the particles and the final numerical solution.

In order to be able to quantify the changes produced over the numerical solution when the initial parameters of the solution are modified on different problems, three test objects are defined. A visual representation of the test objects is shown in Figure 6.2.

![SPH computational test objects](image)

**Figure 6.2:** **SPH computational test objects** - **Left:** shows the basic object used for the computational test for fluid-solid interactions when the solid functions as a virtual boundary particle. **Centre:** Test objects for the fluid-solid interaction when solids can have a shape deformation. **Right:** Solid-solid interaction test objects.

The test objects are used to solve solid - internal fluid, solid - fluid and solid - solid interactions. The objects are simple geometric representations that will provide simple solutions allowing us to focus on the effect of changing the initial parameters on the computational solution.
Algorithm 6.1: Pair-wise search algorithm - The pair-wise search needs to visit all the particles \( j \) with internal index greater than \( i \) and test for neighbourhood or collision

```plaintext
//The first for loop over all the objects on the simulation
for (object_index = 0; object_index < total_objects; object_index++){
  //Second loop visit all the particles that belong to the object
  for (indexi = particles_list[object_index].ini; indexi < particles_list[object_index].last; indexi++){
    //Test for neighbourhood of particle i and j
    for (indexj = indexi + 1; indexj < particles_list[object_index].last; indexj++){
      test_add_N(indexi, indexj, hash_table); //call test
    }
  }
  //Also test for collision
  for (object_index2 = 0; object_index2 < total_objects; object_index2++){
    if (particles_list[object_index2].ini <= particles_list[object_index2].last) {
      //check over all the particles on the object
      for (indexj = particles_list[object_index2].ini; indexj < particles_list[object_index2].ini + particles_list[object_index2].total - 1; indexj++){
        //check only for particles $j$ with internal index greater than $i$
        if (indexj > indexi) {
          test_add_C(indexi, indexj, hash_table); //test for collisions
        }
      }
    }
  }
}
```

### 6.3 Neighbourhood and collision search volume

The first computational test objective is to describe the effect of the kernel size that defines the influence volume of a particle \( i \) over the particle \( j \).

During the computational numerical solution there are two types of list that need to be created and update during the simulation: the neighbourhood list and the collision list.

To improve the performances of the SPH implementation In Section 5.3 the octree solution of the neighbourhood search was presented. The advantage of the octree search engine depends on:

- **Number of particles**: The Linear Search algorithm used the all-pair search method (e.g. see Section 5.2.1) to find the neighbourhood and the collision lists. The all-pair search approach has a complexity of \( O(N^2) \) so as the number of particles increased the effectiveness of the method is reduced drastically. The Algorithm 6.1 shows the all-pair search pseudo-code for a list of particles.

  The functions \( \text{test\_add\_N} \) and \( \text{test\_add\_C} \) are the same for the octree and the linear search, so the only difference is the number of calls to the functions that are required to test all the particles. For the description of the octree implementation see Section 5.3.

- **Volume distribution**: The octree solution depends on the relation between the tree volume size and the particle volume size. This is due to the limitations on the number of levels a tree can have. If the tree volume is much bigger than the objects inside it the chance of all particles belonging to
the same node increases. If all the particles belong to the same node then the tree will not help in
discriminating the particle positions and the list search will be solved for all the particles. When
this happens the use of the octree solution will be worse than the linear search since it will effectively
be a linear search with tree traversal.

- **Octree kernel search:** Besides the internal list kernel, the octree also has a kernel that provides
  a discriminant of how far apart the centre of two tree nodes can be and still belong to the same
  interacting volume during the tree traversal (e.g. see Section 5.2.4). If the value is too small then
  the lists will not contain sufficient particles, if it is too big then the number of nodes visited to get
  the lists will increase beyond the necessary distances.

### 6.3.1 Number of particles results

The initial parameters for the number of particles test are defined in Table 6.1:

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of particles</td>
<td>150000 elements</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Tree width</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Tree height</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Tree depth</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Differential time step dt</td>
<td>0.00005</td>
<td>s</td>
</tr>
<tr>
<td>$k$</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.05</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Collision scale factor</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$e$</td>
<td>0.2</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Solid cube size</td>
<td>$(x: 0.00050, y: 0.00050, z: 0.00050)$</td>
<td>m</td>
</tr>
<tr>
<td>Fluid cube size</td>
<td>$(x: 0.00015, y: 0.00015, z: 0.00015)$</td>
<td>m</td>
</tr>
<tr>
<td>Solid cube dimensions</td>
<td>$(x: 7, y: 7, z: 7)$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Fluid cube dimensions</td>
<td>from $(x: 3, y: 3, z: 3)$ to $(x: 30, y: 30, z: 30)$</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

Table 6.1: Test setup for the comparison between the octree and the linear search of the lists to solve the
neighbourhood and collisions.

The “Total number of particles” determines how many structures defining the properties of the particles are initialised. The SPH implementation for the test used 3,875,338kB of memory for 150,000 particles.

In the following section the relation between problem size and tree size will be described. The time
step $\Delta t$ is fixed during the simulation and is chosen to be 50$\mu$s in order to have a consistent behaviour in all the tests independently of the number of particles and their velocity.

$k$ is the scale factor for the particle domain (e.g. see Section 4.3), $\Omega$ is the constant used in the anti-
penetration force (e.g. see Section 4.5.2), a collision scale factor is used in some experiments to change
the influence volume of the particles during the collision responses and $e$ is the impulse constant (e.g. see Section 4.5.2).

The objects size is kept constant for the test, the variable is the number of particles used to discretised
the object volume. As the number of particles increases the computational time increases for both the
linear and the octree solutions.

Both the linear search algorithm and the octree algorithm used the Morton key spatial description (e.g. see Section 5.2.3) as a flag that tracks the changes to the particle. In the SPH implementation there
is a new data structure that maintains the information about the particles with respect to the problem space, there are three discriminants that help with the computational time:

- **Neighbourhood flag**: This flag tracks the particles which needs to update their neighbourhood list. The flag uses the Morton key resolution. If the Morton key value of a particle changes the particle is no longer in the same spatial position. The resolution for the test is the full Morton key (30 values for 32 bit systems or 60 values for 64 bit systems). If the problem does not require a full spatial resolution the number of triplets used to determine if a particle has changed can be reduced to the amount needed to represent the spatial position of the particles.

- **Collision flag**: This flag is activated using the same technique as above. The collision flag tracks the particles that undergo a collision. The number of triplets used for the flags may be different than the one used for the neighbourhood, for the computational test presented on this chapter the full resolution is used.

- **Node flag**: In the case of the octree solution there is also a flag which determines when a particle has left the child node it belongs too. The flag is use to determine is a particle needs to be deleted from a node and a search of a new node needs to be done.

The first two flags are used in both the Linear Search and the octree search. The node one is only used in the octree for the tree update. Without the flag the list search would need to solved for all particles at each time steps.

As the number of particles increases the ability of the octree to divide the problem volume into subsets results in an increase in the time performance. Table 6.2 shows the relationship between the number of particles and the total time taken for the algorithm to solve 1000 iterations for each case. For both of the solutions, linear and octree, the computational time of all components are measured every 10 time steps. The measurement calculates the time it takes to solve the problem up to that time step.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Number of particles</th>
<th>Linear solution total time s</th>
<th>Octree solution total time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>370</td>
<td>17.2</td>
<td>17.2</td>
</tr>
<tr>
<td>2</td>
<td>559</td>
<td>17.7</td>
<td>19.0</td>
</tr>
<tr>
<td>3</td>
<td>1072</td>
<td>23.2</td>
<td>22.2</td>
</tr>
<tr>
<td>4</td>
<td>2071</td>
<td>30.6</td>
<td>42.3</td>
</tr>
<tr>
<td>5</td>
<td>3718</td>
<td>77.8</td>
<td>82.3</td>
</tr>
<tr>
<td>6</td>
<td>6175</td>
<td>194.6</td>
<td>138.4</td>
</tr>
<tr>
<td>7</td>
<td>9604</td>
<td>442.0</td>
<td>224.2</td>
</tr>
<tr>
<td>8</td>
<td>14167</td>
<td>950.1</td>
<td>343.5</td>
</tr>
<tr>
<td>9</td>
<td>20026</td>
<td>1882.5</td>
<td>519.2</td>
</tr>
<tr>
<td>10</td>
<td>27343</td>
<td>3380.9</td>
<td>745.8</td>
</tr>
</tbody>
</table>

Table 6.2: Computational time of 1000 time steps for the different number of particles tested. The octree implementation using flags outperforms the Linear Search in problems with higher number of particles.
Figure 6.3 shows a plot representation of the results, the octree performance over the Linear Search increases as the number of particles increased.

![Figure 6.3: SPH computational particle number test](image)

The computational time of the simulation increases as the number of particles defining an object increases. The use of the Morton key, Morton key flag system, and the octree structure improves the computational time of the solution.

### 6.3.2 Octree size - problem volume size relation

The second important consideration when setting up a numerical solution of a model is the relation between the tree volume size and the problem volume size, the problem volume size is defined as the necessary volume that the problem requires to represent the particles positions during the simulation. The following factors need to be considered:

- **Tree size and particle resolution**: The Morton key used to provide the tree structure has a limit of 10 levels on a 32 bit system and 20 on a 64 bit one. Each level is related to a digit on the numerical position of the particle. As the differences between particle resolution and tree size increases the number of particles contained in the leaf levels increases. This is caused by the lack of available information contained in the Morton key to discriminate between particle positions after the limit of tree levels (10 levels on a 32 bit system and 20 on a 64 bit one).

- **Number of tree levels**: When applying the tree implementation on different 3D objects (fluid or solids) another problem may appear. The objects' volume can be divided into more levels than what it is necessary. Tree depth is obtained with the algorithm shown in Algorithm 6.2. The number of tree levels is obtained per object, since different objects in the same simulation can have different particle resolution.

- **Tree of trees**: The problems discussed in the two previous points can usually be solved by defining proper tree size and limits. In some simulations the problem size - particle resolution can
be bigger than an efficient tree limit, there are two variables to defined if a tree will have an efficient performance.

- Number of particles per node: If the volume size of the nodes is much bigger than the particle resolution, the nodes will contain a large amount of particles making the internal search on each node more computational time expensive.

- Problem volume size relation: If the size of a problem volume is much bigger than the objects volume that are contained in it then the tree size will need to subdivided the larger volume and at the same time produce a large quantities of levels to solve the particle resolution of the objects.

When a good performance can not be achieved with one tree, a tree containing trees is defined. The root tree (tree containing the trees) contains pointers to the top node of the internal trees in its leaf nodes. This provide the system with more depth levels and a way to traverse bigger volumes. Each tree has its own Morton key assigned to the nodes, so a collection of two trees will have access to 20 levels of resolution in a 32 bit system.

To improve the computation time the root tree is kept in memory and is not updated, this is possible because the internal trees do not change their spatial position.

To test the efficiency of the octree two different setups are used, the first one will test the relation between the tree size and the problem volume size, in the second test the tree of trees is used.
Octree size test

In the first test the particle system is kept constant while the tree size varies from a tree with size $[0.011, 0.011, 0.011] m$ to a tree with size $[0.029, 0.029, 0.029] m$. The initial particle setup is defined in Table 6.3.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total particle memory</td>
<td>150000 elements</td>
<td>dimensionless</td>
</tr>
<tr>
<td>elements size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differential time step $dt$</td>
<td>0.00005</td>
<td>$s$</td>
</tr>
<tr>
<td>$k$</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.05</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Collision scale factor</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$e$</td>
<td>0.2</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Solid cube size</td>
<td>$(x : 0.00050, y : 0.00050, z : 0.00050)$</td>
<td>$m$</td>
</tr>
<tr>
<td>Fluid cube size</td>
<td>$(x : 0.00015, y : 0.00015, z : 0.00015)$</td>
<td>$m$</td>
</tr>
<tr>
<td>Solid cube dimensions</td>
<td>$(x : 7, y : 7, z : 7)$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Fluid cube dimensions</td>
<td>$(x : 8, y : 8, z : 8)$</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

Table 6.3: Test setup for the octree size test. The particle setup is kept constant and only the Tree size is modified.

The results for the different tree size configurations are shown in Figure 6.4.

Figure 6.4: **SPH computational tree size test** - The computational time is maintained as the tree size grows. This is due to the Morton key approach to the search of nodes operations, the key restrict the search volume and provide with direct access to the nodes.

Table 6.4 summarises the results of the test.

The average computational time value for this test is 10.26 with a standard deviation of 0.53, the computational time taken by the different tree size is maintain in the same range due to the used of
### Octree size test results

<table>
<thead>
<tr>
<th>Test #</th>
<th>Tree size</th>
<th>Octree solution total time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.002</td>
<td>10.08</td>
</tr>
<tr>
<td>2</td>
<td>0.004</td>
<td>10.89</td>
</tr>
<tr>
<td>3</td>
<td>0.006</td>
<td>9.96</td>
</tr>
<tr>
<td>4</td>
<td>0.008</td>
<td>9.955</td>
</tr>
<tr>
<td>5</td>
<td>0.010</td>
<td>9.865</td>
</tr>
<tr>
<td>6</td>
<td>0.012</td>
<td>9.786</td>
</tr>
<tr>
<td>7</td>
<td>0.014</td>
<td>9.889</td>
</tr>
<tr>
<td>8</td>
<td>0.016</td>
<td>10.68</td>
</tr>
<tr>
<td>9</td>
<td>0.018</td>
<td>9.89</td>
</tr>
<tr>
<td>10</td>
<td>0.020</td>
<td>9.639</td>
</tr>
</tbody>
</table>

Table 6.4: Computational time for the octree size test for 500 time steps. The octree implementation depends on its initial definition.

The Morton key approach, the Morton key is used to reduce the volume search and to obtain a quick discriminant of which nodes on the tree have leaf on their branch.

#### Tree of trees

The following test uses the Tree of trees structure approach. The test is run using four different tree structures.

- The first one is the basic single tree structure, the single tree have a root node from which the tree grows.
- The second one is a two level tree of trees structure. This structure provides a top root tree with eight leaf children from which eight trees can be created.
- The third one is a tree of trees with three levels, the total number of leaf nodes from which the internal trees can grow is 64.
- The fourth one is a four level tree of trees, the root tree has 512 children from which trees can grow.

The tree of trees approach provides with a method that can solved models were the volume problem is several orders of magnitude bigger than the particle resolutions.

The test consists on analysing the computational time taken to solve the same amount of particles for the different tree of trees configuration. The test conditions are the same that the ones given in Table 6.3, the only changed is the size of the fluid cube dimensions \((x : 10, y : 10, z : 10)\).

On table 6.4 is presented the computational time taken for the different configurations to solved 1000 time steps. Figure 6.5 shows a plot of the results.

The performance when using the tree of trees approach depends on the original number of particles and the relation between the problem volume size and the particles volume resolution.

#### 6.3.3 Octree, collision and neighbourhood kernel size

As presented in Chapter 2, the scale factor for the particle domain \(k\) defines the surrounding volume of a particle \(i\) that will be used to obtain the neighbourhood list from the set of particles \(j\), the SPH
6.3. Neighbourhood and collision search volume

<table>
<thead>
<tr>
<th>Test #</th>
<th>Main Tree levels</th>
<th>Octree solution total time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>24.58</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>24.42</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>27.86</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>36.42</td>
</tr>
</tbody>
</table>

Table 6.5: Computational time for different levels of tree structures for 1000 time steps.

Figure 6.5: **SPH computational tree of trees test** - The use of the four level tree of trees with 512 leaf nodes increments the final computational time require to solve 1000 time steps by 11.84 seconds. The difference between a single tree and a second level is minimal since the only differences is the top node calculation.

The tree implementation also makes use of two other scale factors, one for the collision list and one for the tree node search limits (e.g. see Section 5.2.4).

The three scale factors affect the computational time needed to solve the problem and the physical result of the simulation. This section will focus on the computational time.

As the scale factors for neighbourhood and collision are increase the number of pairs (for the particle domain $k$ and the collision) that need to be solved by the rest of the implementation also increase.

The tree node search limit controls how many nodes need to be visited while the search for pairs and collisions is performed. In most solutions the tree scale factor is maintained close to the $k$ factor value since looking further away from it will result in particles too far away from the focus particle $i$.

In summary, the following effects will be caused by changing the different scale factors values:

- Neighbourhood search scale factor ($k$): This factor is used in conjunction with the particles properties to determine if two of them are neighbours (e.g. see Algorithm 6.3).

The factor $k$ determines how far a particle $j$ can be from the focus particle $i$ to be considered part
of the neighbourhood. The two extremes cases are when the value of \( k \) is equal or greater than the focus object so all particles \( j \) belong to the neighbourhood of \( i \) and when \( k = 0 \) so each particle is solved as an individual object without any internal forces interaction.

- Collision search scale factor \((k_c)\): This factor is used in conjunction with the particles’ properties to determine if two of them are colliding during the current \( dt \) (e.g. see Algorithm 6.4).

The factor \( k_c \) determines how far a particle \( j \) can be from the focus particle \( i \) for them to collide. Similarly to the neighbourhood procedure, the extreme cases are when \( k_c \) is too big or is 0. If \( k_c \) is too big then the particles will collide even if their defined volumes are not interacting, if it is too small the collision could occur when the particles have already inter-penetrated each other, and for 0 no collision is considered.

- Tree search scale factor \((Ts)\): Increasing this value changes the number of nodes traversed by the
Algorithm 6.5: Tree traversal to build the neighbourhood and collision lists, the factor $T_s$ scales the search volume.

```
//Start the search of the list per particle $i$
init_search($i$){
    //The kernel search volume is assigned per particle. Its sizes depend on Ts
    kernel_particle_search.center = particle_position[$i$][2];
    kernel_particle_search.radius = $T_s$ * particle_h[$i$];
    //The tree traversal is started at the top node of the internal tree
    Node* pTree_top = pTree_Itop;
    tree_traversal(pTree_top, $i$);
}

//For each node we need to check all its children
for (child_index = 0; child_index < 8; child_index++) {
    if (child_index) {
        pChild_local = pTree_local->ChildP[child_index]; //child node
        //check if the centre distances from the focus kernel volume to the node
        //is less than their sum radius
        if (dist_centres < sum_radius) {
            //check if nodes have particles
            if (g_slist_length(pChild_local->par_list) != 0) {
                //test for all the particles $j$
                for (all_particle_on_list) {
                    j = ((key_Ind$)*g_slist_nth(pChild_local->par_list, list_index)->data
                        )->P_Index;
                    //following the rules of list creation test $j$
                    if (test($i$, j) == case1) {
                        //$i$ and $j$ need to be tested to see if they are neighbours
                        test_add_N($i$, j);
                    } else if (test($i$, j) == case2) {
                        //$i$ and $j$ need to be tested to see if they collide
                        test_add_C($i$, j);
                    }
                }
            }
        }
    }
}
```

particle $i$ (e.g. see Section 5.2.4).

Two operations need to be solved per particle, one for the neighbourhood list and one for the collision list depending on the type of the particle $j$, the pseudo-code showing this process is shown on Algorithm 6.5.

The worst case scenario is when $T_s$ makes the search greater or equal than the Tree size, this will mean that all the nodes are visited and the algorithm will do as many tests as the linear search algorithm and add to the computational time the cost of creating, updating, and traversing the tree.
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- \( \text{test}_\text{add}_N(i,j) \) and \( \text{test}_\text{add}_C(i,j) \) operations depend on \( k \) and \( k_c \), respectively. From the pseudo-code shown in Algorithm 6.3 it can be seen that increasing the value of \( T_s \) will increase the number of nodes visited during the traversal and this will increase the number of times the operations \( \text{test}_\text{add}_N(i,j) \) and \( \text{test}_\text{add}_C(i,j) \) need to be executed.

The test is separated into 3 different runs so the results can be presented per scale factor.

**Octree scale factor** \( T_s \)

The solid-fluid test object (Section 6.2) is used to analyse the effect of changing the tree scale factor while maintaining the rest of the setup constant. Figure 6.6 shows the results of the computational time for different scale factors, in Table 6.6 the resulting values are presented.

<table>
<thead>
<tr>
<th>Octree scale factor size test results</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Test #</td>
<td>Tree scale factor</td>
<td>Octree solution total time s</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>21.21</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>22.01</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>21.77</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>22.73</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>23.20</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>22.74</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>22.94</td>
</tr>
<tr>
<td>8</td>
<td>0.7</td>
<td>24.33</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>22.92</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>24.14</td>
</tr>
</tbody>
</table>

Table 6.6: Computational time for the scale factor test of 1000 time steps and 1343 particles. Tests 1 to 4 will return inconsistent physics simulations due to the small kernel size.

If the scale factor is too small we will get a faster computational time but the resulting simulation will not follow the rules of SPH (due to the low number of particles per neighbourhood) and the results will be incorrect.

As the scale factor value increases the computational time will also increase. There is a limit when the physical simulation will no longer change, the limit is defined by \( k \), if \( T_s \) is bigger than \( k \), all the nodes visited with a distances from the focus particle bigger than \( k \) will only contain particles outside the interaction volume and they will not be added to any of the lists.

Figure 6.7 shows the results of some of the simulations. Even in the case were the physic simulation is wrong the SPH implementation continues running, most of the computational time is due to the octree updates and particle list tests.

In most simulations \( T_s \) is kept equal to \( k \) but in some cases there is a need to check if a particle will interact in the next time step This could be for reasons such as: preventing particle penetration, obtaining force and energy values that could change the object’s shape, or keeping a check on energy dissipation.
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Figure 6.6: **Computational time for the tree scale factor test** - Results of the scale factor test for 1000 time steps. Tests 1 to 4 will not return any consistent physical results. SPH will not have enough particles in the neighbourhood list of each particle to compute the fluid solution, the particles will behave as independent spherical objects.

Figure 6.7: **Tree scale factor results** - If the tree scale factor is too small the solution will fail to present proper physical behaviour. Left and centre images show the results for $T_s = 0.0$ and $T_s = 0.3$, these cases present an incorrect solution with zero or small particle interaction. For the solid components the particles will not maintain the solid form (orange box).
Neighbourhood scale factor \( k \)

For this test the \( T_s \) value is maintain equal to \( k \). Any difference in the computational time of the solution depends only on the initial scale factor \( k \) value.

When solving the creation and update of the neighbours list per particle there are two errors that need to be avoided in order for the numerical solution obtained from the simulation to be correct.

- The first one is a neighbours list containing too few particles, if this is the case then the physical values obtained for the particles will not correspond to the macroscopic behaviour of the material.

- The other error appears if the number of particles in the list is too big then the microscopic changes will be smoothed and the precision on small changes will be lost.

It is common in the literature to define the best value around 35 particles for three-dimensional problems \([5]\), this will ensure that the particle solution contains enough neighbour particles so the value represents the continuum behaviour and that the microscopic changes are not smoothed by operating in a large number of particles.

The results for the test for different \( k \) values are shown in Figure 6.8 and Table 6.7.

![Figure 6.8: Neighbourhood scale factor results](image)

Figure 6.8: Neighbourhood scale factor results - The initial value for the scale factor is \( k = 0.9 \) this ensures that all the simulations will return a correct representation of the flow and collision, after this the size value of \( k \) is increased to 1.8, .1 units at a time, as the value of \( k \) increases the number of particles in the neighbourhood of all the particles also increases and the computational time to solve a time step is higher.

The scale factor affects the computational time since as the value increases more pairs are found after the neighbour test is done. Each new pair will add to the computational time cost since each new pair of particles requires to be solve by the physics simulator components of SPH implementation.
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In the last section was presented the requirements the SPH method must fulfil in order for the numerical solver provides with a correct solution to the models been studied. In this section the test will be focus on the accuracy of the physical solutions and the limitations the method has on different type of materials.

The tests are devised so the number of variables defining the behaviour of the objects is keep to a minimum and the models been solved have simple geometric representations. The test on this section are:

- **Fluid flow down an inclined circular tube**: For this test two objects are defined, a solid with a circular tube shape and a set of fluid particles filling the solid object. The inclination angle on the tube will be used to modified the behaviour of the flow.

- **Tortuosity fluid test**: In the second test the effect of the solid boundary tortuosity over the fluid flow will be tested. To get different values of tortuosity a set of geometrical shapes with different relations between their effective length and its skeleton length are used.

- **Volume fluid test**: The SPH particles can be defined with different mass and density at the beginning of the simulation. For this test the fluid particles are considered to be water with a density of $1000 \text{ [kg/m}^3\text{]}$ so the volume of the fluid particles will change depending on the initial particles mass. This test makes use of the Solid - internal fluid objects.

- **Solid deformation**: For the solid deformation one solid object is deformed by a force over one of its surfaces. The test consists of two parts, the first one increases the force magnitude, and in the second test the force is kept constant while the number of particles is changed.

- **Solid collision**: For this test different conditions of collision are solved. To modified the collision behaviour the value of the factor $k_c$ is modified at the beginning of each simulation.

In the fluid particles test a continuous flow solution is defined. In this solution, when a fluid particle leaves the solid object at the outlet it is restarted at a random inlet position while maintaining its velocity. The analysis of the test is done using the volumetric flow rate $m^3/s$ as the flow measurement. This property is selected because any changes in the physical conditions around the fluid will be reflected in the inlet and outlet volumetric flow rate.

### Table 6.7: Computational time for the neighbourhood scale factor test of 1000 time steps.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Neighbourhood scale factor</th>
<th>Octree solution total time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9</td>
<td>23.41</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>24.87</td>
</tr>
<tr>
<td>3</td>
<td>1.1</td>
<td>26.11</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
<td>27.65</td>
</tr>
<tr>
<td>5</td>
<td>1.3</td>
<td>26.51</td>
</tr>
<tr>
<td>6</td>
<td>1.4</td>
<td>27.73</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>29.64</td>
</tr>
<tr>
<td>8</td>
<td>1.6</td>
<td>31.18</td>
</tr>
<tr>
<td>9</td>
<td>1.7</td>
<td>32.14</td>
</tr>
<tr>
<td>10</td>
<td>1.8</td>
<td>34.80</td>
</tr>
</tbody>
</table>
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In the last section was presented the requirements the SPH method must fulfil in order for the numerical solver provides with a correct solution to the models been studied. In this section the test will be focus on the accuracy of the physical solutions and the limitations the method has on different type of materials.

The tests are devised so the number of variables defining the behaviour of the objects is keep to a minimum and the models been solved have simple geometric representations. The test on this section are:

- **Fluid flow down an inclined circular tube**: For this test two objects are defined, a solid with a circular tube shape and a set of fluid particles filling the solid object. The inclination angle on the tube will be used to modified the behaviour of the flow.

- **Tortuosity fluid test**: In the second test the effect of the solid boundary tortuosity over the fluid flow will be tested. To get different values of tortuosity a set of geometrical shapes with different relations between their effective length and its skeleton length are used.

- **Volume fluid test**: The SPH particles can be defined with different mass and density at the beginning of the simulation. For this test the fluid particles are considered to be water with a density of $1000 \text{ [kg/m}^3\text{]}$ so the volume of the fluid particles will change depending on the initial particles mass. This test makes use of the Solid - internal fluid objects.

- **Solid deformation**: For the solid deformation one solid object is deformed by a force over one of its surfaces. The test consists of two parts, the first one increases the force magnitude, and in the second test the force is kept constant while the number of particles is changed.

- **Solid collision**: For this test different conditions of collision are solved. To modified the collision behaviour the value of the factor $k_c$ is modified at the beginning of each simulation.

In the fluid particles test a continuous flow solution is defined. In this solution, when a fluid particle leaves the solid object at the outlet it is restarted at a random inlet position while maintaining its velocity. The analysis of the test is done using the volumetric flow rate $m^3/s$ as the flow measurement. This property is selected because any changes in the physical conditions around the fluid will be reflected in the inlet and outlet volumetric flow rate.
For solids, the internal force magnitude $N$ and particle position $m$ are used to measure their deformation, the changes in the position of a particle with respect to its neighbourhood will change its internal force, this makes the analysis of the deformation on a solid object possible.

When studying the fluid flow inside a boundary the volumetric flow $Q$ is used as the principal descriptor of the behaviour of the flow, the value of the volumetric flow is obtained directly from the SPH implementation. The volumetric flow can be derived from the Darcy’s law Equation (6.1).

$$Q = -\frac{\kappa A}{\mu \epsilon} \frac{P_{\text{outlet}} - P_{\text{inlet}}}{L}$$  \hspace{1cm} (6.1)

Where $\epsilon$ is the porosity, $\mu Pa \cdot s$ is the dynamic viscosity of the fluid, $A m^2$ the flow area (transversal cut), $P_{\text{outlet}} - P_{\text{inlet}}$ is the pressure differential between inlet and outlet, $\nabla P Pa$, $L m$ the length between inlet and outlet, and $\kappa m^2$ is the permeability given by:

$$\kappa = -\frac{Q \mu \epsilon}{A} \frac{L}{P_{\text{outlet}} - P_{\text{inlet}}}$$  \hspace{1cm} (6.2)

6.4.1 Fluid flow down an inclined circular tube

To study the fluid flow under different external forces and boundary conditions a simple model of the fluid flow down an inclined circular tube is used. The objective of the test is to defined a simple problem in which the external forces and boundary conditions are the only flow behaviour modifiers. Even more in the inclined circular tube problem the only external force is given by the gravitational force and the value of this force will be dependant on the boundary conditions of each test.

In the inclined circular tube problem the flow is defined parallel to the tube centreline and is caused by the component of gravity in the direction of the tube centre line, the flow velocity in this conditions is a function of the distances from the centre to the boundary walls, in Figure 6.9 is shown the components of the gravitational force acting on the fluid flow inside a tube inclined with an angle $\theta$.

Using a no-slip boundary condition where $\nu_x = 0$ at $D = r_t$ the Poiseuille parabolic flow equation [17] can be defined as(Equation (6.3)):

$$\nu_x (D) = \frac{\Delta P_x + \rho g_x}{4\mu} (r_t^2 - D^2)$$  \hspace{1cm} (6.3)

Where $\nu_x (D)$ is the flow velocity on the x direction as a function of the distances to the centreline of the tube, $\Delta P_x$ is the pressure differential on the x direction, $g_x$ is the gravitational force component on x, $D$ is the distances to the centreline and $r_t$ is the tube radius.

If $\Delta P_x$ and the tube radius $r_t$ are keep as constants then the only variable defining the flow velocity for a specific fluid is $g_x$. The value of the gravitational component on x depends on the angle $\theta$ of the inclined circular tube.

The solid tubes models that will serve as boundaries conditions on the SPH numerical solution are build from a set of images. Each image contains a circle with a radius of 10 pixels (the final area depends on the area per pixel defined during the problem setup) and the centre of the circles depend on the centre line angle ($\theta$) with respect to the horizontal. The images are transformed into a 3D object using an implementation of the Marching cubes method.

The SPH implementation has its own Marching cubes system and accepts 2D image datasets as input. The final setup consists of three-dimensional tubes with different angle ($\theta$) values, Figure 6.10.

Using a voxel size of 0.1 $\mu m$ the final three-dimensional tubes have a radius of 1 $\mu m$ and a vertical length of 20 $\mu m$.

The initial state of the SPH particles for the different tests is show in Table 6.9.
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Figure 6.9: **Inclined cylindrical tube test conditions** - To defined the fluid flow equation for the inclined circular tube, cylindrical polar coordinates are introduce with the x axis along the centreline of the tube.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total particle memory elements size</td>
<td>150000 elements</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Tree diameter</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Differential time step $dt$</td>
<td>0.0001</td>
<td>s</td>
</tr>
<tr>
<td>$k$</td>
<td>0.95</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.55</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Collision scale factor</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.5</td>
<td>dimensionless</td>
</tr>
<tr>
<td>fluid particle resolution</td>
<td>$[1.74 \times 10^{-4}, 1.74 \times 10^{-4}, 1.74 \times 10^{-4}]$</td>
<td>m</td>
</tr>
<tr>
<td>Solid particle resolution</td>
<td>$[8.7 \times 10^{-3}, 8.7 \times 10^{-3}, 8.7 \times 10^{-3}]$</td>
<td>m</td>
</tr>
<tr>
<td>Fluid type</td>
<td>Water</td>
<td></td>
</tr>
<tr>
<td>Solid type</td>
<td>Virtual</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.8: Initial conditions for the inclined circular tube test. In the test the boundary conditions are defined by solid particles.
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Figure 6.10: Inclined circular tube test boundary objects - Different test objects for the computational simulation. Each boundary particle system has a specific angle the values are shown on Table 6.9.

Table 6.9 presents the resulting inflow, outflow, and permeability for each test. Since the boundary conditions are obtained from a mathematical model the porosity is set to 1.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Slope °</th>
<th>Inflow $\times 10^{-12} [m^3/s]$</th>
<th>outflow $\times 10^{-12} [m^3/s]$</th>
<th>permeability $\times 10^{-8} [m^2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>3.136</td>
<td>3.049</td>
<td>2.103</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>1.970</td>
<td>1.905</td>
<td>1.314</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>1.040</td>
<td>0.907</td>
<td>0.626</td>
</tr>
<tr>
<td>4</td>
<td>77.5</td>
<td>0.651</td>
<td>0.589</td>
<td>0.406</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>0.192</td>
<td>0.164</td>
<td>0.113</td>
</tr>
<tr>
<td>6</td>
<td>70</td>
<td>0.0148</td>
<td>0.0113</td>
<td>0.00779</td>
</tr>
</tbody>
</table>

Table 6.9: Outflow and permeability results for the inclined circular tube test. As the angle decrease the resulting outflow decreases.

In the Table 6.9, it can be seen how the outflow is affected by the boundary conditions and the angle of the different tube test. The inflow for each tests has different values since it is updated using the particles that exit the boundary volume, so after some iterations the inflow and the outflow approximated.

As the angle of the tube decreases the gravitational component on $g_x$ decreases and the particles will have a lower external body forces acting over them, reducing the final acceleration of the particles.

Figure 6.11 and Figure 6.12 shows the outflow result for the different tests.

The figure shows that the only tube that maintain a more symmetric representation at the outlet is the one with an angle value of 90°, for this test tube the gravitational force only acts on the direction of the centreline of the tube and it can be seen that the flow velocity reduces as the distances from the
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Figure 6.11: **Test outflow result for angles: 90, 85 and 80 degrees** - The change on the angle of the boundary conditions produced a change on the acceleration force and the resulting outflow.
Figure 6.12: **Test outflow result for angles: 77.5, 75 and 70 degrees** - The change on the angle of the boundary conditions produced a change on the acceleration force and the resulting outflow.
centreline increases.

### 6.4.2 Tortuosity fluid test

The initial state of the particles for the tortuosity fluid test is shown in Table 6.10.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total particle memory elements size</td>
<td>150000 elements</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Tree width</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Tree height</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Tree depth</td>
<td>0.002</td>
<td>m</td>
</tr>
<tr>
<td>Differential time step $dt$</td>
<td>0.0001</td>
<td>s</td>
</tr>
<tr>
<td>$k$</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.05</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Collision scale factor</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$e$</td>
<td>0.5</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Solid cube size</td>
<td>($x: 0.00050, y: 0.00050, z: 0.00050$)</td>
<td>m</td>
</tr>
<tr>
<td>Fluid cube size</td>
<td>($x: 0.00015, y: 0.00015, z: 0.00015$)</td>
<td>m</td>
</tr>
<tr>
<td>Solid cube dimensions</td>
<td>($x: 7, y: 7, z: 7$)</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Fluid cube dimensions</td>
<td>from ($x: 3, y: 3, z: 3$) to ($x: 30, y: 30, z: 30$)</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

Table 6.10: Initial conditions for the Tortuosity test. The conditions presented in the table are used as the initial value for all the tests.

Since tortuosity is going to be analysed, the geometric properties of the test boundary need to be considered. Table 6.11 presents the geometric properties of the test objects.

<table>
<thead>
<tr>
<th>Geometric properties</th>
<th>Test #</th>
<th>Equation</th>
<th>Skeleton length m</th>
<th>Effective Distance m</th>
<th>Tortuosity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>Line</td>
<td>0.0050</td>
<td>0.0051</td>
<td>0.985</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Sine</td>
<td>0.0071</td>
<td>0.0054</td>
<td>1.322</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Parabola</td>
<td>0.0076</td>
<td>0.0052</td>
<td>1.460</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tractrix</td>
<td>0.0121</td>
<td>0.0052</td>
<td>2.309</td>
</tr>
</tbody>
</table>

Table 6.11: Geometric properties of the different test objects, the shape of the test objects determines how the boundary will affect the fluid flow inside it.

Figure 6.13 shows the different shapes with their respective fluid flow, the colour of the particles represents their velocity magnitude. The HSV colour scheme is used as the colormap for the visual output, where blue is set to the lowest velocity and red to the highest velocity.

Tortuosity changes the fluid flow at the outlet since it puts new conditions on the flow. The first one is the total real distances the fluid needs to travel inside the shape form the inlet to the outlet, the skeleton length represents the central distances the fluid will travel.

The second condition is the collisions with the solid walls, as the tortuosity increases the fluid will change its course at more points of inflection, this will cause points of reduced acceleration that will reduce the final flow output. Table 6.12 presents the outflow results of the tests.

The outflow is shown in Figure 6.14.
Figure 6.13: **Tortuosity fluid flow results** - Tortuosity fluid flow result on the test boundary. The different boundary conditions modified the behaviour of the fluid flow. In the images it can be seen how the shape of the fluid will adapt to the different types of inflections on a boundary.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Equation</th>
<th>Inflow $\times 10^{-12}$ [m$^3$/s]</th>
<th>outflow $\times 10^{-12}$ [m$^3$/s]</th>
<th>permeability $\times 10^{-6}$ [m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Line</td>
<td>1.406</td>
<td>1.049</td>
<td>2.264</td>
</tr>
<tr>
<td>2</td>
<td>Sine</td>
<td>0.591</td>
<td>0.502</td>
<td>0.522</td>
</tr>
<tr>
<td>2</td>
<td>Parabola</td>
<td>0.00329</td>
<td>0.00368</td>
<td>0.00571</td>
</tr>
<tr>
<td>3</td>
<td>Tractrix</td>
<td>0.00988</td>
<td>0.00988</td>
<td>0.00734</td>
</tr>
</tbody>
</table>

Table 6.12: Tortuosity tests outflow result for the different boundary conditions.
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Figure 6.14: **Tortuosity test outflow result** - The figure shows the outflow behaviour on the different test objects at the outlet. The plots show flow velocity per voxel, depending on the boundary shape the amount of the outflow will changed.
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6.4.3 Particle volume size

The last point of consideration when using SPH to simulate fluids inside a boundary is the relation between the input data and the particle volume. This problem will be of special importance for solving flow of fluid on the porous mediums.

In the cases where the input data is obtained using a method that provides real volume values, for example CT-scan data, the volume per voxel is used with the density of the fluid to define the particle mass that will represent the voxel.

If the solution requires a higher resolution than the one assigned to the data then each voxel can be divided, the fraction of the voxel will provide the new volume to obtain the mass of the particle representing that fraction.

When this approach is used there are two limitations that need to be considered:

- Collision volume resolution: The voxels are cubic representations of volumes, when the voxels are pass to a particle representation the volume of influence is changed to a spherical representation. If the solid particles that form the boundary are obtained directly from the voxels the collision factor needs to be greater than 1 to prevent empty space between the boundary particles. Increasing the volume of interaction in this manner can cause two types of error:
  
  1: If the scale factor is to big some particles can start the simulation with interpenetration, if the amount of interpenetration between two or more particles is big enough the repulsive force resulting on the collision resolution will accelerate the particles to a point were the time step calculations will not be able to prevent the fluid particles to escape the boundary.
  
  The same problem happens in simulations where solid deformation is allowed, in this case the acceleration will cause the destruction of the solid objects.

  2: If the scale factor is too small then the boundary particles will occupied a volume smaller than the one needed to obtained the discrete continuum representation of the original solid boundary. In this case empty space will appear on areas were the original solid was present and some fluid particles will be able to flow through the boundary at this points.

Figure 6.15 presents two different frames for two boundary test that present these problems.

- Internal object volume resolution: Another problem is when the objects particles are defined with too little or too much mass, this will mean that the continuum approach is not followed. The problem is due to the relation between the volume, density and mass.

  When a new object has been defined with the aid of a particle system the three variables that are commonly known are the density per particle (same density as the material been solved), the total problem volume and the number of particles that will be used to represent the volume (the number could be related for example to the number of pixels, voxels or triangle nodes) when all these variables are known then the mass per particle is easily obtained.

  The problem is presented when either the density per particle or the volume per particle is unknown in such cases the mass per particle is provided in the problem definition. The mass value must ensures that the sum of all the particles volume will approximated the total volume problem.

  If the defined mass per particle is too little then the continuum representation of the material will not be keep since the final volume per particle will not be big enough.

  On the contrary if the defined mass is to much the volume from two different particles will overlap and occupied the same space producing errors on collision detection and internal forces resolution.
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Figure 6.15: **Error on initialisation over boundary limits** - **Left:** Simulation where the particles forming the boundary walls do not have sufficient volume to occupy all the space originally defined as solid, the fluid will flow through this empty space. **Right:** Fluid particles accelerating outside the boundary volume due to the initialisation of solid-fluid particles with high interpenetration. The interpenetration will cause a collision responses with and acceleration higher than the differential resolution of the numerical solution.

- **Object particle resolution:** This problem is presented when the number of particles obtained from the database that defined the objects (set of pixels or voxels) is lower than the particle resolution required by the parameters of the numerical approximation in order to obtained a correct solution of the problem.

One common computational error when solving fluid-solid or solid-solid interaction problems is presented when one of the objects, the solid or the fluid, have a lower number of particles per volume, the differences in particle resolution can produced errors on the particles interaction (e.g. collision resolution).

One solution for the differences on the objects particle resolution is the use of a meshing algorithm to build a triangle mesh of the solids boundary surfaces or a tetrahedral mesh for the solids volume. the vertex from the meshes will be used as the initial position of the particles.

One application of this approach is for example when the fluid particles numerical solution requires a better quality solid boundary than the one originally defined.

To increase the boundary quality resolution a mesh can be defined for the solid boundary and after that a mesh subdivision algorithm can be applied to increase the number of vertex forming the boundary.
In this thesis the loop mesh subdivision method presented in [98] is used. Figure 6.16 presents the same mesh with different resolutions.

Figure 6.16: **Mesh boundary resolution** - **Left:** Original mesh of the sine function with 3505 vertex. **Right:** Mesh resulting from the loop re-meshing algorithm with 11877 vertex, this will provided with a higher quality solid boundary to be used on the numerical solution of the fluid flow.

One of the improvements obtained by using a more define mesh is in the collision detection system, when the resolution is increased the collision components are more precise since the particles will approximate a smoothed surface with less discontinuities. Figure 6.17 shows the same solid object with different particle resolution.

Figure 6.17: **Particle boundary resolution** - **Left:** Original particle system, the OpenGL visualisation is set-up to show the particle components, the collision scale factor and the $h$ value of the particles will define the numerical approximation to the material continuum. **Right:** Same boundary model with an increased number of particles, as the resolution increases the numerical approximation to the original boundary is more accurate.
Finally for small size problems (for example on the areas with pore structures in the ranged of the micrometers) empty points with small volume surrounded by solid material need to be discriminated. If the particle resolution is too low then the interaction volume will occupy the empty space and the flow will be interrupted.

6.4.4 Solid deformation

Using the SPH equations described in Chapter 4 the solid can be considered to be a deformable object inside the simulation, the implementation of the SPH solution has some differences from the fluid SPH:

- Solid SPH particles will not need to update their neighbour unless the solid composition is modified (break apart).
- Collision responses are only solved in the boundary particles of the objects.
- Internal forces have different definitions depending on the solid type.

The correct solution of the solid deformation using the proper SPH implementation depends on:

- Time step relation with the force magnitude and the velocity of particles. The time step should have sufficient resolution for the solid particles to be able to interact with their neighbourhood through the internal force and the particles from other objects when colliding.
- $k$, $k_c$, and $T_s$, scale factors that provide the neighbourhood and collisions list to be solved by the system.
- Solid type definition and solid material constants.

The first two points are similar to those used for the simulation of fluids and require the same consideration. For the last point, the material conditions (depending on the constitutive equation) are obtained (in most cases) from the literature. When studying complex materials a stereoscopic system to measure material deformation is used.

In order to test the system the first step is to study the solid deformation modelling in the SPH implementations.

Solid kinematics

Solid deformation due to external forces depends on the numerical time step ($\Delta t$), number of neighbours, and the solid constitutive equation. On this test a single object will be subject to a load produced by the gravitational forces.

In the first test the solid properties are kept constant (Table 6.13).

Then $\Delta t$ is varied from 500 $\mu$s to 62.5 $\mu$s in order to obtain different particle behaviours. The value 500 $\mu$s is chosen because for values over 800 $\mu$s the simulation of the viscoelastic models fails and the solid is destroyed.

The position of the top layer particles of the test object is used to obtain the final distribution of particles on the z depth plane. The particles start with 0 in acceleration and a uniform distribution on the plane (all particles on the plane have the same z value), after the gravity acts over the body the position of the particles will changed. Table 6.14 shows the results for different $\Delta t$ values and different solid constitutive equations.
6. SMOOTHING PARTICLE HYDRODYNAMICS IMPLEMENTATION RESULTS

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total particle memory elements size</td>
<td>150000</td>
</tr>
<tr>
<td>Tree width</td>
<td>0.002 m</td>
</tr>
<tr>
<td>Tree height</td>
<td>0.002 m</td>
</tr>
<tr>
<td>Tree depth</td>
<td>0.002 m</td>
</tr>
<tr>
<td>$k$</td>
<td>1.4</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>1.0</td>
</tr>
<tr>
<td>Collision scale factor</td>
<td>1.0</td>
</tr>
<tr>
<td>$e$</td>
<td>0.65</td>
</tr>
<tr>
<td>Solid cube size</td>
<td>($x:0.001, y:0.001, z:0.001$) m</td>
</tr>
<tr>
<td>Solid cube particles dimensions</td>
<td>($x:5, y:5, z:5$) m</td>
</tr>
<tr>
<td>Volumetric force acceleration</td>
<td>$9.8 \frac{m^2}{s}$</td>
</tr>
</tbody>
</table>

Table 6.13: Initial conditions for the change in time step scale for the solid configuration.

<table>
<thead>
<tr>
<th>Test #</th>
<th>$dt$ $\mu s$</th>
<th>Solid type</th>
<th>Particle $z$-position mean $mm$</th>
<th>Particle $z$-position std $\times 10^{-6}$ $m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>Elastic</td>
<td>3.3</td>
<td>6.23</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>Linear elastic</td>
<td>3.4</td>
<td>1.17</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>Viscoelastic</td>
<td>3.4</td>
<td>3.36</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>Elastic</td>
<td>3.3</td>
<td>7.74</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>Linear elastic</td>
<td>3.4</td>
<td>0.85</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>Viscoelastic</td>
<td>3.4</td>
<td>3.37</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
<td>Elastic</td>
<td>3.3</td>
<td>8.34</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
<td>Linear elastic</td>
<td>3.4</td>
<td>0.36</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
<td>Viscoelastic</td>
<td>3.4</td>
<td>3.37</td>
</tr>
<tr>
<td>4</td>
<td>62.5</td>
<td>Elastic</td>
<td>3.3</td>
<td>8.61</td>
</tr>
<tr>
<td>4</td>
<td>62.5</td>
<td>Linear elastic</td>
<td>3.4</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>62.5</td>
<td>Viscoelastic</td>
<td>3.4</td>
<td>3.37</td>
</tr>
</tbody>
</table>

Table 6.14: Single object deformation test under different time steps and constitutive model equations. The object is only under the action of gravitational forces and the interest of the test is to measure particle discrepancies over a plane.
Since the volumetric force (gravitational acceleration) is kept constant and with a value of $9.8 \text{m}^2\cdot\text{s}^{-1}$, the differences between the test are minimal, but using the std value it can be seen that different materials will have a different final particle distribution on the top layer.

Other important observation is that for the same material the changes on the value of the std when the numerical resolution on time is reduce is minimum and that all the time steps values will produced a similar numeric result. This is due to the fact that the acceleration over the particles can be solved with all the values of $\Delta t$ presented.

If the resolution on time is reduce even more the solid objects will explode and the numerical resolution will fail.

The most important differences between the elastic and viscoelastic materials is that in the viscoelastic model a damping value that will produce energy dissipation is introduced. Figure 6.18 shows a visual result of the simulation with the three methods.

Figure 6.18: **Single solid deformation** - Single solid object under the action of gravity. **Left:** Elastic behaviour of the solid, the particles show a greater amount of strain overall (HSV colour scheme represent strain value) than the linear elastic and viscoelastic modelling. **Centre** The strain amount is reduced but the top corners of the objects have still a high amount of strain and the deformation will continue **Right:** The viscoelastic components of damping have stopped the deformation, the strain is still in effect since the volumetric forces are acting on the body.
Solid collision responses

The next test is the collision system and the differences in results when using different materials and collision $k_c$ factor value.

The test uses the same conditions for all the types of solid materials the collision responses is modelled without the anti-penetration module. Without this module the collision between particles is solved until the magnitude of the velocity between the colliding particles is less than a limit (in theory the contact velocity will be 0).

When the velocity of the particles during collision is less than the collision limit and without the anti penetration module particle interpenetration will occur. After the particles penetrate each other the amount of energy in the interaction will increase rapidly resulting in the destruction of the models. Figure 6.14 shows the results of the different runs.
Solid collision - Collision results between solid objects with different properties, the use of different constitutive equations modified the way the objects will react, the collision is defined for all cases. When the anti-penetration module is not used the penetration error can be seen and the problem of two particles in the same position at the same time causes an error in the physical simulation.
6.5 Solid deformation measurement using stereo-vision

The Elastic surface deformation of a real cubic object is described using depth information obtained at video frame-rate with camera calibration and a stereo matching technique, the deformation of tracking points on the object surface will be used to describe the process of deformation undergone by the cubic object under stress, the points will be the input data to the computational model.

The images pairs are obtained using two synchronised USB cameras, model uEye UI-1220SE-C-HQ (752 X 480 pixels), running at 57 fps. Using this system it is possible to track surface deformation at a rate of 0.0175 s.

The frame rate determines the amount of external forces that can be input as a deformation over the object. If the forces are too big the differences in the pixel position between two frames will have a resolution in the scale of cm and the small deformation theory analysis will not describe the study.

The setup of the experiment is shown in Figure 6.20, the camera baseline is 4 cm and the distance to the object surface is 18 cm, the object of study is a black rubber and foam mix box with a side size of 6 cm.

![Ruber-foam test setup](image)

Figure 6.20: Rubber-foam test setup - Stereo system setup to study the deformation of the rubber-foam box under stress. The system is set up with a small baseline to be able to focus on small changes on the box surface.

The frame images are corrected to exclude lens distortion [99, 100] and get rectified stereo pairs. The depth information is computed with a simplified version of the belief propagation method. The stereo-vision system equipment and methodology used to solve this problem is described in [101]. The results of the stereo reconstruction are shown in Figure 6.21, the surface of the cube is deformed as the external forces act over the object.

The stereo pairs shown in Figure 6.21 used the grey-map scale values to relate a pixel intensity with a depth value. Before the analysis of the data is performed the histogram of all the frames is normalized.
6.5. Solid deformation measurement using stereo-vision

Figure 6.21: **Rubber-foam deformation results** - Stereo measurement results for the rubber-foam deformation test. As the forces act over the cube the depth map information provides a pixel by pixel measurement of the deformation. The figure shows the cube deformation from top (underformed) to bottom (maximum deformation) and the average histogram of the database is used to obtain the grey-value per pixel for the whole stack of frames, Figure 6.22 shows the resulting frames with the centre profile on the x and y axes.

Figure 6.22: **Stereo depth maps profiles** - The figure shows the x and y centre profile on the normalised histogram of the frames obtained by the stereo-setup. The first map shows an undeformed cube, the profile is used to eliminated any bias introduced by the stereo setup since the result is not a flat surface.

In the paper [102] the strain of the object is obtained between two frames, the initial undeformed state and the final deformation. To obtain the value of the deformation a triangle mesh is built and the distortion of the triangles is measured as the strain value of the deformation. Using the stereo-video approach,
instead of measuring two stages of triangle deformation, the vector displacement between different time steps can be used to obtain how a pixel position changes with respect to their neighbourhoods. Figure 6.23 shows how the vector relation between pixels is used to obtain the deformation relation between two frames.

![Figure 6.23: Stereo pixel deformation](image)

During the experiment some conditions are maintained in order to reduce the number of variables in the problem:

- 1: The forces are applied at the centre of the object over a small area, for the rubber-foam test the area the forces were applied to was 0.5 cm (8.3% of the surface area)
- 2: The box boundary walls are fixed so the centre of the box changes the least possible amount during the test.
- 3: The forces are applied perpendicular to the surface $xy$-plane of the box.
- 4: Force acceleration is maintained, so a changed pixel is kept inside the image resolution of 752 by 480 pixels. The box occupied an area of 317 by 323 pixels with a side size of 6 cm. The resolution is 0.0189 cm per pixel in the x direction and 0.0186 cm per pixel in the y direction. The minimum resolution is selected and the maximum change of a pixel between frames should be less than or equal to 0.0189 cm with a $\Delta t$ of 0.0175 s (obtained from the frame rate of the cameras) so the acceleration should be less than or equal to 61.5 cm/s$^2$, if the acceleration is maintained equal or lower to this value the pixel changed will approximated a linear behaviour.

Point 4 provides the theoretical limit to the movement, if this condition is maintained during the experiment then a pixel position between two frames can only be the same as or one of the pixels forming the eight-connected vicinity, this will help the optical flow measurements computational time. The small deformation theory analysis approach is followed.
After the experiment is finalised a series of space positions per pixel object are obtained. The pixel objects are defined with respect to their original position at time step 0 and how they changed during the experiment is tracked. Figure 6.24 shows a vector plot displaying some of the pixels as they change over time.

![Stereo pixel displacement field](image)

Figure 6.24: **Stereo pixel displacement field** - From the stereo data a discrete displacement field can be defined using the changes in position of the pixels.

The pixel positions and the time step value are used in the strain and stress module of the SPH simulation. A solid particle box is defined, the top pixels are related to a pixel in the stereo images, so the resolution of the SPH problem is equal to the pixel resolution of the experiment. The object is considered to be viscoleastic since the foam inside the object will prevent perfect elastic behaviour.

Using the stereo-vision video database our known variables are:

- Force acceleration and area of effect of the forces, the mass of the area is obtained from the SPH discretisation.
- Pixel (particle) position at the different time steps.
- Time differential $dt$ between steps.

The unknown variables that can be obtained by direct computation using the SPH solution are:

- Displacement vector per particle $\mu m.$
- Strain per time step $\epsilon$ (dimensionless).

Finally the unknown variables that need a new module are:

- Stress $\sigma \ Pa$.
- Elastic coefficient $E \ Pa \cdot s$.
- Viscosity coefficient $\eta \ Pa \cdot s$. 
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Algorithm 6.6: Internal force calculation in the SPH implementation for solid objects.

```c
// the stre[i] matrix (stress) for viscoelastic solid is defined as:
void pair_force(point* dxvdt, matrixd *stre, int i, int j)
{
    fe.x = (stre[i].xx/rhoi^2 + stre[j].xx/rhoj^2) * node_pairN->particle_dwdxij.x
    + (stre[i].xy/rhoi^2 + stre[j].xy/rhoj^2) * node_pairN->particle_dwdxij.y
    + (stre[i].xz/rhoi^2 + stre[j].xz/rhoj^2) * node_pairN->particle_dwdxij.z;
    fe.y = (stre[i].yx/rhoi^2 + stre[j].yx/rhoj^2) * node_pairN->particle_dwdxij.x
    + (stre[i].yy/rhoi^2 + stre[j].yy/rhoj^2) * node_pairN->particle_dwdxij.y
    + (stre[i].yz/rhoi^2 + stre[j].yz/rhoj^2) * node_pairN->particle_dwdxij.z;
    fe.z = (stre[i].zx/rhoi^2 + stre[j].zx/rhoj^2) * node_pairN->particle_dwdxij.x
    + (stre[i].zy/rhoi^2 + stre[j].zy/rhoj^2) * node_pairN->particle_dwdxij.y
    + (stre[i].zz/rhoi^2 + stre[j].zz/rhoj^2) * node_pairN->particle_dwdxij.z;
    dxvdt[i].x = dxvdt[i].x + (fe.x*particle_mass[j]);
    dxvdt[j].x = dxvdt[j].x - (fe.x*particle_mass[i]);
    dxvdt[i].y = dxvdt[i].y + (fe.y*particle_mass[j]);
    dxvdt[j].y = dxvdt[j].y - (fe.y*particle_mass[i]);
    dxvdt[i].z = dxvdt[i].z + (fe.z*particle_mass[j]);
    dxvdt[j].z = dxvdt[j].z - (fe.z*particle_mass[i]);
}
```

The Stress is related to the particle displacement. The acceleration of the particles depends on the internal and the external forces. If the external acceleration is known then the rest of the acceleration is only due to internal forces, the internal forces are obtained as a summation of the interaction of all the particles in the neighbourhood list (e.g. see Algorithm 6.1).

Where `particle_mass`, `node_pairN.particle_dwdxij`, and `rho` are known variables in the SPH numerical solution that depend on the original shape of the object been model. `dxvdt` is the known internal acceleration on the time step for each particle.

The unknown variable is the stress matrix `stre`, using the strain relation for the stress it can be defined as: `stre[i] = E*ep + n*epdt`, with this definition the two unknown variables are the elastic coefficient `E` and the viscous coefficient `η`, so we have a three equation system that can be solved and the variables `E` and `η` defined.

Since stereo vision is only an approximation of the problem, the final `E` and `η` are obtained after averaging the values obtained for the particles on the surface and over the different time steps, the final values are:

\[
E = 5.00 \times 10^3 \text{ with an std of } 1.31 \times 10^1 \\
η = 1.09 \text{ with an std of } 1.48 \times 10^{-1}
\]

For other constitutive equations with more material variables more pairs could be used to obtain their definitions.

After the material variables are obtained, we have all the variables needed for a complete simulation, so a new simulation with the same conditions is performed. Figure 6.20 shows the result vector field of
the simulation of a box model using the found material variables $E$ and $\eta$ and with diameter equal to 10 cm.

Figure 6.25: SPH simulation of a Ruber-foam material - After obtaining the model material values, the SPH implementation is used to simulate an object undergoing a deformation similar to the one in the experiment.

6.6 Smoothing Particle Hydrodynamics implemented on CUDA results

The test and CUDA development were implemented in the Intelligent Vision Systems New Zealand laboratory (www.ivs.auckland.ac.nz). I was in charge of the development of the parallel implementation and the project was completed with the coding assistances of the 780 project student Sina Masoud-Ansari and the PhD candidates Edwin Chan and Minh Nguyen. In this section of the Thesis the results of the implementation and a discussion of the improvements to the computational solution are presented.

The performance of the parallel solution of the SPH implementation depends on several factors:

- **Host - Device memory transfer:** Communication between the host (CPU) and the device (GPU) requires a memory transfer process. The relation between the number of memory transfers and their size will determine the total cost of the communication.

- **Serial component of the kernel:** The parallel approach to the SPH implementation uses a CUDA thread inside a kernel to solve the numerical approximation of the behaviour of one particle. Inside the thread all the necessary operations to obtain the numerical result of the particle are performed in serial. The serial operations performed for each particle should be as similar as possible, with the least number of if statements, so the CUDA performance is maintained. Reducing branch paths inside a kernel will increase the performance.

- **Coalesced memory access:** The use of coalesced memory increased the CUDA performance since the access to the data is more thread efficient. SPH used different types of memory arrays to represent the computational variables, these arrays do not follow the data rules for coalesced memory access, a padding approach is used to solve this problem.

- **Data precision:** The CUDA architecture is still under development and double precision capabilities are limited. The computational solution for doubles cost twice the clock cycles of the single precision solution.
In this section the results of the CUDA test will be presented.

### 6.6.1 CUDA memory management

The biggest limitation on the CUDA implementation is the available memory. The test were made on a GPU NVIDIA Geforce GTX 580 with a memory size of 1536 MB. This limit makes it impossible for a solution for a system bigger than 100000 particles to have a complete representation in the device memory.

In cases where the problem can’t reside completely in the device a memory a memory transfer stage between the host and device is needed. The Figure 6.26 shows the computational time cost of transferring the same amount of memory in different fragment sizes.

![CUDA memory transfer time](image)

**Figure 6.26: CUDA memory transfer time** - The Memory transfer process from host to device and device to host is an important consideration when building the parallel implementation of SPH.

From the results of the memory test, the best performance was achieved by transferring 500 Mb at a time, this result could be associated with the architecture of the 500 gtx GPU generation. The average memory transfer time is 556 ms with a standard deviation of 1.26 ms.

The first approach to managing the amount of memory transfer was to modify the SPH serial implementation. The particle structure was divided into individual arrays, where each array provides the memory for a physical variable. With this approach each one of the kernels on CUDA is required to call the amount of variables needed to solve the physical component needed by the kernel reducing the amount of memory transferred to the device.

After this new SPH code has been implemented there are three different problems types that can appear:

- **1:** The whole problem fits into the gpu memory, in this case there is only one memory transfer from...
the host to the device at the beginning of the simulation. Texture memory is used to connect with OpenGL for the display.

- 2: The memory required to solve the problem is bigger than the GPU capability, a memory transfer between host and device for each kernel module is needed and at the end of the time step a transfer to the host is done to update the particles properties with the new values. The host is used as the control environment providing the particles states for each time step.

- 3: The worst case scenario with this approach is when a kernel needs more memory than the capabilities of the GPU, for these problems multiple memory transfers will be needed so the kernel solved the particle system in segments.

Cases 1 and 2 are solved by using an array per variable but case 3 needs a different approach, in Section 6.7 an implementation to solve this problem is presented.

### 6.6.2 CUDA implementation results

To test the computational time improvement with the use of the parallel SPH solution the solid-fluid test shown on Figure 6.2 was implemented in parallel. The test was implemented on a computer with a GTX-580 GPU and a Pentium i7 CPU running on a 64 bit system (Microsoft Windows 7).

**Test1:**

The first test consists of a solid object with a particle dimension of [5, 5, 5] particles and a fluid object with [10, 10, 10] particles, the test is run during a time large enough to have a collision interaction between the objects, Figure 6.27.

![Parallel - serial test](image)

**Figure 6.27:** Parallel - serial test - The simulation is run for different particle number, all the simulations start with both objects separate by the same distances, the fluid is pull by the gravitational force and the simulation is run until the interaction solid - fluid is solved.
The result for the test is shown in Figure 6.28. For the first test the serial implementation took 16.5 s to solve 4000 steps and the parallel solution took 49.4 s for the same amount of steps. When the number of particles is low, the computational time taken to transfer memory is greater than the improvement obtained with the parallel solution.

Test 2:
The next test increases the dimensions of the fluid particles to [20, 20, 20], in this case the parallel performance is better than the serial. The decline in performance between 500 and 1000 time steps is due to the solid - fluid collision and serves to demonstrate how even during these conditions the parallel implementation suffers less computational cost than the serial one. Figure 6.29 shows a plot of the fps for the test. For test 2 the computational time to solve 4000 timesteps were 110.52 s for the serial implementation and 78.50 s for the parallel.

Test 3:
For the final test the fluid particles dimension increases to [30, 30, 30] giving a total of 27125 particles. At this level of resolution for the fluid box the serial implementation suffers the most in the simulation. In Figure 6.30 it can be seen how for this test the parallel implementation outperforms the serial solution. The final computational time for the 4000 timesteps are 159.40 s in parallel and 415.70 s in serial.

6.7 Octree memory management

Following the process presented in Section 5.3, the Tree of tree structure can be used to solve the problem where the SPH implementation requires more memory than is available in the computer RAM or the
6.7. Octree memory management

Figure 6.29: **Parallel - serial test 2** - The parallel implementation performs better for 8125 particles even when memory transfer cost between the PC and the GPU is considered in the computational time of the simulation.

![Graph showing performance comparison between parallel and serial implementations](image)

Figure 6.30: **Parallel - serial test 3** - The parallel implementation performs better for 27125 particles, the high number of operations needed make the parallel solution a better selection to solve the problem.
GPU memory.

To solve the problem of memory limitations an octree is implemented to subdivide the problem volume at each one of the leaf nodes (following the same rules as the tree of trees) will solve the particles belonging to it. This procedure requires a solution to the new conditions on the tree traversal:

- 1: The leaf tree should contain the necessary particles to solve all the interactions.
- 2: The number of particles inside leaf trees should approximate the memory limit to reduce the quantity of leaf trees needed to solve the volume problem.
- 3: At each time step all the leaf nodes that suffers an update need to save the updated state of the particles and free the memory so the next leaf can use it. In the next time step the leaf that was updated needs to read back the new particles inside its volume and solve the time step.

Figure 6.31 shows the computational time that the serial and the parallel implementations need to populate a tree.

![Figure 6.31: Parallel - serial tree creation](image)

Since a direct approach to the creation of the trees from data on hard - disk results in a high computational cost, a new approach was created, in this method the general tree Morton key, internal Morton key, index of the particles, and trees structure are kept in memory at all times.

A new kernel search is defined, in the case of the nodes the kernel is scaled to be equal to Equation 6.4:

\[
T_t = \left( \frac{node_{width}^2}{2} + \frac{node_{height}^2}{2} + \frac{node_{depth}^2}{2} \right) + (k * 1.2) \quad (6.4)
\]
6.8 Conclusions

The SPH implementation was coded at the Intelligent Vision Systems New Zealand laboratory, the original code was based on the solution presented in \[5\] but due to the nature of the experiments conducted it was necessary to code the SPH implementation with a new method. The equations that form the solution of SPH are based on the work presented in \[6\] and are introduced in Section 2.1 and Chapter 3, during the development of the SPH implementation the following modules were added to extend and add new capabilities to the solution:

- In the implementation presented in \[5\] a pair-wise solution is used, this is the common approach to the SPH implementation. Since the serial SPH implementation is connected to the CUDA implementation the pair-wise solution was removed from the SPH implementation since in the CUDA solution each thread is in charge of updating one particle and accessing memory from a particle on another thread is not possible without using atomic operators.

Atomic operations are special operations on the CUDA architecture that are performed without interference from any other threads. These operations are used to avoid the race condition (a race condition is an error on the process output and/or result due to the unexpectedly and critically dependence on the sequence of other events on the algorithm).

One common example of a race condition on CUDA is presented when two different threads \(t_1\) and \(t_2\) need to increased the value of a memory location, for example the memory location 00012 with value equal to 7. In order for the threads to be able to update the value they will need first to read the value at the memory location 00012 and there is a possibility that both threads read the value at the same time, so both threads \(t_1\) and \(t_2\) read the value 7, then both threads add the value 1 to increase the value in the memory location, at this point the value in \(t_1\) will be 8 and the value in \(t_2\) will also be 8 so both threads will write to the memory location 00012 the value 8, this is incorrect the value was only incremented once when in reality two different threads operate over it, this is what is called the race condition.

When using atomic operators it can be guarantee that when a thread is operating on a specific memory location the other threads on the kernel will not operate on it until the original thread finished using the memory location.
The cost of using atomic operators can be seen on the performance of the parallel implementation, since the threads need to wait for a memory location to be free before continuing making operations with the values on that location. To reduced the number of atomic operators the pair-wise approach to solved the particles interactions is substitute by an octree solution and a linked-list method to provide each individual particle with the necessary information to solved its behaviour.

- The solid implementation used part of the work presented in [103], the solution is extended to solve visco-elastic solids and an inverse kinematic method is introduced to connect the implementation with the Stereo-vision system. This produce a new tool that can be use to describe solid materials.

- The Morton key octree implementation for neighbourhood search is based on the work published in [8]. The solution was extended to implement a Tree of trees solution and the parallel solution implemented in this Thesis used a new method based on the introduced ghost nodes and CUDA architecture to solve the parallel problem.

- The dynamic update of the tree, neighbourhood, and collision list are part of the most computationally expensive modules of the implementation. The kinetic flags based on the Morton key of the particles and tree nodes are used as discriminants in the SPH implementation to track the necessary updates.

- The CUDA parallel implementation was developed at the Intelligent vision systems New Zealand laboratory as a method to obtained the fastest computational time for the soil experiments since the number of particles needed to solve the problem made the serial computational time for the solution too high.

  The serial implementation was modified to enable a more efficient connection between the serial and parallel solution and reduce, where possible, the cost of the memory transfer.

This chapter presented the different performance enhancements introduced with each one of the methods implemented in the SPH solution.

An important point obtained from the performance study is that the different modules: linear serial solution, linear octree solution, CUDA parallel linear solution and the parallel octree, have different advantages and depending on the number of particles and the scale factors, the SPH implementation will use the appropriate method for each problem.

The computational efficiency of the SPH implementation is only one side of the problem, the most important consideration is how accurate and flexible the solution is. The chapter discussed how the SPH implementation can be connected to problems of fluid flow inside solid boundary walls and how the computational simulation provided an efficient method to obtain solutions for different conditions, the application of this method is presented in Chapter 7 where the input solid boundaries are obtained from CT-Scan data.

Another example of the flexibility of the implementation is the ability to use the SPH algorithm to solve the inverse kinematics of the strain data provided by a stereo-vision solution, with this method it is possible to obtain the material properties of the object under study.

Finally the chapter discussed the memory management limitations with the different methods. One of the advantages of using an octree solution for problems with memory requirements greater than the available memory is that it allows us to pre-compute a divided volume problem that can be solved independently of the general solution for a set of time-steps.
The final SPH solution is being used in the Intelligent Vision Systems New Zealand laboratory as a computational method to solve physical problems. The advantage of this collaboration is that vision implementations and image processing solutions provide a database and structural information for different problems and materials.
Chapter 7

PORE EXPERIMENT

7.1 Introduction

Studies of soil core poral structure is important for simulating preferential flows, which is essential for understanding the leaching of chemical compounds in underground aquifers. It is particularly important in the management of water resources and the monitoring of water quality.

Solute transport (through rain and/or irrigation water) through soils is widely researched and there is strong public interest in monitoring water resource contamination by chemicals from agricultural, pharmaceutical and industrial sources [104].

Most solute transport models assume a simplistic homogeneous soil structure where the morphological component of the boundary condition is not taken into account. In reality, the fluid flux is distributed heterogeneously and is dependent on the non-uniformity of soils poral structure [105].

In order to obtain the three-dimensional model of a core sample (Morphological properties) an X-ray computed tomography(CT-Scan) is used to obtain a database containing the 2D-cut images. The database is processed using a set of imaging techniques to label and segment the 3D porous structure of the sampled core.

When the pore structure is obtained the SPH Navier-Stokes implementation is used to model the water transport in the reconstructed 3D pore network.

7.2 Data acquisition and processing

The 3D description of the soil characteristics is represented by a soil porous network computational model. The data for the model is obtained using a CT-Scanner to obtain two-dimensional cuts from the undisturbed soil cores of the porous structure geometry [106].

The CT-Scan delivers the internal structure of the scanned object in a series of 2D slices encoded as 16 bits per pixel data (often with 10 to 14 effective bit encoding per pixel).

The pixel grey value represents the attenuation of the X-ray beam from the CT-scanner. The amount of attenuation is related to the density of the material components traversed by the ray. Each pixel of the image represents a discrete value of the total attenuation reconstructed from a set of X-ray beams [107, 108].

In the soil samples the principal material components are void, plastic resin, stones, and aggregates. The different on the densities of the different material components allows the classification of the material
on the CT-scan images using a grey-scale value representation. One example cut resulting from a CT-scan of a poral structure is shown in Figure 7.1.

![CT-scan cut with sample components](image)

Figure 7.1: **CT-scan cut with sample components** - Selected two-dimensional cut from the database showing the components of the core with different grey scale levels.

### 7.3 Soil characteristics

The studied site for the obtention of the samples and obtain the results for the water and fertilisers transport study was an elementary water catchment called la Loma in Valle de Bravo watershed (Central Mexico) located in the Trans-Mexican Volcanic Belt [109]. The soil was characterised and classified as a Pachic Andosol by [110]. In Table 7.1 is presented the physical and chemical characteristics found on [110] for the soil at a depth level of 80 cm.

<table>
<thead>
<tr>
<th>Andosol characteristics at 80 cm depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand %</td>
</tr>
<tr>
<td>22</td>
</tr>
</tbody>
</table>

Table 7.1: Main physical and chemical characteristics of the Andosol at 80 cm depth.

Where $\rho_d$ is the bulk density, SOC the soil organic carbon, $K_s$ the saturated hydraulic conductivity, $\eta_p$ the total porosity respectively.

Disc infiltrometer measurements (0.2 m diameter) were performed in situ under unsaturated steady state under tension varying from -0.1 to -0.01 m. A hole was dug to reach the bottom layer, and a thin
sand layer on top of the soil ensured good contact between the soil and the base of the infiltrometer. We assumed that flux (q, mm/s) under the disc is given by the Wooding equation and that the hydraulic conductivity \( K \) follows an exponential function with tension.

\[
K = K_s e^{P_{\text{head}}} \alpha_{\text{soil}}
\]  

(7.1)

where \( K_s \) is the saturated conductivity mm/s, \( P_{\text{head}} \) the pressure head mm and \( \alpha_{\text{soil}} \) a soil-dependent parameter mm\(^{-1}\). Infiltration data were analysed to determine \( K_s \) (Table 7.1).

### 7.3.1 Soil database

The soil core was scanned by X-ray tomography with the CAT scanner at the 3SR laboratory in Grenoble. The CT-scanner generates multi-energy X-rays with energy between 40 and 230 kV, the distance source-detector (SDD) of the scanner is 0.752 m and the distance source-object (SOD) was 0.347 m.

The scan of the core sample took approximately 45 minutes. The final database is called Loma-80 and is formed by 1669 2D image cuts. The cuts in the database are named numerically from P23-80_00121 to P23-80_01789. The spatial resolution per voxel is \( (8.7 \times 10^{-5} \text{ m}, 8.7 \times 10^{-5} \text{ m}, 8.7 \times 10^{-5} \text{ m}) \), each pixel value is stored as a 16 bit entity with an effective 14 bit dynamic range (The final 2 bits are reserved as free space for labelling), the 14 bit dynamic range provides 16384 different grey values.

RX solution was set with a spatial resolution (pixel size) of 87 \( \mu \text{m} \). With these parameters, the images obtained showed a satisfying contrast between voids (air or water) and soil solid matrix. Once scanning completed, the 3D soil column data set is available as a series of 1500 2D images. Image pixels are stored as 16 bit entities with an effective 16 bit dynamic range, the total number of grey values is:

\[
\text{grey levels} = 2^{16} = 65536
\]

(7.2)

The histogram is shown in Figure 7.2. The histogram shows the full use of the dynamic range, with the problem neither normalised or equalised. This shows that the range of grey values (45746 to 65535) that forms 30.2% of the dynamic range values only have a count of 60 pixels (0.00261% of the total number of pixels), this problem will be addressed latter in the pre-segmentation process.

![CT-scan cut histogram](image)

**Figure 7.2: CT-scan cut histogram** - The histogram from a cut sample of the database shows the use of the full dynamic range from 0 (black) to 65535 (white).
### 7.3.2 Soil cut image processing

In order to generate the soil porous network computational model, we first need a 3D description of the pore soil boundary characteristics.

The first step consists of segmenting the pore boundary walls from the rest of the image (that will be considered background).

The CT-scanner at the 3SR laboratory in Grenoble is an experimental CT that had not been previously calibrated and suffered from instability in the energy of the beam. This caused problems that required a solution before the analysis could be performed.

The first problem is a difference in the brightness level of pixels with the same density level in the sample, this is due to the inherent shadowing produced by the CT reconstruction and energy fluctuations. This caused the second problem, a change in the dynamic range of the images. Due to these problems a references frame to normalized all the images was selected. The histograms have four principal components defined by peaks (Figure 7.3).

![CT-scan cut histogram](image)

**Figure 7.3: CT-scan cut histogram** - Histogram peaks from a cut sample of the database. The peaks are related to the different components of the image cut. The segmentation requires a clear differentiation of peak 1 from the other peaks.

The intensity values are related to the density of the voxel. The aim of the experiment is to segment the pore wall structures. In perfect conditions the voids inside the pores will be defined by a density equal to 0, but due to noise and resolution errors the intensity values only approximate 0. Figure 7.3 shows the differences in the histograms of a set of images, the histograms are normalised to bins from 0 to 255.

To correct the differences in dynamic range the four peak positions $P_{k_i}$ for the $N_i$ images $i$ on the databases are obtained, then the average is calculated to obtain the mean position of the peaks $\overline{P_{k_i}}$.

$$\overline{P_{k_i}} = \frac{\sum_{j=1}^{N_i} P_{k_i}}{N_i} \quad (7.3)$$

The mean histogram $\overline{P_{k_i}}$ is used to calibrate the principal peaks of all the histograms with respect to it. Each peak is assumed to represent the same material density in each cut, so the calibration ensures that the same principal density belongs to the same intensity peak for all the images.
Figure 7.4: **Pore CT-images histogram** - CT-images with their respective histograms. The histograms share the same characteristic peaks but their dynamic ranges are different.
This technique is only used to segment the void - pore walls from the rest of the image, it does not provide a calibrated density image. The aim of the technique is to fix the dynamic range; the final peaks are not related to real density values, they are only related to overall density differences.

The histograms after rectification are shown in Figure 7.5, in this image the vacuum inside the pore wall is shown in dark blue, light green to dark green is used to represent pore volume, and the red component is vacuum outside the pore volume and plastic.

Figure 7.5: **Dynamic range corrected histogram** - The histograms have been calibrated against the mean average. The volume inside the pore walls is described by the blue areas.
7.3. Soil characteristics

The pores are segmented from the resulting images using simple histogram thresholding and the pore walls defined with a Deriche edge extractor \cite{113} (Figure 7.6).

Figure 7.6: Pore void segmentation - After segmentation the void inside the pores is shown in white. The 3D boundary model will be obtained from these images.

After all the image histograms have been calibrated and the walls segmented, the database is used to calculated the 3D representative elemental volume (REV) of the core sample.

7.3.3 3D representative elemental volume

In order to obtain the pore structures for the modelling, a representative elemental volume (REV) is chosen from the binary database. The REV volume is defined in the literature as the smallest volume in which the measurements of the physical properties of the pores and flux are representative of the whole volume \cite{114}.

In the work presented in \cite{114}, the REV is calculated with a two-dimensional mask over a plane. Since the pore network morphology has three-dimensional dependants the REV calculation should be made in this space.

The initial REV centre was first selected by randomly finding centres of cylindrical volumes of at least 6000 voxels. This minimal allowed volume was set (as the average volume of the top 10 largest pores in the soil core) to avoid selecting REV with a high enough porosity but with only very small and/or disconnected pores.

Eliminating centres too close to each other or which generated asymmetric cylindrical structures (e.g. as too close to the soil core boundaries) left about 10 potential centres. Considering the effective 1500 slices of the soil core, the initial REVs centre was positioned at coordinates x: 534, y: 527 and z: 1199 (e.g. at the centre of the 400 slice cylindrical volumes).

The REVs were given cylindrical geometry to cater for the soil core shape. REVs dimension was expanded by a step of 2 pixels in the x, y, and z directions. At each optimisation step, the porosity i.e. the ratio of the number of void pixels with respect to the total number of pixels (total volume) Equation \cite{7.4}, for each potential REVs was calculated.

\[
\text{Porosity} = \frac{\text{pore volume}}{\text{total volume}} \tag{7.4}
\]

This process was maintained until the REVs porosity reached a constant value which should correspond to the soil core porosity at the CT-scan resolution. This optimisation process took into account REV centre, porosity, pore size distribution and variability in pore characteristics. The selected REV (out of the 10 initial seeds) holds the largest connected pores which will be used for our simulation experiment.
Figure 7.7 presents 10 different seeds with different start positions on \( x, y, z \) and shows how the ratio changes as the volume of interest increases.

![REV graph ratio](image)

**Figure 7.7: REV graph ratio** - The graph shows the % ratio between the void inside the pore walls and the total volume. After a volume size for the REV is reached the behaviour of the ratio tends to 0.

The data point properties are presented in Table 7.2.

Figure 7.7 shows how the volumetric porosity (at 0.087 mm resolution) varies when increasing the volume of interest. The porosity becomes constant (at a value of 1.5%) for a cylindrical volume with height and diameter of 400 pixels (= 3.48 \( \times \) 10\(^{-2} \) m for a pixel of 8.7 \( \times \) 10\(^{-5} \) m), i.e. a volume of 3.031 \( \times \) 10\(^{-5} \) [m\(^3\)].

The new REV database is formed by binary images with \( xy \)-dimension (209 by 209) and with 400 cuts in \( z \) (Figure 7.8).

The new REV database contains the voxels that will be used to obtain the 3D pore volume.
### 7.3. Soil characteristics

<table>
<thead>
<tr>
<th>Legend</th>
<th>x centre coordinate</th>
<th>y centre coordinate</th>
<th>z centre image</th>
<th>Diameter range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>334</td>
<td>334</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>2</td>
<td>334</td>
<td>534</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>3</td>
<td>344</td>
<td>734</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>4</td>
<td>534</td>
<td>334</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>5</td>
<td>534</td>
<td>534</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>6</td>
<td>534</td>
<td>734</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>7</td>
<td>734</td>
<td>334</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>8</td>
<td>734</td>
<td>534</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
<tr>
<td>9</td>
<td>734</td>
<td>734</td>
<td>1199</td>
<td>d:2:402 z:00999 to 01398</td>
</tr>
</tbody>
</table>

Table 7.2: REV initial seed data points properties, 10 seeds are planted in the plane of image 1198

Figure 7.8: REV binary images database - The database is used to build the 3D pore structure.
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7.3.4 3D pore structure

Using the REV volume database and a marching cuber algorithm \([115]\) the REV 3D pore representation is obtained. Figure 7.9 shows the REV pore structure from different view angles.

![3D pore network of the REV](image)

Figure 7.9: **3D pore network of the REV** - The 3D pore network representation contains the walls of all the pore components, the figures shows the 3D REV from different angles.

The 3D pore structure inside the REV is used to select the pores to be studied. A pore of interest is selected using the following set of conditions:

- **Voxel Volume Size:** The pores should have a number of voxels greater than 6000. This is done to remove all the small pores and non connected components in the database (formed by only a few voxels).

- **Pore Diameter:** The second condition is the diameter of the pores. Inside the REV there are pores with closed pathways where flux is impossible. The pores selected have a complex internal structure with diameters that are not constants.

- **Tortuosity:** Pores with different levels of tortuosity are selected to analyse the different effects on the flux of the fluid.
For the experiment, 3 pores were selected and named pore-3, pore-6, and pore-9. The pores were labelled with the aid of the Amira multi-physics ver. 5.3.3 (http://www.amira.com/) program.

The labelling process is based on the 3D connected components technique. Figure 7.10 shows a visual representation of the pore selection and labelling.

Figure 7.10: 3D pores selection - 3D pore selection with the aid of the connected components techniques that segments the pores with the bigger voxel volume from the rest. The final three are selected considering the requirements for the simulation. The red pore is pore-3, the green is pore-6, and the blue one is pore-9.

### 7.3.5 3D pores morphological and geometric properties

The selected pore structures need to be analysed for their morphological and geometric properties.

In the following subsections the following pore properties will be presented for each one of the pores:

- **Pore skeleton:** The pore skeleton $P_{o_s}$ is the Euclidean distance line that transverses all the centroids of the pore from the top cut to the bottom. The skeleton will be used to determine the tortuosity of the pore.
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$P_{o_\zeta}$ is obtained using the original binary images. The centroid for each cut is obtained and then the distances between adjacent cuts are calculated.

$$P_{o_\zeta} = \sum_{i=1}^{i=c_N-1} d(\bar{c}_i, \bar{c}_{i+1})$$

where $c_N$ is the total number of cuts, $c_i$ is the centroid value of the cut $i$ and the operator $d(\cdot)$ is the Euclidean distance.

- **Pore length**: $P_{o_\ell}$ This is the lineal distance between the top voxel (voxel closest to the corner $(0,0,0)$) and the bottom voxel (voxel closest to the corner $(\text{max}_x,\text{max}_y,\text{max}_z)$).

- **Tortuosity**: The tortuosity $P_{o_\tau}$ is defined as the ratio between the longest path within a pore, often referred as the geodesic length, and the pore length, i.e. the Euclidean distance between the pore extremities. The pore geodesic length is obtained by computing the pore skeleton length [116].

$$P_{o_\tau} = \frac{P_{o_\zeta}}{P_{o_\ell}}$$

- **Pore inlet area**: $P_{o_\alpha}$ is the total area of the flow entrance cut. The pore inlet is defined by the number of pixels in the binary top cut image multiplied by the pixel area.

$$P_{o_\alpha} = P_{c_\alpha} \cdot \text{pixel\_area}$$

Where $P_{c_\alpha}$ is the number of pixels in the inlet cut.

- **Pore outlet area**: $P_{o_\beta}$ is the total area of the flow exit cut. The outlet pore area is defined by the number of pixels in the binary bottom cut image multiplied by the pixel area.

$$P_{o_\beta} = P_{c_\beta} \cdot \text{pixel\_area}$$

Where $P_{c_\beta}$ is the number of pixels in the outlet cut.

- **Pore area distribution**: Besides tortuosity, another important flow restriction is how the area of the pore changes with depth. The pore area distribution is obtained using the area per cut for all the cuts that form the pore. The mean pore area and the standard area deviation is obtained from the distribution.

- **Pore diameter distribution**: The pore diameter distribution provides the effective per cut diameter. The value of the diameter for each cut is obtained by averaging the distances from the cut centroid to all the pixels of the contour.

- **Hydraulic radius**: The mean pore hydraulic radius of each pore was calculated as:

$$R_h = \frac{\bar{A}_s}{\bar{P}_s}$$

Where $\bar{A}_s$ is the mean pore area and $\bar{P}_s$ is the mean perimeter of each slice.
Pore-3

In this section the Pore-3 geometric and morphological properties are presented.

- **Pore skeleton:** The effective length of the skeleton is: \( \text{Pore} = 0.026 \text{ m} \). Shown in blue in Figure 7.11.
- **Pore length:** The pore length is: \( \text{Pore} = 0.022 \text{ m} \). Shown in red in Figure 7.11.

![Figure 7.11: Pore-3 Skeleton and length](image)

Figure 7.11: **Pore-3 Skeleton and length** - Pore-3 Skeleton and length. The ratio between these values gives us the tortuosity of the pore.

- **Tortuosity:** The tortuosity is equal to:

\[
\text{Tortuosity} = \frac{\text{Pore}}{\text{Pore} \cdot \text{pixel area}} = \frac{0.026 \text{ m}}{0.022 \text{ m}} = 1.16
\]

- **Pore inlet area:** The inlet area is equal to

\[
\text{Pore area} = \text{Pore} \cdot \text{pixel area} = 18 \times (8.7 \times 10^{-5} \text{ m} \times 8.7 \times 10^{-5} \text{ m}) = 1.36 \times 10^{-7} \text{ m}^2
\]
The top binary cut with the inlet area is shown in Figure 7.12.

Figure 7.12: **Pore-3 inlet area** - Pore-3 binary cut showing the inlet area.

- **Pore outlet area:** The outlet area is equal to

  \[
  P_{o\beta} = P_{c\beta} \cdot \text{pixel\_area} \\
  = 9 \cdot (8.7 \times 10^{-5} m \times 8.7 \times 10^{-5} m) \\
  = 6.81 \times 10^{-8} m^2
  \]  

  (7.12)

  The bottom binary cut with the inlet area is shown in Figure 7.13.

Figure 7.13: **Pore-3 outlet area** - Pore-3 binary cut showing the inlet area.

- **Pore area distribution:** Pore-3 mean area is \(5.22 \times 10^{-7} m\) with a std of \(1.17 \times 10^{-7} m\)

  The top image in Figure 7.14 shows the relation between area and depth, and the bottom image represents the frequency of areas.
Figure 7.14: **Pore-3 area distribution** - Pore-3 area distribution with depth is show in the top image, the area per cut is lowest at the outlet.
- **Pore diameter distribution:** Pore-3 mean diameter is $3.67 \times 10^{-4}$ m with a std of $4.97 \times 10^{-5}$ m

The top image in Figure 7.15 shows the relation between diameter and depth, and the bottom image represents the frequency of diameter.

**Figure 7.15:** **Pore-3 diameter distribution** - Pore-3 diameter distribution with depth, as show in the top image the diameter per cut is lowest at the outlet.
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Pore-6

In this section the Pore-6 geometric and morphological properties are presented.

- **Pore skeleton:** The effective length of the skeleton is: $P_o = 0.021 \, \text{m}$. Shown in blue in Figure 7.16.

- **Pore length:** The pore length is: $P_o = 0.017 \, \text{m}$. Shown in red in Figure 7.16.

Figure 7.16: **Pore-6 Skeleton and length** - Pore-6 Skeleton and length. the ratio between these values gives us the tortuosity of the pore.

- **Tortuosity:** The tortuosity is equal to:

$$P_o = \frac{P_o}{P_o} = 0.021m \quad \frac{0.017m}{0.017m} = 1.26 \quad (7.13)$$

- **Pore inlet area:** The inlet area is equal to

$$P_o = P_{c_o} \cdot \text{pixel area}$$

$$= 40 \cdot (8.7 \times 10^{-5} \, \text{m} \times 8.7 \times 10^{-5} \, \text{m})$$

$$= 3.0276 \times 10^{-7} \, \text{m}^2 \quad (7.14)$$
The top binary cut with the inlet area is shown in Figure 7.17.

Figure 7.17: **Pore-6 inlet area** - Pore-6 binary cut showing the inlet area.

- **Pore outlet area**: The outlet area is equal to

\[
P_{o\beta} = P_{c\beta} \cdot pixel\_area \\
= 48 \times (8.7 \times 10^{-5}m \times 8.7 \times 10^{-5}m) \\
= 3.63 \times 10^{-7} \text{m}^2
\]  

(7.15)

The bottom binary cut with the inlet area is shown in Figure 7.18.

Figure 7.18: **Pore-6 outlet area** - Pore-6 binary cut showing the outlet area.
- **Pore area distribution**: Pore-6 mean area is $5.79 \times 10^{-7} \, m$ with a std of $2.022 \times 10^{-7} \, m$

  The top image in Figure 7.19 shows the relation between area and depth, and the bottom image represents the frequency of areas.

![Figure 7.19: Pore-6 area distribution](image)

- **Pore diameter distribution**: Pore-6 mean diameter is $3.92 \times 10^{-4} \, m$ with a std of $8.55 \times 10^{-5} \, m$
The top image in Figure 7.20 shows the relation between diameter and depth, and the bottom image figure represents the frequency of diameter.

Figure 7.20: **Pore-6 diameter distribution** - Pore-6 diameter distribution with depth.
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Pore-9

In this section the Pore-9 geometric and morphological properties are presented.

- **Pore skeleton**: The effective length of the skeleton is: \( P_{os} = 0.015 \) m. Shown in blue in Figure 7.21.

- **Pore length**: The pore length is: \( P_{ol} = 0.013 \) m. Shown in red in Figure 7.21.

![Figure 7.21: Pore-9 Skeleton and length](image)

Figure 7.21: **Pore-9 Skeleton and length** - Pore-9 Skeleton and length. The ratio between these values gives us the tortuosity of the pore.

- **Tortuosity**: The tortuosity is equal to:

\[
P_{ot} = \frac{P_{os}}{P_{ol}} = \frac{0.015m}{0.013m} = 1.21 \tag{7.16}
\]

- **Pore inlet area**: The inlet area is equal to:

\[
P_{oa} = P_{ca} \cdot \text{pixel area} \\
= 197 \cdot (8.7 \times 10^{-5}m \ast 8.7 \times 10^{-5}m) \\
= 1.49 \times 10^{-6}m^2 \tag{7.17}
\]

The top binary cut with the inlet area is shown in Figure 7.22.

- **Pore outlet area**: The outlet area is equal to:

\[
P_{ob} = P_{cb} \cdot \text{pixel area} \\
= 55 \cdot (8.7 \times 10^{-3}m \ast 8.7 \times 10^{-5}m) \\
= 4.16 \times 10^{-7}m^2 \tag{7.18}
\]

The bottom binary cut with the inlet area is shown in Figure 7.23.
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Figure 7.22: **Pore-9 inlet area** - Pore-9 binary cut showing the inlet area.

Figure 7.23: **Pore-9 outlet area** - Pore-9 binary cut showing the outlet area.
- **Pore area distribution**: Pore-9 mean area is $2.62 \times 10^{-6}$ m with a std of $1.28 \times 10^{-6}$ m

The top image in Figure 7.24 shows the relation between area and depth, and the bottom image represents the frequency of areas.

![Figure 7.24: Pore-9 area distribution - Pore-9 area distribution with depth.](image)
- **Pore diameter distribution**: Pore-9 mean diameter is $9.13 \times 10^{-4} \ m$ with a std of $2.64 \times 10^{-4} \ m$.

The top image in Figure 7.25 shows the relation between diameter and depth, and the bottom image represents the frequency of diameter.

Figure 7.25: **Pore-9 diameter distribution** - Pore-9 diameter distribution with depth.
Table 7.3 shows the morphometric and geometric properties of each pore. Volume ratios between each pore volume and total VER volume are 1.37%, 0.98%, and 3.28% for pore 3, 6 and 9 respectively. Pore 3 is the most vertical and straight pore, having the lowest tortuosity, and the skeleton length as the closest value to the vertical length. Pore 3 also has the lowest mean hydraulic radius, meaning that the channel is the most efficient for conducting the flow. Pore 6 is the smallest pore in volume, and has the highest tortuosity as it contains an angle. Pore 9 is the biggest pore, with the highest mean diameter and total volume. It also shows a big variation in area and has the lowest vertical slope and the highest mean hydraulic radius. It is thus the pore the less efficient to conduct the flow.

<table>
<thead>
<tr>
<th>Pore #</th>
<th>$P_0$</th>
<th>$P_o$</th>
<th>$R_h$</th>
<th>$P_o$</th>
<th>$P_o$</th>
<th>$P_o$</th>
<th>$P_o$</th>
<th>Mean area</th>
<th>STD</th>
<th>Vertical length</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>25.6</td>
<td>22.1</td>
<td>194.2</td>
<td>1.16</td>
<td>0.14</td>
<td>0.068</td>
<td>0.52</td>
<td>0.12</td>
<td>22.09</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>20.9</td>
<td>16.6</td>
<td>198.4</td>
<td>1.26</td>
<td>0.30</td>
<td>0.36</td>
<td>0.58</td>
<td>0.20</td>
<td>14.00</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>15.2</td>
<td>12.6</td>
<td>315.7</td>
<td>1.21</td>
<td>0.88</td>
<td>0.55</td>
<td>2.60</td>
<td>1.27</td>
<td>5.48</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: Morphometric and geometric properties of each pore, these properties together with the boundary conditions determine the behaviour of the fluid flow inside the pores.
7.4 Computational modelling

After the pores have been selected and the morphological measurements obtained, the 3D model of the soil wall is used as the boundary conditions for the computational modelling of the fluid flow.

The fluid solution is obtained either using the SPH implementation or with the FEM program COMSOL. Since COMSOL is a mesh based algorithm two different 3D database formats were constructed:

- **3D Mesh-free database**: The 3D model consists only of points \( \mathbf{E}_p \) with components \((x, y, z)\), all the 3D points belong to the wall (void boundary). The SPH implementation takes the position of these points and creates a set of SPH particles \( \mathbf{P} \), Figure 7.26 shows the particle system that forms the boundary wall for the SPH solution.

![Figure 7.26: Pore-3 particle system](image)

- **3D Mesh database**: COMSOL requires either a surface mesh (formed by 2D objects such as triangles or square objects) or a full tetrahedral mesh. During this experiment COMSOL was used to build a tetrahedral mesh.

The 3D model consists of the set of points \( \mathbf{E}_p \) with components \((x, y, z)\) and a set of triangles, index \( \mathbf{T}_i \) containing the three point components that form the mesh components.

The 3D object passed to COMSOL contains the triangles forming the problem walls, COMSOL uses this mesh to build a full 3D tetrahedra where the interior triangles will be used to simulate the fluid. Figure 7.27 shows the triangle mesh and the resulting tetrahedral mesh.

The computer used to solve both the COMSOL and SPH solutions has the following components:

- **CPU**: Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz 5.80GHz
- **RAM**: 16.0 GB
Figure 7.27: **Pore-3 triangle mesh** - **Left:** shows the Pore-3 Triangle mesh surface. **Right:** shows the resulting tetrahedral mesh produced by COMSOL. The COMSOL internal mesh creator was used in order to prevent external triangulation errors that could compromise the computational solver.
• **Graphic card:** GeForce GTX 580 @ 772 MHz 1544 MHz @ 1536 MB GDDR5 memory

• **System Type:** 64-bit

The next step is the definition of the computational problem and the simulation. The first section will describe the COMSOL procedure and then the SPH solution will be presented.

### 7.4.1 COMSOL solution

COMSOL is proprietary software with no source code available to the user. All the operations are performed using the solvers and options available.

The first step was to prepare the 3D model of the problem. As described in Section 7.4.1 the internal mesh generation is used.

The steps taken when modelling using COMSOL were:

I **Mesh generator:** The quality of the solution is directly related to the quality of the Mesh provided and built by COMSOL. COMSOL is a FEM Euler based solution system. FEM systems (as described in Section 1.7.1) require fixed points where the solution to the problem will be obtained.

The more vertex and tetrahedral objects provided the more points COMSOL will have to evaluate the solution. Table 7.4 presents the object triangle properties for the 3 pores.

<table>
<thead>
<tr>
<th>Pore number</th>
<th>Triangle vertices</th>
<th>Triangle faces</th>
<th>Tetrahedral mesh elements</th>
<th>Tetrahedral mesh quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9002</td>
<td>18000</td>
<td>296998</td>
<td>0.7936</td>
</tr>
<tr>
<td>6</td>
<td>9002</td>
<td>18000</td>
<td>296998</td>
<td>0.7935</td>
</tr>
<tr>
<td>9</td>
<td>3559</td>
<td>14652</td>
<td>61384</td>
<td>0.7682</td>
</tr>
</tbody>
</table>

Table 7.4: The table presents the pore mesh properties introduced into the COMSOL solver.

The quality of an element is a double value from 0 to 1, where 0.0 represents a degenerated element and 1.0 represents a completely symmetric element. Due to memory management limitations it is not possible to obtain a value of 1 so the best approximation is used in all cases.

II **Model material:** The material for the object is set to the predefined COMSOL water. The following parameters are defined:

- **Density** 1000 \( kg/m^3 \)
- **Viscosity** 0.003 \( Pa \cdot s \)
- **Inlet pressure:** \( 8.7 \times 10^{-6} Pa \)
- **Outlet pressure:** 0 Pa

III **Physic Model:** COMSOL allows for multiple types of physical models. To solve the water flow through the tetrahedral mesh the “Laminar Flow Single-Phase Flow (spf)” module was selected.

COMSOL Navier-Stokes equation (3.3) and the spf module was configured with the following options:

- **Compressibility** Incompressible flow
- **Turbulence** None
- **Initial values:** Velocity and initial pressure are set to 0
IV **Boundary conditions:** In all pores there are three boundary conditions, wall, inlet and outlet:

- **Wall:** The wall is formed by all the boundary elements, excluding the inlet and outlet definition.
- **Inlet:** Top part of the pore. The inlet is used to define the starting position of the flow and the inlet pressure.
- **Outlet:** Bottom part of the pore. The outlet is used to define the exit plane of the flow and the outlet pressure.

V **Mesh quality:** Depending on the imputed triangle mesh, different qualities of tetrahedral mesh element size can be selected in COMSOL. Table 7.4 shows the resulting mesh quality per pore. When selecting the element size for mesh building "finer quality" was picked from the element size options.

VI **Study:** COMSOL provides a module to define the solver to be used for the physical simulation. For the pore simulation the following setup was choosen:

- **Study step:** A stationary solver was selected. The stationary solver is used to solve a steady-state problem where all time derivatives vanish.
- **Solver:** An iterative solver using the (generalised minimum residual) GMRES method was choosen with a maximum number of interactions equal to 50.
- **Preconditioner:** The Geometric Multigrid method for elliptic and parabolic models was selected. This method used a coarser mesh when possible.

After configuration, COMSOL obtained the computational solution.

### 7.4.2 SPH solution

The simulation of the SPH model requires the use of a set of particle systems, one system to define the fluid and the other for the soil boundary particles.

I **Particle system:** In SPH the quality and precision of the solution is directly related to the number of particles per volume in the model. Table 7.5 gives the number of particles per pore for both components of the problem.

<table>
<thead>
<tr>
<th>Pore number</th>
<th>Fluid particles</th>
<th>Solid particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>10164</td>
<td>12814</td>
</tr>
<tr>
<td>6</td>
<td>10164</td>
<td>12814</td>
</tr>
<tr>
<td>9</td>
<td>18530</td>
<td>12535</td>
</tr>
</tbody>
</table>

Table 7.5: Number of particles per object in the model.

II **Particles material:** The particles are separated into two systems (fluid and soil). For the fluid particles the SPH initial values are:
Inlet pressure: \(8.7 \times 10^{-6} \text{ Pa}\)
Outlet pressure: 0 Pa

The soil particles are initialised with the following values:

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>1650 kg/m³</td>
</tr>
<tr>
<td>Velocity</td>
<td>0.0 m/s</td>
</tr>
<tr>
<td>Acceleration</td>
<td>0.0 m/s</td>
</tr>
<tr>
<td>Smoothing length</td>
<td>0.000181 m</td>
</tr>
</tbody>
</table>

The soil particles will always maintain a velocity of 0.0 and an acceleration of 0.0. During the collisions the fluid particles bounce off the soil ones with some loss in kinetic energy.

### Physic Model
The SPH computational solution used to solve the problem is based on the Navier-Stokes approach with viscosity and smoothing length evolution (e.g. see Section 3.4). SPH configuration is similar to the COMSOL one:

- **Compressibility**: Incompressible flow
- **Turbulence**: None
- **Initial values**: Velocity and initial pressure of the fluid are set to 0

### SPH Boundary conditions
The boundary condition is provided by the soil particle system, the inlet and outlet pressure are solved in the external force component of the simulation. The boundary conditions for the SPH solutions are:

- **Wall**: The wall is provided by the soil particles.
- **Inlet**: Top part of the pore. The inlet is used to define the starting position of the flow and the inlet pressure. SPH particles are reinitialised at this point after leaving through the outlet.
- **Outlet**: Bottom part of the pore. The outlet is used to define the exit plane of the flow and the outlet pressure. When a particle reaches the outlet it is reinitialised to be used in the next time step from the top at the inlet. The particles are reinitialised by assigned to them an initial velocity and a random position on the inlet surface.

Figure 7.28 shows Pore-3 with the boundary conditions defined.

### SPH Solution definition
The SPH implementation has a module to define how the soil will be solved and the time step resolution:

- **Time step**: A delta time \(dt = 0.00015\) was selected
- **Simulation conditions**: Navier-Stokes approach with viscosity and smoothing length evolution.

### COMSOL pores computational modelling results
After the setup is fed into COMSOL, the system starts computing the solution. The solution to the problem depends on the mesh quality, solver type, and number of interactions.
Figure 7.28: **Pore-3 SPH boundary conditions** - The figure shows the components that the SPH solution used to simulate the flux flow.
The mesh quality is a parameter that COMSOL used to determine the resolution of the tetrahedral elements forming the problem volume, as the mesh quality increased the resolution of the elements and the number of elements also increase, there are some limitations with respect to how many elements COMSOL can solve and the highest mesh quality (extra fine and extremely fine) options made the system crash and COMSOL fails to obtain the solution.

In the following sections the results for the three pores will be presented.

### 7.5.1 COMSOL Pore-3 solution

Since COMSOL is a mesh based algorithm it is important to see how the fluid flow behaves where the mesh quality is the lowest. The solution presented by the GMRES method is important for visualizing the relation between the solution and the morphologic structure of the soil boundary. Figure 7.29 shows the isosurface of the flow and mesh boundary structure.

![Pore-3 isosurface](image)

**Figure 7.29:** Pore-3 isosurface - Pore-3 isosurface describing the behaviour of the fluid flow inside the boundary. The elliptical approximation of the solution can be seen in the image.

In Figure 7.29 it can be seen that the solution of the fluid velocity has an elliptic behaviour with a centre inside the area cut. The ellipsoid solution approaches the roughness of the Pore-3 for flow values greater than 0. The no-slip condition on the boundary caused that the velocity of particles at the boundary tends to 0.

Figure 7.30 shows Pore-3 COMSOL results for different area planes in the xy-direction at different levels along the z coordinate (depth).
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Figure 7.30: Pore-3 xy-area result - Pore-3 results of the simulation. COMSOL provides a set of area solutions in the xy-direction of the flow behaviour at different depths of the pore structures.

COMSOL allows to study the volumetric flow at the outlet and at the inlet of the pores, the values are used to described the behaviour of the fluid flow. Using the differences between the inlet and the outlet volumetric flow is possible to check if the steady-state flow is preserved.

**COMSOL Pore-3 inlet**

Figure 7.31 shows the inlet area cut with the centre profile line.

Figure 7.31 shows a small interpolation mistake produced in the inlet area cut, the boundary condition is not preserved and the isosurface is not centred with respect to the boundary. This will produced an incorrect flow amount and a higher volumetric flow velocity for this cut.

**COMSOL Pore-3 outlet**

In Figure 7.32 the flow velocity for the outlet is described in the top and in the bottom the centre horizontal profile line is shown. As in the other problems there are parts of the solution where the boundary condition is roughly approximated.

The Darcy flow and volumetric flow at the outlet is:

\[
Q = 4.2 \times 10^{-14} \text{m}^3/\text{s}
\]  

(7.19)
Figure 7.31: **Pore-3 inlet flow** - Pore-3 inlet velocity magnitude of the flow. The cut provides the solution to how much fluid is entering the pore. As can been seen, there is an error in the solution approximation for the inlet cut, this will produce a small component of the solution where the boundary conditions are not preserved.
Figure 7.32: **Pore-3 outlet flow** - Pore-3 outlet flow, the cut provides the solution for how much fluid is leaving the pore. At the exit plane a better solution of the velocity at the boundary conditions can be seen.
\[ v = 8.6 \times 10^{-9} \text{ m/s} \]  

(7.20)

**COMSOL Pore-3 results**

From the simulation results and the geometric and morphological analysis of the pores some physical properties to describe the flow in the pore are obtained.

The first description is the pore permeability (see Equation 6.2). For Pore-3 the permeability is equal to:

\[ \kappa = 1.9 \times 10^{-8} \text{ m}^2 \]  

(7.21)

**7.5.2 COMSOL Pore-6 solution**

Figure 7.33 shows the isosurface of the flow and the mesh boundary structure for Pore-6.

![Figure 7.33: Pore-6 isosurface](image)

Figure 7.33: **Pore-6 isosurface** - Pore-6 isosurface describing the behaviour of the fluid velocity. Problems when approximating the boundary walls can be seen in the isosurface components.

Figure 7.34 shows the Pore-6 COMSOL results for different area planes in the xy-direction at different levels along the z coordinate (depth). Since the outlet cut is in the plane yz-direction the plane will be redefined for the calculations.
7.5. COMSOL pores computational modelling results

**COMSOL Pore-6 inlet**

Figure 7.34 shows the inlet area cut with the centre profile line. The inlet flow in COMSOL is not equal to the outlet and this will caused a difference in the result compared to SPH.

**COMSOL Pore-6 outlet**

Figure 7.35 shows the outlet area cut with the centre horizontal profile line.

The Darcy flow and volumetric flow at the outlet is:

\[
Q = 5.6 \times 10^{-15} \text{m}^3/\text{s} 
\]

\[
v = 1.5 \times 10^{-10} \text{m/s} 
\]

**COMSOL Pore-6 results**

For Pore-6 the permeability is equal to:

\[
\kappa = 2.2 \times 10^{-10} \text{m}^2 
\]

The permeability of pore-6 is lower than for pore-3; in the morphological and geometrical section it was already noted that the tortuosity and general area will reduce the fluid flow.
Figure 7.35: **Pore-6 inlet flow** - Pore-6 inlet flow, the cut gives the solution for how much fluid is entering the pore. Due to the morphology of the top of the Pore-6 object COMSOL provided a better approximation than for Pore-3.
Figure 7.36: **Pore-6 outlet flow** - Pore-6 outlet flow, the exit plane was chosen to be on the yz-direction due to the pore morphology.
7.5.3 COMSOL Pore-9 solution

Figure 7.37 shows the isosurface of the flow and the mesh boundary structure for Pore-9. The resulting COMSOL isosurface description is missing the top part of the pore solution, this could be due to the mesh-quality but the number of mesh elements is limited by the available memory.

Figure 7.38 shows the Pore-9 COMSOL result for different area planes in the xy-direction at different levels along the z coordinate (depth). Since the outlet cut is in the plane yz-direction the plane will be redefined for the calculations.

COMSOL Pore-9 inlet

Figure 7.39 shows the inlet area cut with the centre profile line. The inlet data is provided when a transversal cut is defined at the top of the pore but the problem on the isosurface is still present, and the approximation will deteriorate at the following cuts.

COMSOL Pore-9 outlet

Figure 7.40 shows the outlet area cut with the centre horizontal profile line.

The volumetric flow and the Darcy flow at the outlet is:

\[ Q = 8.8 \times 10^{-14} \text{m}^3/\text{s} \]  (7.25)
7.6. Smoothing Particle Hydrodynamics pores computational modelling results

Figure 7.38: **Pore-9 xy-area result** - Pore-9 results of the simulation. A similar problem to that in the case of the isosurface solution is presented, since the isosurfaces elements are not present to obtain the correct volumetric flow most of the components on the top part of the pore have only values related to the boundary conditions and do not represent the fluid flow.

\[
v = 1.5 \times 10^{-9} m/s
\]  
\[\text{(7.26)}\]

**COMSOL Pore-9 results**

For Pore-9 the permeability is equal to:

\[
\kappa = 2.6 \times 10^{-9} m^2
\]  
\[\text{(7.27)}\]

Pore-9 has the greatest angle with respect to the vertical this caused a slower flow velocity and less permeability.

## 7.6 Smoothing Particle Hydrodynamics pores computational modelling results

This section presents the results obtained using the SPH system simulation.
Figure 7.39: **Pore-9 inlet flow** - Pore-9 inlet flow, the cut provides the solution for how much fluid is entering the pore. The inlet of pore-9 is formed by two streams.
Figure 7.40: **Pore-9 outlet flow** - Pore-9 outlet flow, the exit plane was chosen to be on the yz-direction due to the pore morphology.
The SPH simulation will use the particle based boundary model for the solid particles. The solid boundary particles will not have any deformation and during the simulation the properties of the particles will be constant. They will be used to solve the collision and anti-penetration forces for the fluid particles.

### 7.6.1 Smoothing Particle Hydrodynamics Pore-3 solution

The SPH solution provides a database containing the physical properties of all the fluid particles at each time step. These properties include the particle velocity, total area velocity, and volumetric velocity, for each defined time step.

Figures 7.41 and 7.42 shows area cuts from different z-depth levels with the velocity of the particle system.

Figures 7.41 and 7.42 also shows how the particles approximate the morphology of the boundary walls of the pores. The boundary condition of no-slip is maintained and the areas of the flow fluid furthest from the wall have the highest velocity.

Since the pore is not formed by perfect elliptical or circular shapes, flow behaviour is affected by the pore shape at different depths. Another important factor of the flow behaviour is the tortuosity of the pore, the highest tortuosity will produce the least uniform flow.

#### Smoothing Particle Hydrodynamics Pore-3 inlet

The fluid inlet measure in the frontier between the collector exit and the entrance to Pore-3 is shown in Figure 7.43.

The resulting integration of volumetric flow and flow over the inlet area is:

\[
Q = 4.39 \times 10^{-13} m^3/s \quad (7.28)
\]

\[
v = 3.22 \times 10^{-7} m/s \quad (7.29)
\]

#### Smoothing Particle Hydrodynamics Pore-3 outlet

The flow of fluid leaving the pore at the outlet is shown in Figure 7.44.

The volumetric flow velocity and the velocity of the flow at the outlet after the complete SPH simulation are:

\[
Q = 4.71 \times 10^{-14} m^3/s \quad (7.30)
\]

\[
v = 9.4 \times 10^{-9} m/s \quad (7.31)
\]

#### Smoothing Particle Hydrodynamics Pore-3 results

After the SPH solution is obtained, Pore-3 permeability can be calculated from the outlet flow output. Using Equation 6.2:

\[
\kappa = 2.1 \times 10^{-8} m^2 \quad (7.32)
\]

### 7.6.2 Smoothing Particle Hydrodynamics Pore-6 solution

Figures 7.45 and 7.46 shows the volumetric velocity flow of the particle system at different z-depth levels.
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Figure 7.41: **Pore-3 SPH cuts velocity flow** - Volumetric velocity flow plot. The 2D-plot shows discrete position on the surface area and the volumetric velocity flow related to it.
Figure 7.42: **Pore-3 SPH cuts velocity flow** - Volumetric velocity flow plot. The 2D-plot shows discrete position on the surface area and the volumetric velocity flow related to it.
7.6. Smoothing Particle Hydrodynamics pores computational modelling results

Figure 7.43: **Pore-3 SPH inlet flow - Top:** Pore-3 inlet flow result for the SPH simulation. **Bottom:** The inlet is formed by random seeds and it will not behave as the boundary shape, the simulation will make the fluid behave as the boundary after the inlet.
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Figure 7.44: **Pore-3 SPH outlet flow** - The cut provides the solution for how much fluid is leaving the pore. In the exit plane a better approximation to the boundary conditions can be seen.

**Smoothing Particle Hydrodynamics Pore-6 inlet**

The fluid inlet measured between the collector exit and the entrance to Pore-6 is shown in Figure 7.47.

The resulting integration of volumetric flow and flow over the inlet area is:

\[ Q = 1.07 \times 10^{-13} \text{m}^3/\text{s} \]  
\[ v = 3.53 \times 10^{-7} \text{m/s} \]  

(7.33)  

(7.34)

**Smoothing Particle Hydrodynamics Pore-6 outlet**

The flow of fluid leaving the pore at the outlet is shown in Figure 7.48.

The volumetric flow velocity and the velocity of the flow at the outlet after the complete SPH simulation are:

\[ Q = 1.1 \times 10^{-13} \text{m}^3/\text{s} \]  
\[ v = 2.9 \times 10^{-9} \text{m/s} \]  

(7.35)  

(7.36)

**Smoothing Particle Hydrodynamics Pore-6 results**

After the SPH solution is obtained, the Pore-6 permeability can be calculated using the outlet flow output. Using Equation 6.2:

\[ \kappa = 4.2 \times 10^{-9} \text{m}^2 \]  

(7.37)
7.6. Smoothing Particle Hydrodynamics pores computational modelling results

Figure 7.45: Pore-6 SPH cuts velocity flow - Volumetric velocity flow plot. The 2D-plot shows discrete position on the surface area and the volumetric velocity flow related to it.
Figure 7.46: **Pore-6 SPH cuts velocity flow** - Volumetric velocity flow plot. The 2D-plot shows discrete position on the surface area and the volumetric velocity flow related to it.
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Figure 7.47: **Pore-6 SPH inlet flow** - **Top:** Pore-6 inlet flow result for the SPH simulation. **Bottom:** The inlet is formed by random seeds and it will not behave as the boundary shape, the simulation will make the fluid behave as the boundary after the inlet.
Figure 7.48: **Pore-6 SPH outlet flow** - The cut provides the solution for how much fluid is leaving the pore. Due to the shape of the pore the fluid has a non centric maximum component (affected by gravity).
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7.6.3 Smoothing Particle Hydrodynamics Pore-9 solution

Pore-9 has a greater angle from the horizontal. This means SPH produces a slower flow transversing the pore. Figures 7.49 and 7.50 shows some cuts with the volumetric flow at different depth levels of the pore.

**Smoothing Particle Hydrodynamics Pore-9 inlet**

The fluid inlet measured between the collector exit and the entrance to Pore-9 is shown in Figure 7.51.

The resulting integration of volumetric flow and flow over the inlet area is:

\[
Q = 2.96 \times 10^{-13} \text{m}^3/\text{s} \tag{7.38}
\]

\[
v = 3.37 \times 10^{-7} \text{m/s} \tag{7.39}
\]

**Smoothing Particle Hydrodynamics Pore-9 outlet**

The flow of fluid leaving the pore at the outlet is shown in Figure 7.52.

The volumetric flow velocity and the velocity of the flow at the outlet after the complete SPH simulation are:

\[
Q = 3.50 \times 10^{-13} \text{m}^3/\text{s} \tag{7.40}
\]

\[
v = 2.10 \times 10^{-8} \text{m/s} \tag{7.41}
\]

**Smoothing Particle Hydrodynamics Pore-9 results**

After the SPH solution is obtained, Pore-9 permeability can be calculated using the outlet flow output. Using Equation 6.2:

\[
\kappa = 1.00 \times 10^{-8} \text{m}^2 \tag{7.42}
\]

7.7 Result analysis

Table 7.6 contains a summary of the principal results from the analysis of the pores using COMSOL and SPH.

It can be seen from Table 7.6 that there is a difference in the amount of fluid volume at the outlet in the COMSOL and SPH simulations. There are several reasons for this. In the COMSOL simulation the differences depend on how many elements the inlet mesh has and it will produced different inlet flow. Different qualities of mesh will give different approximations to the inlet. COMSOL is not open source software so the factors that determine the fluid volume, besides inlet area and the number of elements in the mesh, are not available to us.

In the SPH simulation the fluid volumes depend directly on the number of particles and the volume of each particle. For this simulation the volume of each particle was the same as the resolution of the CT-scan voxel, \(8.7 \times 10^{-5} \times 8.7 \times 10^{-5} \times 8.7 \times 10^{-5} = 6.59 \times 10^{-13} \text{ m}^3\) per particle, and the number of particles was related to the number of internal pixels in each z-cut.
Figure 7.49: **Pore-9 SPH cuts velocity flow** - Pore-9 SPH cuts volumetric velocity flow plot, the flow changes as the boundary conditions shape changes.
Figure 7.50: **Pore-9 SPH cuts velocity flow** - Pore-9 SPH cuts volumetric velocity flow plot, the flow changes as the boundary conditions shape changes.
Figure 7.51: **Pore-9 SPH inlet flow - Top:** Pore-9 inlet flow result for the SPH simulation. **Bottom:** The inlet is formed by random seeds and it will not behave as the boundary shape, the simulation will make the fluid behave as the boundary after the inlet.
Figure 7.52: **Pore-9 SPH inlet flow** - Pore-9 outlet flow. The cut provides the solution for how much fluid is leaving the pore. Due to the angle of the pore with respect to the z-direction the fluid flow is slower than in pore-3.

The differences in inlet volume resulted in differences between all SPH and COMSOL calculations, but both systems maintain a similar flow at the inlet and the outlet. The two methods gave different solutions for the final porosity.

As shown in the previous sections a strength of SPH is its ability to approximate the boundaries and react as a real fluid when they change the fluid shape. The tortuosity produced a change in the flow and modified the principal flow centre.

Volumetric flows were compared to the flow calculated with Poiseuille law Equation 7.43:

\[ Q_p = \frac{\Delta P \pi d^4}{128 \mu L} \]  

Where \( d \) is the mean diameter of the pore, using the equivalent mean diameter of the pore and the skeleton length. Although values were of the same order of magnitude, simulated flow rates were either lower than the Poiseuille flow (pore 9 with Comsol) or higher (Pore 3 and Pore 6 only for SPH) showing the role played by the variation of area along the pore length and the pore tortuosity, the results are shown on Table 7.7.

### 7.8 Multi-pores simulation

One advantage of the SPH algorithm is the capability to manage multi-pores with size bigger than the memory available, this provides a tool to simulate structures formed by more than one pore. Figure 7.53 shows the original pore configuration.

Each pore will have a flow with different characteristics dependent on the pore properties. The pores are named from pore 1b to 6b.

Pore-1b is a simple pore component similar to the ones studied in the previous sections, there is one main component where the fluid flows, Figure 7.54.
Table 7.6: The table summarises the important results of the computational modelling of the pores and shows the differences in results between COMSOL and SPH.

<table>
<thead>
<tr>
<th>Pore #</th>
<th>Tortuosity</th>
<th>COMSOL tetrahedral</th>
<th>SPH total particles</th>
<th>Outlet volumetric flow</th>
<th>Darcy’s velocity</th>
<th>permeability</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.16</td>
<td>296998</td>
<td>22978</td>
<td>COMSOL: $4.20 \times 10^{-14}$ m$^3$/s</td>
<td>COMSOL: $8.60 \times 10^{-9}$ m/s</td>
<td>COMSOL: $1.90 \times 10^{-8}$ m$^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SPH: $4.70 \times 10^{-14}$ m$^3$/s</td>
<td>SPH: $9.40 \times 10^{-9}$ m/s</td>
<td>SPH: $2.10 \times 10^{-8}$ m$^2$</td>
</tr>
<tr>
<td>6</td>
<td>1.26</td>
<td>296998</td>
<td>22978</td>
<td>COMSOL: $5.60 \times 10^{-15}$ m$^3$/s</td>
<td>COMSOL: $1.50 \times 10^{-10}$ m$^3$/s</td>
<td>COMSOL: $2.20 \times 10^{-9}$ m$^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SPH: $1.10 \times 10^{-13}$ m$^3$/s</td>
<td>SPH: $2.90 \times 10^{-9}$ m/s</td>
<td>SPH: $4.20 \times 10^{-9}$ m$^2$</td>
</tr>
<tr>
<td>9</td>
<td>1.21</td>
<td>61384</td>
<td>31065</td>
<td>COMSOL: $8.80 \times 10^{-14}$ m$^3$/s</td>
<td>COMSOL: $1.50 \times 10^{-9}$ m/s</td>
<td>COMSOL: $2.60 \times 10^{-9}$ m$^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SPH: $3.50 \times 10^{-13}$ m$^3$/s</td>
<td>SPH: $2.10 \times 10^{-8}$ m/s</td>
<td>SPH: $1.00 \times 10^{-8}$ m$^2$</td>
</tr>
</tbody>
</table>

Table 7.7: The table summarises the volumetric flow comparison between the SPH and COMSOL computational method and the analytical result of the Poiseuille equation.

<table>
<thead>
<tr>
<th>Pore #</th>
<th>Poiseuille Outlet $m^3/s$</th>
<th>SPH Outlet $m^3/s$</th>
<th>COMSOL Outlet $m^3/s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$4.10 \times 10^{-15}$</td>
<td>$4.70 \times 10^{-14}$</td>
<td>$4.20 \times 10^{-14}$</td>
</tr>
<tr>
<td>6</td>
<td>$6.30 \times 10^{-15}$</td>
<td>$1.10 \times 10^{-13}$</td>
<td>$5.60 \times 10^{-15}$</td>
</tr>
<tr>
<td>9</td>
<td>$1.70 \times 10^{-13}$</td>
<td>$3.50 \times 10^{-13}$</td>
<td>$8.80 \times 10^{-14}$</td>
</tr>
</tbody>
</table>
Figure 7.53: **Multi-pores experiment** - Using the SPH capabilities of dividing a volume problem using the tree of trees approach multiple pores are can be solve.

Figure 7.54: **Multi-pores experiment, pore-1b** - The figure shows the fluid flow of the first component of the SPH simulation, the flow traverses the pore from the inlet to the outlet without any problem.
Pore-2b is similar to Pore-1b and has a simple structure but after running SPH it can be seen that there is no passage for the fluid since the CT-scan result gives a collapse area and the pore structure is completely closed. The pore starts full of fluid but after some time step it become empty since no more fluid is entering the bottom part. Figure 7.55 shows the result of the simulation, this is an important step in multiple pore studies since more pores could be connected to this one and they will also not receive fluid input from this component.

Figure 7.55: Multi-pores experiment, pore-2b - In the second component a problem with the flow is presented, the pore is not open internally.

Pore-3b is an example of a pore that is subdivided into more components to enable its simulation. Figure 7.56 shows how the tree of trees subdivided the pore into different octants (white nodes), then the program can calculate how many nodes can be solved at the same time, the complete flow is shown in Figure 7.56.

Figure 7.56: Multi-pores experiment, pore-3b - Tree of trees application to solved bigger pore components, SPH can adapt the tree structure depending on memory availability.

Pore-4b (Figure 7.57) shows a similar result to Pore-3b but the difference is in the principal flow component. In the case of Pore-4b there is only one and the rest of the pore will only have stationary
fluid, to save memory SPH will consider these parts as full and continuing solving the flow path.

Figure 7.57: Multi-pores experiment, pore-4b - Pore component with a flow path surrounded by stationary fluid, SPH will use an approximation for the volume that will not flow.

Pore-5b is another example of a simple pore were the fluid flows without any problem, the components with static flow are solved in the same fashion as the cases presented for Pore-4b, Figure 7.58.

Figure 7.58: Multi-pores experiment, pore-5b - Flow of fluid on component number 5 of the pore structures.

The final component, Pore-6b, is a mix between a simple pore and stationary flow components, the SPH algorithm can use the tree of trees and the kinematic flags to approximate the areas where the fluid needs to be solved (since it is changing) and stop the simulation where the fluid is stationary, Figure 7.59.

Using SPH to solve multiple components allows us to have a more complete representation of the
problem. The tree of trees structure is being upgraded so it can have statistical measurements of the flow and the connection between components can be done after the top pores are solved.

There is no comparison to COMSOL since the tool does not provided a solution for problems with larger memory requirements than is available on the system.

\section*{7.9 Conclusions}

In this chapter a study of a pore structure obtained from a CT-Scan system was presented using an implementation of SPH and a commercial software (COMSOL). The computational methods used to solve the flow problems were different, SPH used a mesh-free approach whereas COMSOL used a mesh based method.

After obtaining the results for all the pores, the two methods exhibited consistent differences between their volumetric flow results. The reasons were presented in Section \ref{7.7}. In order to determine which method better approximated a real flow situation further studies are necessary.

In a future work, a SPH system will be used to obtain the results from known geometric shapes in order to obtain a better calibration of the particle system and determine the number of particles necessary to solve a specific volume.

The ability of SPH to approximate a specific shape can be seen in Figure \ref{7.60}. To solve for the reduced number of particles on the limit of the fluid the particle ghost method presented in \cite{article43} is used, with this method a set of fluid particles is created at the boundary to allow the system to retain a sufficient number of particles to obtain a proper approximation with the computational solution.

The used of a CT-scan to obtain the morphological data allows for a better representation of problem. Instead of having a model that describes the shape of the problem the CT-scan data provides a database containing all the morphological data.

The next step for this part of the research is to obtain calibrated data for the soil and use the soil components during the simulation of the fluid.
Figure 7.60: **SPH inlet flow and boundary shape** - The mesh-free method of SPH allows for a good approximation of the boundary, the small blue dots outside the area are caused by the integration (it takes some points of the cut above the interest one).
8.1 Conclusions

The use of the SPH mesh-free method as a possible solution was chosen as the phenomena being studied in the Intelligent Vision Systems New Zealand laboratory deal with fluid dynamics and solid surface deformation. After a review of the literature it was considered that a mesh-free approach could provide the most accurate computational solution.

During the study of the SPH algorithm different considerations and versions were obtained with a focus on solving the problems presented during the research. The history of the SPH implementation at the Intelligent Vision Systems New Zealand laboratory can be summarized as:

- **ANSI C implementation:** The first approach was to adapt the code presented in the book [5], this first version consisted only of the fluid component with a simple linear search solution for the neighbourhood and the collision lists. The boundaries were formed by virtual particles.

  The lists search algorithm used the same loop to solved the neighbourhood and the collision lists, the discrimination for the algorithm to decide in which one of the list the interaction will belongs too is the particle type property, if two particles have the same value the neighbourhood test will be execute and if they are different the collision test will be run.

  To solve fluid-boundary interaction only the anti-penetration forces are used.

- **Particle structure:** One step that was implemented is the use of structures to define the particle objects in C++. The particle structure contains all the properties associated with the particle type. This implementation was removed from the SPH implementation when the parallel solution was built because of the problem of transferring fragmented memory from the host to the device. Using structures means that all the particle information needs to be transfered to the device, increasing the computational time of the operation and reducing the amount of particles the GPU can handle.

- **Elastic solid implementation:** After the first SPH implementation was obtained the method was expanded to solve elastic solids following the implementation presented in [7]. The implementation was based on the solid solution with SPH but at this point the interaction collision responses between solid particles and fluid particles or different solids was only based on the anti-penetration force and the solid was exclusively elastic.
• **Octree implementation:** To reduce the computational time the octree implementation was introduced to the solution, the first implementation of the tree solution had a linear tree traversal and the Morton key was not yet introduced.

• **Object subdivision:** After adding the octree solution the computational time improved to a point where more objects could be represented in the simulation, it also allowed for more complex fluid-solid interaction. The next problem was to reduce the loop iteration count when visiting all the particles in all calculations. An object type is defined to distinguish between objects of different types, this allows us to reduce the loop iteration count to solve each object and to focus on the specific solutions for each type. For example in the case of the internal forces it allows us to implement the specific solution for each particle type without the need to solve an if statement for each particle. This procedure is also used in the parallel solution to organise the objects' memory that is going to be transferred to the device for each kernel.

• **Morton key:** The most costly operation in the octree implementation is the tree traversal operation. Without any space references, all the tree transversal operations for all the particles need to start at the top level node, this increases the number of nodes that need to be tested and thus the computational cost per particle increases. The Morton key implementation to relates the particle position with a node location in the tree.

• **Parallel implementation:** A parallel solution based on the CUDA architecture was also developed at the Intelligent Vision Systems New Zealand laboratory. The parallel solution allows us to solve several particles at a time (Figure 8.1), reducing the computational cost of the SPH solution for problems with a high number of particles (e.g. see Section 6.6). A different solution to the parallel problem than the one presented in [8] is introduced. The new solution is necessary because of the difference in the parallel systems, the work presented in [8] is based on a solution for multi-core CPUs whereas the one developed in this thesis is based on the CUDA architecture. The biggest difference between the methods is the number of parallel threads and how they are handled. In the CPU implementation the number of parallel threads is low enough (eight core CPUs) that each thread can solve an octant of the problem, and since the implementation is based on a CPU there is enough memory to solve complete octants. In the CUDA implementation the solution is on the other side of the spectrum, a greater number of cores with less memory available. The ghost node implementation was introduced as a solution to the division of the tree into multiple threads.

• **Viscoelastic solids:** Since the solid behaviour being studied at the Intelligent Vision Systems New Zealand laboratory was not perfectly elastic (e.g. see Section 6.5) a new viscoelastic implementation was added to the SPH solution to simulate this type of solids.

• **Stereo-vision input:** A module to connect to the results obtained from stereo-vision techniques and equipment developed at the Intelligent Vision Systems New Zealand laboratory was added. The change in depth of a real object undergoing external forces was measured to obtain the material properties with an inverse implementation of the SPH application (e.g. see Section 6.2).

• **Kinematic flags:** The next code implementation is the introduction of the flags system based on the movement of the particles and their relation with the tree structure. The flags track when a particle needs to update its neighbourhood, collision list, or whether it going to be solved in the current time step.
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Figure 8.1: **Parallel and serial solutions differences** - **Left:** The serial solution has two loops that need to be solved, the outer loop solves all particles $i$ of an object and the internal loop solves the collision and neighbourhood list per particle $i$. **Right:** The CUDA implementation parallelised the outer loop, leaving each thread to solve the inner loop per particle.

- **Tree of trees:** The final implementation added to the SPH solution is the tree of trees structure. This structure subdivides the problem volume when the relation between the object resolution and total volume is big or when the system memory is not enough to solve the complete problem.

Figure 8.2 shows a schematic view of the final implementation of the SPH algorithm presented in this thesis.

Chapter 6 presents the different results of each implementation and the improvements that each module bring to the SPH solution. To compare the accuracy of the solutions two different experiments were implemented, the first one tests the module to relate SPH to the stereo-vision technique, where the objective was first to obtain the material values of the real object and then obtain the SPH solution of the strain field. The second test was the use of the SPH implementation in the solution of the flow of fluid in macro-pores structures. To test the solution of SPH the commercial implementation COMSOL was used to test the same objects. Chapter 7 presents the advantages of using SPH to simulate flow inside the pores. The more important advantages are:

- **1:** SPH closely approximated the boundary conditions since the particles move and adapt closely to it, in the COMSOL mesh methods the boundary is defined by the original tetrahedra and the resolution to the boundary depends on the original mesh resolution but the computational cost and memory requirement for solving more dense meshes make it impossible to use COMSOL with current consumer hardware.

- **2:** Since the implementation of the SPH algorithm contains several tools to solve the problem of memory limitations, the resolution and problem size can be bigger than the limits presented by COMSOL, these limits are only associated with the application and not with the technique it used to solve the problem.
Figure 8.2: Schematic view of the SPH solution - The final SPH implementation will decide which components are the ones that will solve the problem being simulated with the least computational cost.
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- **3:** The use of the GPU to obtain solutions to problems with a number of particles above 20000 efficiently, the GPU implementation has a faster computational time for complex problems.

- **4:** In some problems, such as pore-9, the solution presented by COMSOL shows a different behaviour on the isosurface, how COMOSL approximated the solution when the isosurface is not found in part of the problem is not known to us, in SPH the solution for the angle that Pore-9 has is solved by increasing the number of boundary particles and thus increasing the resolution on the boundary interaction. In COMSOL a more refined mesh was defined but the results were similar, the mesh was set to the maximum possible without any meaningful change in the behaviour.

- **5:** The inlet-outlet equal value relation to maintain the volume inside the pore was only obtained by SPH. Using COMSOL, the inlet and outlet are not equal. This is one of the advantages of having our own source code to solve specific problems since it is possible to modify the solution to approximate the conditions that are specific to the phenomenon being studied.

The current SPH implementation has some numerical errors and limitations. The most important current limitations are:

- **1:** The dynamic solution of SPH is found at the cost of longer computational time since each new step needs to be solved.

- **2:** The post-simulation analysis on COMSOL is more user friendly and complete than the current solution for SPH. At this time the post-simulation analysis is done using MATLAB and is not integrate as a module on the SPH implementation. This causes problems in the portability of the system since MATLAB code is needed to use the analysis tool provided with SPH. To solve this problem we are considering implementing the code analysis in the SPH implementation using C and an open source library such as OCTAL.

- **3:** Another disadvantage is the number of modules available to the user. At this point the user interface module for defining different problems has been developed on a necessities basis, so a new type of problem can require the modification of the input interface. It is planned to extend the code to a more user-friendly interface.

- **4:** Solution correctness is also a point of study. New research following the approach of using known shapes such as the ones presented in Sections 6.4.2 and 6.4.1 is being implemented, in the planned research a 3D-printer is going to be used to build the shapes and test them so it becomes possible to compare directly against real results.

- **5:** The stereo solution module is also being researched at the Intelligent Vision Systems New Zealand laboratory, as the research progresses and more data is available the solution will be extended to more applications.

- **6:** Volume size resolution. In the SPH implementation of the pore studies the volumes were obtained from CT-scan data, these volumes are approximated from square voxels to spherical representations. In Section 6.4.3 the management of this problem in the current SPH implementations by increasing the boundary resolution is presented but this solution is still an approximation of the volumes. This will always be a problem in mesh-free methods when approximating a continuum volume, for problems where the specific data is not known the total geometric volume (voxel counts) is used to obtain the volume per particle.
7: In the parallel implementation a current limitation is the cost of using double precision, since the GPU will take twice the time to solve the same operation and the number of available cores are limited (depending on the GPU model). The SPH implementation lets the user decide whether to use float or double precision since the CUDA architecture is evolving in a direction that will solve this problem in the future.

At this time the work presented in the Thesis provides a mesh-free parallel solution that can be adapted to different problems and provides a modular structure that allows the use of the basic SPH computational solution for new problems integrating only the new physical laws of the problem. Some of the limitations and new elements are currently being researched, the following points expected to be integrated into the SPH implementation in the future:

1: The user interface is based on ASCII “.dat” files containing the initial information about the simulation, at some point the work will be extended to create a graphical user interface. Another area of current research is the integration of the SPH interface with a web application with the ability to run the solution on a remote server, the importance of this future implementation is the cost efficiency in having a central server with multiple GPUs and top of the line CPU and RAM memory size that can support the requests of several users around the world.

2: New research on more accurate stereo-vision systems could potentially provided the SPH implementation with more spatial information about the objects under deformation. To be able to make use of this a new constitutive equation for complex solids needs to be implemented.

3: Application of the SPH algorithm to solve Biomechanical problems, at this moment the SPH viscoelastic module is being adapted to solve deformations of the oesophagus.

4: SPH adapted to a multiple GPU implementation, where different kernels can be solved at the same time in different GPUs.

5: New graphic output for problems related to animation and visualisation. The SPH implementation can also be used in the area of visualisation and some work oriented to having a graphical output is being researched by students involved in the project.

6: As mentioned, the limitations of the measurement of the accuracy of SPH for problems in where experimental data is not available will be addressed by the use of general geometric forms. In Sections 6.4.2 and 6.4.4 the mathematical definitions of different shapes were used to measure the behaviour of the SPH under different conditions. This test will be extended with the use of a 3D-printer and experimental measurements to obtain a benchmark of the behaviour under experimental conditions of the fluid on different shapes.
Appendix A

CUDA ARCHITECTURE

The information presented on this appendix is based on the information presented by NVIDIA on the documents [118, 119, 120], the book [121] was used to obtain the description of the different memory types currently available on the CUDA architecture.

At the end of the appendix an example of how to use CUDA to obtain a parallel implementation of the mean filter is introduced, the code is based on a solution implemented by me and used in the IVS lab, note that the solution was modified to serve as an example and some of the components were implemented CUDA (Compute Unified Device Architecture) is a parallel computing architecture developed by NVIDIA as a computing engine for the NVIDIA graphics processing units (GPUs), CUDA is used to obtain a parallel solution to computational problems, some of the advantages that CUDA provide are:

- **Heterogeneous serial parallel programming (CPU + GPU):** The CPU (host) and the GPU (device) communicate by memory transfer. This operation can be done at any time during a solution, allowing the CUDA implementations to intermix serial and parallel components.

- **Scalable solution:** The number of cores and threads can be adapted to each specific problem making it possible to scale (within the hardware limits) the number of elements (blocks and threads) to fit the specific problem. When the number of elements have been defined for a specific hardware the same implementation can be used on other models of GPU and CUDA will scale the problem to fit the limits of the new hardware.

- **Code language:** The coding commands and structure are similar to those used in C/C++.

- **Cost efficiency:** The relation between price and computing power decreases with each iteration of the hardware released by NVIDIA, and with the new low level entries such as the GTX 560 Ti the use of parallel systems using GPU solutions has become a more affordable solution.

- **Notebook implementation:** In the new generation of portable computers Nvidia introduced the GeForce GTX 560M, reducing the gap between portable computer and desktop and making it possible to run the SPH implementation without any modifications.

The CUDA solutions run in the host CPU and it is from the host that the calls to the GPU (device) are made, the GPU solutions are called with the use of kernels, the kernels are written in C/C++. One device executes one kernel at a time and the kernel is solved in N threads in parallel. Figure A.1 shows
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Figure A.1: Heterogeneous progression of a CUDA implementation - The Heterogeneous progression of a CUDA implementation allows for mixed solutions between serial and parallel components. The computational cost to the system increases with the number and size of the memory transfer. CPU multithreading allows for solutions that runs the solution concurrently on the CPU and the GPU.

A schematic representation of the code progression with calls between the host and the device and the necessary memory transfers.

Each kernel defines the code that will be solved by all the threads in parallel, each thread solves the same code with different data. Conditional branching is possible but if this occur each branch will be solve in serial. CUDA organise the parallel solution using a grid representing the GPU device, each grid is divided into blocks and each block contains the CUDA threads. In order to make use of the CUDA thread organization the API provides with three three-dimensional vectors variables: threadIdx, blockIdx and blockDim.

Each block contains a number \( N \) of threads, this size of the block is define by the user on each dimension. The user also provide with the number of blocks per grid. Each block can contain up to 1024 threads, and in order to executed more threads the kernel can be executed by a number of equally shaped blocks. An NVIDIA GPUs multiprocessor is designed to execute hundreds of threads concurrently using the architecture called SIMT (Single-Instruction, Multiple-Thread). In Figure A.2 is shown the relation between the grid, block and thread organizatin, the grid represents the device been use and the Figure shows the 3D structure of the threads and blocks.

If each one of the individual thread are used to directly read a part of a linear array, the linear index for each one of the three dimensions using the thread and block index are define on Equation A.1 for 2D and Equation A.2 for the 3D:
Figure A.2: **CUDA logical structure** - CUDA make uses of the grid, block and threads elements to organized the parallel solution of the kernel.

\[
\begin{align*}
\text{unsigned int } x &= \text{threadIdx.x} + (\text{blockIdx.x} \times \text{blockDim.x}) ; \\
\text{unsigned int } y &= \text{threadIdx.y} + (\text{blockIdx.y} \times \text{blockDim.y}) ; \\
\text{unsigned int } z &= \text{threadIdx.z} + (\text{blockIdx.z} \times \text{blockDim.z}) ; \\
\text{unsigned int } v &= \text{array.width} ; \\
\text{unsigned int } w &= \text{array.depth} ; \\
\text{unsigned int } \text{index} &= x + (y \times v) + (z \times v \times w) ;
\end{align*}
\]

Using a combination of threadIdx, blockIdx and blockDim each individual thread on the kernel can be identify. On Figure is shown an schematic representation of the relations between blocks and threads, note that inside each block the thread index start at 0 \(^\text{A.2}\).
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Figure A.3: CUDA blocks and threads index - Each block contains a set of threads that will be execute in parallel, the thread index per block starts a 0 and the full individual index of each thread is a combination of the values threadIdx, blockIdx and blockDim.

The kernel functions are solved one at the time in the grid. The operations inside the device can have different computational times for different threads. To force the algorithm to wait for all the threads inside a kernel to be completed before continuing executing the kernel the command \texttt{syncthreads()} is use.

The blocks cannot synchronise, the reason for this is that blocks can be solved in any order, and more importantly the blocks can be solved either in serial or in parallel. CUDA manages the blocks in this manner so the kernel functions can be scaled across any number of parallel cores (depending on the application and the GPU capabilities). Scalability of the code allows its use in different GPUs with different specifications without needing to modify the code. The serialisation of the blocks will depend on the GPU. Figure A.4 shows an example of two different devices, one with 2 cores and another with 4 cores.

CUDA has a set of memory types that the device has access to. In the book [121] is summarize the different memory access each thread can made in the different memory types:

- Read/write per-thread registers, the register memory is local to each thread and provides a very fast access memory, the registers are use to store the variables declared in the thread.

- Read/write per-thread local memory, local memory resides in the global memory, so is equal in performance to the global memory, CUDA uses local memory when the registers are full.

- Read/write per-block shared memory, if a memory space is available for all the threads that belong to the same block.

- Read/write per-grid global memory, the Global memory component is the one that all the threads have access to and is the slowest of all the available memory.
Figure A.4: The implementations on the CUDA architecture will scale to the capabilities of the GPU they are running on. The more parallel cores a system can solve at a time the less computational time will be required for the system to solve the algorithm.

- Read only per-grid constant memory, constant memory is read only from kernels and is hardware optimised for the case when all threads read the same location.

- Read only per-grid texture memory, GPUs use the texture memory to improve the computational time when performing operations such as mapping 2D to 3D or deforming 3D objects.

Using the definitions presented, the memory model, and the id array, a simple numerical example of the different index values per block is shown in Figure A.5.

In the following code examples a basic image filtering algorithm, median filtering, is present to exemplified some of the stages involve in a CUDA solution. The algorithm explanation has been divided into different components in order to show the coding process involve in parallel programming.

After loading the images into the computer memory (Host, RAM memory) the first stage consist in allocating the solution require memory on the GPU and provide with all the constant definitions that will be used on the code Algorithm A.1.

Algorithm A.1: Memory allocation and constant definitions on the GPU.

```c
//CUDA allows for the declaration of global constant values on the devise, this variables will be available to all kernels, and all the thread of the kernels
__device__ __constant__ unsigned int w;
__device__ __constant__ unsigned int h;
__device__ __constant__ unsigned int size;
```
Figure A.5: Numerical example of the index acquisition inside a kernel, the index is used as the method to visit the different components of the array being solved.

```c
__device__ __constant__ unsigned int size2;
__device__ __constant__ unsigned float fsize;

void Cuda_init(unsigned int img_width, unsigned int img_height, unsigned char *cu_image, unsigned char *cu_grayImage, unsigned char *cu_FgrayImage, unsigned char *cu_FRImage, unsigned char *cu_FGImage, unsigned char *cu_FBImage, unsigned int mean, unsigned int median)
{
    // First the image width and height are define as constants on the GPU, the values are obtain from the information provided to the CPU when opening the images
    cudaMemcpyToSymbol("w", &img_width, sizeof(unsigned int), 0, cudaMemcpyHostToDevice);
    cudaMemcpyToSymbol("h", &img_height, sizeof(unsigned int), 0, cudaMemcpyHostToDevice);

    // The next pair of constants are use to define the kernel size of the filters, in order to reduce the number of operations, the square of the kernel size is also a constant. Both values are defined on the CPU and copy to the GPU.
    cudaMemcpyToSymbol("size", &kernel_size, sizeof(unsigned int), 0, cudaMemcpyHostToDevice);
    cudaMemcpyToSymbol("size2", &kernel_size2, sizeof(unsigned int), 0, cudaMemcpyHostToDevice);

    // since the kernel is solve directly in each pixel position the pixel value is weighted before the addition is perform. the variable fsize will contain on
```
the device the weight value.

\[
\text{kernel\_FSIZE} = \frac{1}{\text{kernel\_size2}};
\]

cudaMemcpyToSymbol("FSIZE", &kernel\_FSIZE, sizeof(float), 0,
    cudaMemcpyHostToDevice);

//finally the user can modified how many pixels are going to be process per thread in the RGB to Gray function, user\_weight will defined how many pixels on the line the thread will solve.

const int num\_pix = ceil((float)img\_width/(user\_weight));
cudaMemcpyToSymbol("Numpixel", &num\_pix, sizeof(unsigned int), 0,
    cudaMemcpyHostToDevice);

//After the constants of the program have been defined, the memory allocation on GPU is perform.

//First the memory size are define

//size\_img value contains the total number of pixels in the image
int size\_Img = img\_width * img\_height;

//The images are always converted to RGBA before passing it to the GPU. Reading four pixels at the time improve the coalesce memory access on the GPU. The memory size for the images is define as:

int mem\_size\_ImgT = sizeof(unsigned char) * size\_Img * 4;

//The image size for the Gray scale image and the filter image is define as:
int mem\_size\_Img = sizeof(unsigned char) * size\_Img;

//After the memory size has been defined the arrays are allocated

//First the array that will contain the image
cudaMalloc((void**) &cu\_image, mem\_size\_ImgT);

//After that the memory for the gray scale image and the filter image are allocated.
cudaMalloc((void**) &cu\_grayImage, mem\_size\_Img);
cudaMalloc((void**) &cu\_FgrayImage, mem\_size\_Img);

//Finally allocated the memory for the output of each channel
cudaMalloc((void**) &cu\_FRImage, mem\_size\_ImgT);
cudaMalloc((void**) &cu\_FGImage, mem\_size\_ImgT);
cudaMalloc((void**) &cu\_FBImage, mem\_size\_ImgT);
}

If all the images that are going to be filter have the same size the allocation stage needs to be perform only once. After the memory allocation the image information is transfer from the CPU to the GPU Algorithm A.2.

Algorithm A.2: Memory transfer form the CPU into the GPU is done using the CUDA function cudaMemcpy using the flag cudaMemcpyHostToDevice.

```c
void Cuda\_CPutoGPU(unsigned char *image, unsigned int img\_width, unsigned int img\_height, unsigned char* &cu\_image)
```
 Until this point all the code have been executed on the Host and the CUDA API provides with the tools to allow the Host to open memory, defined constant values and transfer memory to the GPU. After the set-up is finish the first parallel code is define, the CUDA kernel will be use to apply mean filter in the image, Algorithm A.3.

Algorithm A.3: Parallel CUDA implementation of the mean filter.

```c
__global__ void RGBAtoGray(unsigned char* cu_image, unsigned char* cu_grayImage,
                          unsigned char* cu_FgrayImage, unsigned char* cu_FRImage, unsigned char*
                          cu_FGImage, unsigned char* cu_FBImage)
{
  // the variables y and thread are obtained using the CUDA internal thread and
  // block index, y is used to keep track of the line number and thread is used to
  // know with section of the line is going to be solve by the thread.
  int y = blockIdx.x; // line number
  int thread = threadIdx.x; // initial part of the line that are solve.

  // The filter solution will be implemented on share memory, on CUDA the share
  // memory arrays are define using the call __shared__
  __shared__ unsigned char Red[w]; \ w is the width of a line of the image.
  __shared__ unsigned char Green[w];
  __shared__ unsigned char Blue[w];

  // In order to take advantage of the share memory, the image is read in a
  // collaborative manner. Each thread is responsible on reading part of the image.
  // Fist the variables use to read the data are define.
  // low limit is use to defined the starting position of the array (on the
  // current image line)
  int limlow = thread * numpixel;
  // The top limit is use to defined the last pixel that is going to be read by
  // this thread.
  int limtop = (thread+1) * numpixel;
  // To help on the array reading the variable ywf defined the starting position
  // of the array for this thread (line number times width of the image times
  // size of the pixel)
  int ywf = y * w * 4;
  // ifour is use to move in the array four spaces at the time (RGBA)
  int ifour;

  // The loop read the RGBA image into share memory
  for(int i = limlow; i < limtop; i++)
  {
    if((limit low < limit top) && (i < limit top))
      ifour = i * 4;
```
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Red[i] = cu_image[ywf + ifour];
Green[i] = cu_image[ywf + ifour + 1];
Blue[i] = cu_image[ywf + ifour + 2];

// The same loop initialize the arrays that will contain the output result
// from the filter process. These arrays are store in global memory and any
// thread can access any part of them.
cu_FRImage[i] = 0.0;
cu_GRImage[i] = 0.0;
cu_BRImage[i] = 0.0;

} // A __syncthreads is use to ensure that all the threads have read their
// corresponding pixels to memory before continuing
__syncthreads();

// At this point the three RGB channels are in GPU shared memory (per block
// memory) and operations can be perform on them. It needs to be notice that the
// Gray scale image could also have been created directly at this point in
// shared memory but the example will show how to copy from share memory to
// global memory as the final step when obtaining the final Gray scale image.
// 2d mean filter
{
    // Per thread variable to keep track of the image index.
    size_t ind_mean;
    // Position of the pixel on 3D coordinate system
    unsigned int psixel_x;
    unsigned int pixel_y;

    // The loop to read the share memory RGBA image is:
    for(int i = limlow; i < limtop; i++){
        if(limtop<w){
            // i contains the pixel linear value position
            // The x coordinate is:
            pixel_x = i - (w*y);
            // The y coordinate is:
            pixel_y = y;

            // The pixel values of all the channels are read into a thread variable
            float val_R = Red[i];
            float val_G = Green[i];
            float val_B = Blue[i];

            // The following is a branching conditional, two branch will be create and
            // they need to solved independently, the first branch will contain the
            // pixels inside the limits and the second branch the pixels that are
            // outside the limit.
            if( (pixel_y>(size+1) \&\& pixel_y<(h-(size+1))) \&\& (pixel_x>(size+1) \&\& pixel_x<(w-(size+1)))){
                // each thread visit the pixels inside the kernel centre on the focus pixel.
The value is weighted added

```c
for(int i=0; i<size; i++){
    for(int j=0; j<size; j++){
        //first the index of the pixel on the image been updated is obtained
        ind_mean = ((pixel_y+1-j) * w) + (pixel_x+1-i);
        //the pixels around the kernel are updated.
        cu_FRImage[ind_mean] = cu_FRImage[ind_mean] + (fsize * val_R);
        cu_GRIage[ind_mean] = cu_GRIage[ind_mean] + (fsize * val_G);
        cu_BRImage[ind_mean] = cu_BRImage[ind_mean] + (fsize * val_B);
    }
}
```

After the kernel finish, the solution of the filter is store in the GPU global memory arrays (cu_grayImage, cu_FRImage, cu_GRIage and cu_BRImage). to transfer the results back to the CPU the cudaMemcpy function is use A.4.

![Algorithm A.4: Memory transfer form the GPU into the CPU is done using the CUDA function cudaMemcpy and the flag cudaMemcpyDeviceToHost.](image)

This is the final stage for the GPU, now the memory of the GPU can be set free.
Algorithm A.5: The GPU memory is free with the use of cudaFree.

```c
void Cuda_free(unsigned char* cu_image, unsigned char* cu_FRImage,
                unsigned char* cu_FGImage, unsigned char* cu_FBImage,
                unsigned char* cu_grayImage)
{
    cudaFree(cu_FRImage);
    cudaFree(cu_FGImage);
    cudaFree(cu_FBImage);
    cudaFree(cu_grayImage);
    cudaFree(cu_image);
}
```

After this the result is on the CPU and can be use as an output or further operations.
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