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ABSTRACT

The implementation of controllers has evolved from its traditional analogue form into a more flex-

ible digital form during past several decades due to the availability of low-cost high-performance

digital platforms such as microprocessors and microcontrollers. The conventional approach of

digital controller implementation in hardware is based on the assumption that analogue signals

are converted into equivalent multi-bit digital format by multi-bit A/D converters. However, the

multi-bit processing of signals requires larger processing circuits and routing areas and numer-

ous Input/Output (I/O) pins for connection to external interfaces and therefore increases the com-

plexity of the overall controller implementation. This dissertation investigates the feasibility of an

alternate method of controller implementation based on 1-bit signal processing which may over-

come the limitations of multi-bit processing. In 1-bit processing, the analogue or multi-bit signals

are converted into a simple 1-bit stream by Delta-Sigma modulation at very high sampling fre-

quencies. This can be implemented easily into FPGAs with bit-serial architectures and typically

requires (1/nth) of the hardware required for the equivalent n-bit parallel design.

The focus of this research is on the implementation of controllers using bit-streams on a FPGA

platform. Initially, the behaviour and performance of various functional elements such as ana-

logue to bit-stream converter, bit-stream to analogue converter, bit-stream adder and scalar

are studied using typical test signals and verified using both simulations and physical measure-

ments. These functional elements are central to the successful implementation of controllers in

bit-stream environment.

The effectiveness and feasibility of bit-streams in real time control is investigated by considering

the design of Generalised Predictive Controller (GPC) for various types of linear and nonlinear

systems. GPC belongs to the group of long range predictive controllers and inherits the advan-

tages of adaptive control for its applicability in stochastic systems. The performance of bit-stream

controller is verified using two distinctly different simulation engines, MatlabTMand Very High

Speed Integrated Circuits Hardware Description Language (VHDL), where the former serves as

an ideal implementation platform. Firstly, bit-stream based GPC is designed for linear systems

considering examples of a D.C. servo-mechanism and linear thermal system with time delay. Dis-

crete parametric models are fitted to both these systems using the standard procedure of system

identification and these are used to design the GPC. The optimum values of various parameters

of the GPC such as control and prediction horizon, and control-weighting sequence are obtained

using a genetic algorithm. The performance of bit-stream based GPC is compared with those

obtained from an GPC implemented using MatlabTM/SimulinkTM.
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The feasibility of implementing controllers using bit-stream for unstable system is investigated

considering the example of an unstable magnetic levitation system. The performance of various

controllers such as feedback linearising controller, state space based model predictive controller,

generalised predictive controller and lag-lead compensator are studied via simulations using

Mentor Graphics’ ModelSimTMand compared to the results from an ideal MPC implemented us-

ing MatlabTM/SimulinkTM. Finally, the GPC and lag-lead controller are implemented in bit-stream

on an experimental prototype and their performance are compared to the ideal implementation

and is found to be satisfactory.

A new method of designing Generalised Predictive Controller (GPC) for a wide class of nonlin-

ear systems, which are represented by polynomial Nonlinear Auto Regressive Moving Average

with eXogenous inputs (NARMAX) model, is proposed. At first, the NARMAX model is identified

using a novel method of structure selection or which terms to include into the model, based on

Evolutionary Programming. The proposed structure selection algorithm introduces an Internal

Term Penalty (ITP) function to reject spurious terms and adopts a pruning strategy to remove

insignificant terms from the model by assigning it a time-to-live parameter.

The design of GPC for nonlinear system is based on the output predictions from an extended

model which consists of a linear controllable model (called the reference model) and a distur-

bance model. The disturbance model is represented by a polynomial NARMAX model and is

estimated using evolutionary computation. Optimum values of some of the tuning parameters of

the GPC such as control and prediction horizons are obtained using evolutionary programming.

The nonlinear GPC is implemented in bit-streams and their performance is compared with the

ideal implementation considering several simulated examples.
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CHAPTER 1

Introduction

1.1 Motivation and Rational

Computation is one of the traditions that gave rise to modern analogue electronics [1]. The ori-

gins of analogue computing can be traced back to the early 1930’s with the mechanical differential

analyser [2] which was able to resolve differential equations of up to sixth order. With the tech-

nological advancements which followed in the subsequent decades, and the widespread use of

transistor technology, analogue circuitry became extremely common in the field of engineering.

Moreover, as computation requirements increased, the demand for faster, smaller and more ac-

curate devices increased. Amongst the most popular analogue components of these earlier times

were the Operational Amplifiers K2-W, Fairchild µA709, LM101 and OP-07 to name a few [1]. Al-

though the art of analogue circuit design has improved significantly, these circuits have some

inherent problems. For example, uncertainty in measurement of values is a well documented

effect and analogue circuitry is plagued by it. Some of these include inaccuracies in resistor

values, unstable reference voltage and thermal effects [3]. Furthermore, analogue circuitry can

be influenced by external radiation, electrostatic noise and other such types of environmental

effects.

The technical limitations and imperfections of analogue circuits was an important issue in early

years which was resolved due to advancement of digital technology. Many historians have argued

that one of the most important driving forces behind technological advances is in the field of

communications. A critical landmark that marked the commencement of modern times was the

invention of the telephone in the late 1800s, which changed forever the way people interact and

shared ideas with one another. The importance of this device is not only attributed to what it

accomplished for society, but also for its technological wonder. For the first time in history, a

human voice was electronically digitised and successfully decoded back into its original form.

In essence, this was the first commercially available analogue to digital converter. As decades
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passed, and much more technological advancement were merged and discovered, the spectrum

of applications for analogue to digital conversion, or ADC/DAC grew exponentially. Analogue

to digital converters have evolved to such an unimaginable extend, that a whole new field was

created, namely digital electronic systems.

The key characteristic of a digital system is that it only deals with two known possible states.

There are many ways to describe these, such as TRUE/FALSE, 1/0, HIGH/LOW or 5.5V/-0.5V, but

in essence these are chosen to represent one of the two cases. In this manner, any uncertainty is

removed (or rounded). This is where digital systems take their advantage. A digital representation

of an audio signal, for example, allows CD players to achieve virtually error free storage using

optical disks [4].

A common practice in digital systems is to use binary encoding to interact between different

signals. A binary line may consist, for example, of 4 unique lines each of which can represent

a true or false value. Using this multi-bit type of encoding it is possible to represent 16 possible

states. Arithmetic can be performed in binary-base much like in decimal system. The simple

procedure described in this paragraph is the basis of the modern computer.

The advent of the microprocessor in 1970’s, gave rise to a new area of control systems: the digital

control systems. Digital control systems are being used in many applications such as machine

tools, metal working processes, chemical processes, aircraft control and automobile traffic control

and others [5, 6, 7, 8, 9]. Some of the main advantages of having a completely digital system

include: improved measurement sensitivity; the use of digitally coded signals, digital sensors and

transducers, and microprocessors; reduced sensitivity to signal noise; and the capability to easily

reconfigure the control algorithms in software[10].

With the advancements of Very Large Scale Integration (VLSI) Technology and the widespread

availability of low cost digital platforms such as microprocessors and microcontrollers, digital sys-

tem implementation evolved into the more flexible digital form which is now used almost exclu-

sively [11, 12, 13, 14, 15]. Traditionally, these control systems are implemented using microcon-

trollers, which perform the required control functions sequentially. However, as the complexity of

control algorithms increases to achieve improved functionality and the time available to complete

the calculations reduces to keep pace with ever-faster power electronic devices, microprocessor

based solutions cannot execute the control program within the available time limit.

A potential solution to this performance limitation is the use of hardware based control systems,

which can execute control algorithms extremely quickly because many operations are processed

in parallel. This is attractive for use in control systems, but implementing hardware control sys-

tems is difficult. The designer must either manually translate the control algorithm into individual

operations, which are then usually encoded using a Hardware Description Language (HDL), or

employ an automated code generation tool. The code is then synthesised and used to program
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a Field Programmable Gate Array (FPGA).

An alternative method for implementing digital control systems is by using the bit-stream tech-

nique. The concept of 1-bit processing was originally proposed for reducing the silicon area

occupied by complex VLSI-based systems[16]. The concept of Sigma-Delta, or 1-bit processing

or bit-streams have existed since the middle of the century, however it is only in the last two

decades that this method has become more attractive [17, 18, 19]. In contrast to the usual meth-

ods of implementing digital controllers, bit-stream control systems are developed using standard

schematic editors provided by FPGA manufacturers. Provided that the desired control functions

are available in the bit-stream library, the designer need not use HDL to develop the control

system.

The application of bit-stream in controller synthesis is relatively new. In recent years, this has

been applied to implement simple PI and PID controllers [17, 11, 20, 21, 22]. The use of bit-

streams in more complex control algorithms is scarce. Therefore, the objective of this study is to

investigate if bit-stream implementation can be considered as a possible alternative to implement

advanced controllers due to various advantages this offer.

Amongst various types of controllers, the predictive control method has become one of the most

popular control methods in industry and academia [23]. This controller has found a wide range

of applications in the process, chemical, food processing and paper industries. Some of the

most popular MPC algorithms that have found a wide acceptance in industry are Dynamic Matrix

Control (DMC), Model Algorithmic Control (MAC), Predictive Functional Control (PFC), Extended

Prediction Self Adaptive Control (EPSAC), Extended Horizon Adaptive Control (EHAC) and Gen-

eralised Predictive Control (GPC) [23]. These controllers can be designed either using a discrete

parametric model such as CARIMA, ARMAX et cetera or by using a state space model [24].

The predictive controller is capable of stable control of processes with variable parameters, with

variable dead-time, and with a model order which changes instantaneously provided that the in-

put/output data are sufficiently rich to allow reasonable plant identification[25]. It is effective with

a plant which is simultaneously non-minimum phase and open-loop unstable and whose model

is over-parameterised by the estimation scheme without special precautions being taken [25].

This controller is therefore being selected for investigating the feasibility of bit-stream implemen-

tation. Initially, the performance of a GPC implemented using bit-stream is evaluated considering

examples of linear systems and linear systems with delay.

Generalised predictive control has been very successful when the plant is operating in the neigh-

bourhood of the operating point. However, most industrial processes have inherent complex

nonlinearities, and these can render the classical GPC algorithm impractical[26]. Thus there is

a need to design predictive controllers for nonlinear systems. Many researchers have proposed

several methods of designing GPC for nonlinear systems by extending the linear GPC[27, 28, 29,
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30, 31, 32].

The first step in designing GPC for nonlinear systems is to select an appropriate model of the

system. Although several possible representations of nonlinear systems have been proposed

which include traditional functional series of Volterra and Wiener[33], Legendre polynomials[34],

neural networks [35, 36] and weighted maps [37], the polynomial Nonlinear Auto Regressive

Moving Average with eXogenous inputs (NARMAX) model proposed in [38, 39] provide a concise

representation of a wide class of nonlinear systems and has attracted considerable interest during

last three decades. Many types of nonlinear models such as Volterra, Hammerstein, Wiener

can be considered as a special case of the polynomial NARMAX model [40, 26]. One distinct

feature of this model is that it is linear-in-parameters and therefore the parameters associated

with different terms can be estimated using simple least squares based algorithms.

However, one of the disadvantages of the polynomial NARMAX models is that the total number

of terms increases rapidly with the increase in maximum lag of inputs, outputs, noise terms

and degree of nonlinearity. Thus detecting the model structure or which terms to include into

the model is extremely important. Amongst several approaches which have been proposed to

address this structure selection problem, the Orthogonal Least Squares (OLS) algorithm with

Error Reduction Ratio (ERR) introduced in [41] and later modified by Billings and co-workers

[42, 43, 44] provides an efficient and elegant solution. The ERR criterion of the OLS algorithm

essentially computes the significance of model terms based on their ability to explain the output

variance. However, certain linear and nonlinear systems may produce erroneous results [45] as

OLS-ERR may select spurious terms.

Parsimonious model structure selection is essentially a complex optimisation problem. With the

arrival of faster computing power over the last few decades, Evolutionary Computation (EC) al-

gorithms have become a viable solution for solving complex problems. Evolutionary computing

offers insensitivity to mathematical concepts such as differentiability, continuity, optima traps et

cetera [46]. However, EC algorithms are still in their infancy, especially in the system identifica-

tion field. Arduous research is currently ongoing in the system identification community [47]. In

the present study, a new intelligent structure selection method has been developed to obtain a

parsimonious model of nonlinear systems which are represented by polynomial NARMAX model.

The robustness of this algorithm is illustrated by successfully identifying three nonlinear systems.

Generalised predictive controllers are designed for nonlinear systems using polynomial NARMAX

model and implemented in bit-stream.
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1.2 Objectives of the Thesis

Although considerable success has been achieved and reported in the use of bit-stream for signal

processing applications [48, 49], its application for controller implementation in very limited. More-

over, due to only classical controllers such as P, PI and PID being implemented in bit-streams

for various applications [17, 11, 49, 21, 50, 51, 52, 53], there remains several open problems

and practical issues that need more attention. Therefore, the main objective of the thesis is to

investigate if bit-streams can be considered as a viable alternative to multi-bit implementation of

sophisticated controllers. In an attempt to address these issues, existing bit-stream theory, pre-

dictive control algorithms and system identification tools will be employed to achieve the following

objectives:

• To study the various features of bit-stream functional elements and to test and implement

bit-streams on real plants.

• Investigate the performance of generalised predictive controller using bit-streams for linear

systems and systems with time delay.

• Investigate the performance of bit-streams for unstable systems.

• Develop new methods of designing generalised predictive controllers for nonlinear system

represented by polynomial nonlinear auto regressive moving average with exogenous input

(NARMAX) models.

• Investigate the feasibility of a new type of nonlinear generalised predictive controller using

polynomial NARMAX representation in bit-streams.

1.3 Outline of the Thesis

The organisation of the thesis proceeds in accordance with the objectives mentioned above.

Following the introduction, Chapter 2 describes the various functional elements, such as bit-

stream converters, adders, subtractors, multipliers, tapped delay et cetera, which are the basic

building blocks of a bit-stream system.

Chapter 3 focuses on the design and implementation of generalised predictive controller for linear

systems in bit-stream considering two benchmark examples. The general guidelines for success-

ful implementation of bit-stream GPC are presented. The methods of obtaining optimal tuning

parameters using genetic algorithm are discussed.
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After designing and implanting GPC for stable linear systems, Chapter 4 designs and implements

in bit-stream, various types of controllers such as feedback linearising controller, state space

based model predictive controller and generalised predictive controller for an unstable magnetic

levitation system.

The next objective of the research has been to design and implement nonlinear GPC for nonlin-

ear systems. The first step of this design process is to obtain a nonlinear model of the system.

In this study, a nonlinear system is modelled by a polynomial NARMAX model. Therefore, Chap-

ter 5 proposes a new structure selection algorithm to select significant terms of the model using

evolutionary programming.

In Chapter 6, a novel GPC is designed for a class of nonlinear systems which are represented

by polynomial NARMAX model. This controller is designed and implemented in bit-stream con-

sidering several examples of complex nonlinear systems. The conclusions and future work are

presented in Chapter 7.



CHAPTER 2

Bit-Streams - An Introduction

The traditional approach of digital signal processing is based on converting the analogue signals

to digital using multi-bit A/D converters. All the computations in the digital processors are es-

sentially executed using finite wordlength, typically 8-bit, 16-bit or 32-bit. Higher number of I/O

pins are required to route these multi-bit signals and therefore consumes more silicon area. In

order to reduce the silicon area and number of logic elements, researchers have proposed an

alternate method of signal processing. This is called 1-bit or bit-stream processing which was

initially proposed in [48]. This method offers significant advantages over multi-bit approach [54].

Generally, bit-stream technique has been exploited by many researchers in various fields includ-

ing audio signal processing, neural networks [55, 56, 57, 58, 59], communication systems [48],

power electronics [50, 60, 61], and nano-electronics [62, 63]. Concept of bit-stream and bit-

stream based processing, which was initially restricted to signal processing application is now

becoming popular in control applications. However, the bit-stream based system consists of sev-

eral functional blocks and there interconnections. This chapter describes briefly about the key

function blocks which are used in implementing controllers for both linear and nonlinear systems.

2.1 Analogue and Digital Conversion in Bit-stream

The theory of bit-streams has been in existence for many years, but only with recent technologi-

cal advances in semiconductor devices has their use become widespread [64]. The introduction

of bit-stream signal processing for control purposes is a relatively new concept [11]. This type of

encoding may be found under several names: Bit-streams, Sigma-Delta conversion, ∆Σ modu-

lation and 1-bit processing. To understand how bit-stream can be used to represent signals, it is

important to first understand the relationship between analogue and digital domains.
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A B

Figure 2.1: A continuous signal (A) and a discrete signal (B).

A continuous signal contains infinite information. In order to take advantage of modern computa-

tional power, a signal must first be discretised. This offers several advantages to a signal, such

as [65]

• Reduced cost over analogue devices.

• Noise immunity.

• Flexibility in response to design changes.

The last item in the above list truly represents the main advantage of a discrete system. In com-

plex systems, where analogue control is utilised, the adjustments of parameters may not be a

trivial one. Such an adjustment may require the physical replacement of key components. In-

stead, by using digital circuitry the complete algorithms can be changed simply by re-configuring

a device or via updating software.

However, analogue signal can never be avoided. Discretisation of signal will always involve Ana-

logue to Digital (ADC) and Digital to Analogue (DAC) conversions. Therefore, DACs and ADCs

are inherent components of any digital control system.

2.1.1 Signal Encoding

Consider a continuous time signal presented in Figure 2.1-A. A generic signal such as this one

can be discretised by the use of a zero-order sample and hold and this yields the staircase signal

shown in Figure 2.1-B. Each one of the particular stair levels is set to represent a specific digital

number, which is read at each sample time ts. For example, if the number of levels is 16, then a

4-bit word can be used for representation. That is, a 4-bit word is obtained at every sample time

ts.

Conventional digital systems have generally used this type of multi-bit lines to transfer control

information by using multi-bit words that are output from ADCs. This typical approach is utilised by
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Controller D/AA/D

Physical System

n-bit n-bit

AdAi

Figure 2.2: Canonical control system using multi-bit encoding: Ad is an n-bit digital signal converted to
analogue, and Ai is the analogue plant output to be digitised.

many control schemes and it is shown in Figure 2.2. A major drawback of multi-bit systems is the

requirement for conversion hardware. Such hardware suffers from decimation and interpolation

limitations. The bit-resolution of such devices could be increased to reduce quantisation errors,

but this causes the number of logic elements to increase dramatically. Another problem is the

large amount of digital lines required to source the data out from a digital device and onto an

analogue port. Moreover, these problems escalate severely with increasing complexity of the

system.

However, it is possible to conceive that a digital system need not be of a base-n, but rather of

a binary base. Looking at the example above, instead of using 4 individual lines to represent a

word, a single line with a faster sampling rate can be used to push the bit information without

packages by serialising and adjusting the binary weight of the stream. Moreover, this implies that

the resolution of the value is now a factor of the sampling time. The intricacies of this method will

be further described in this chapter.

2.2 The Concept of Bit-streams

To solve some of the problems inherent to multi-bit processing, a bit-stream signal paradigm

using ∆Σ modulation has been proposed [49]. With the recent spread of hardware description

language such as Verilog and VHDL and the development of advance compilers, the threshold of

hardware design is becoming lower [66]. Essentially, the digital signal ∆Σ modulator will output

a Pulse Width Density (PWD), which works similar to Pulse Width Modulation (PWM).

A bit-stream control system can be used for control purposes eliminating many unnecessary

conversion. This idea is shown in Figure 2.3. Here, the component labelled ∆Σ represents an

analogue to bit-stream modulator. On the controller side, a ∆Σ modulator is also included, how-

ever this is only an indication since the system itself will inherently contain bit-stream component

and therefore no conversion should be needed. The ∆Σ modulator produces a PDM signal that

can be fed into the physical system. The analogue system output is passed through a ∆Σ bit-
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Controller∆Σ

Physical System

1-bit 1-bit

PDMAi ∆Σ

Figure 2.3: Bit-stream encoding for control system: Ai is the analogue plant output to be digitised and
PDM is the control action.

stream converter which is then fed back into the controller. This type of set up provides many

advantages over n-bit encoding. As mentioned earlier, an unnecessary encoding layer may be

removed by the introduction of a ∆Σ modulator. These modulators can be used to directly out-

put a bit-stream signal from an analogue signal. This enables the use of a single digital line to

transfer all the encoding information. Moreover, it is more convenient to think of digital devices in

terms of single-bit arithmetic, since these operate using binary systems.

The propose work expands the concept of bit-streams for control purposes by testing its effec-

tiveness using real plants. This chapter will introduce the theoretical groundwork of bit-streams

and many of the tools that are used in later chapter to create controllers.

2.2.1 Quanta

A bit-stream is a made up of collection of positive or negative quanta. Strictly, a bit-stream is a

binary signal with logic levels ’1’ and ’0’, that can be used to represent any bipolar analogue level.

Logic ’1’ present a positive quantum +Q and logic ’0’ represents a negative quantum −Q. The

injection of a quanta into a bit-stream will adjust the signal level in accordance to the quanta sign.

Figure 2.4 shows bit-stream signal S and positive quantum impulse +Q and negative quantum

impulse −Q.

2.2.2 A Zero Magnitude Bit-Stream

The alternation between a positive and a negative quanta (i.e. logic ’1’ and logic ’0’) results in the

cancelation of the over all incident quanta thus resulting in a zero value. Figure 2.5 contains two

types of zero signal Z1 and Z2. It can be seen that a single or multiple bit delays does not affect

the magnitude.
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Figure 2.4: A typical bit-stream signal.
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Figure 2.5: A zero magnitude bit-stream signal.



12 Bit-Streams - An Introduction

z
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t
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t

+Q +Q +Q +Q

Figure 2.6: Positive magnitude bit-stream signals S1 and and S2 synchronised with signal z.

2.2.3 Non-Zero Magnitude Bit-Streams

Consider a zero level signal with some of its negative quanta inverted to positive. In this case,

the overall net value of the bit-stream has changed positively compared to the original zero value

signal. Figure 2.6 shows zero signal, z, a signal S1 as a zero signal with one negative quantum

being inverted and signal S2 as a zero signal with four negative quanta being inverted. As the

amount of negative inverted quanta increases, the magnitude of the overall bit-stream increases

positively. Figure 2.7 shows the same concept, albeit with signals S3 and S4 as negatively valued

bit-streams.

2.2.4 Multi-Bit Binary Word

The concept of a frame is introduced here. A frame contains the quanta summation from N

past samples. This is shown in Figure 2.8 where a red box is shown to encompass the current

quantum k as well as the seven previous quanta. This is known as an 8-bit frame. The frame

captures five positive quanta and three negative quanta, thus the overall frame value is 5−3 = 2.

Since there are 8-bits in one frame, the resolution is 1/8 and hence its overall value is 2/8. In

a bi-polar sense (four positive level and four negative levels) this number actually represents

+1/4. If another signal were to contain six positive quanta, then similarly 6− 2 = 4 which equals

4/8 or +1/4 in a bi-polar sense. Similarly, if the frame contained seven negative quanta, then

1 − 7 = −6, −6/8 or −3/4. It is worthwhile noting the relation between positive and negative

quanta within a frame. If an 8-bit frame contains six positive quanta, then it must contain two

negative quanta. Also, the number of possible states can be seen as +Q× 4,−Q × 4 plus one

zeros state signal. If more resolution is required, then a bigger frame must be considered.
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Figure 2.7: Negative magnitude bit-stream signals S1 and and S2 synchronised with signal z
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Figure 2.8: An 8-bit frame encompassing a bit-stream signal.
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Figure 2.9: Instantaneous value of a bit-stream signal: Blue frame shows frame at k, red frame shows
frame at k + 1.

2.2.5 Instantaneous Value

The instantaneous value of a bit-stream can be seen from the extension of the frame concept

introduced in §2.2.4 and is shown in Figure 2.8. By evaluating the quanta contained within each

frame at every clock pulse it is possible to obtain the instantaneous bit-stream value at time k.

This concept will be illustrated in Figure 2.9 using the same examples presented in Figure 2.4

and Figure 2.8. The amount of quanta within the blue 8 bit frame up to the current sample k has

the bi-polar value of +1/4 (5 positive, 3 negative quanta). Moving the frame one sample forward

to k + 1 the quanta is now +2/4 (6 positive, 2 negative quanta).

The relationship to an analogue input can be seen in the following operation

Vi(k) =
A(k)−B(k)

N
(2.1)

where Vi(k) is the analogue value at instant k, A(k) is the positive quanta, B(k) is the negative

quanta and N is the number of cycles of the bit clock.

2.2.6 Magnitude and Range

All components within the digital logic realm require a clock signal for synchronisation. Since a

zero bit-stream is simply a square wave of frequency one half the bit rate, it is possible to derive

this signal from the global clock. This is very beneficial since it will require minimal additional

components.

A comparative operation can be performed on bit-streams to identify their sign of the incident
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Figure 2.10: Synchronised decoding for a bit-stream magnitude. Zero signal z is used to decode bit-
stream S to obtain incident quanta h or ejected quanta l.

quanta. Let S be the bit-stream under consideration and z denote a zero level bit-streams.

Comparing all the states in S to those of z will tells us that S is also a zero level signal. Conversely,

if the state of z is logic ′0′ and S is at logic ′1′, then S is positive by one quantum at that instant.

Another way of saying this is that an additional positive quantum can only be inserted when z is

at logic ′0′. The incidence of an additional positive quantum is given by

h = S ∧ z̄ (2.2)

where S is the bit-stream under consideration and z is the zero value signal. Is should be noted

that h is active only when positive quanta in addition to those already in z are present in S. This

is shown in Figure 2.10. Similarly if z is at logic ’1’ and S is at logic ’0’ then S is negative by one

quantum at that instant. This can be represented by

l = S̄ ∧ z (2.3)

The signals h and l are used for operation within functional elements, later described in §2.3.

Lastly, it should be noted that these operations are shift independent, as the interchanging in

logic of the l and h bit-streams will still produce a zero value.

Intuitively, a 4 bit word contains 16 different states. Using unipolar representation all the binary

states from 00002 to 11112 can be mapped to a distinct value. Two’s complement can be used for
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bipolar representation. This is where the most significant bit is used as a positive/negative (0/1)

flag, 00012 to 01112 as positive and 10002 to 11112 as negative, while 00002 remains zero val-

ued. The advantage of this representation is in addition and subtractions, since these operations

require no adjustment from the normal procedures. It is worth noting that the effective 4 bit range

has shift to include negative numbers. That is, a range of [0,15] for unipolar and [-8,7] for bipolar.

2.3 Bit-Stream Functional Elements

The aim of this thesis is to implement complex control algorithms using bit-streams. For this

purpose, simple arithmetic operations must be performed using bit-stream. Therefore, the correct

implementation of these low level operations are key for successful implementation of a digital

controller.

2.3.1 Synchronisation

As with most digital components, synchronisation is extremely important. All functional elements

must contain a synchronous clock, reset and bit-stream inputs and outputs. For the design of

a functional element, it should be noted that all inputs and outputs must be of type bit-stream.

Where appropriate, some elements may contain binary constants as for scaling purposes.

Implementation of these building blocks will be simulated in Mentor Graphics’ ModelSimTM. Upon

successful simulation, the blocks are then downloaded into a DE2 Development and Educa-

tion Board shown in Figure 2.11, using Quartus II 10.0. The DE2 Board contains a Cyclone II

EP2C35F672C6 with EPCS16 16-Mbit serial configuration device FPGA. Some of the terminol-

ogy for the design of bit-streams is shown below.

1. ggclock , is the fastest clock within the device.

2. gclock , is half of ggclock and used for the calculations of bit-stream operations.

3. z, is the clock rate of a zero valued bit-stream.

4. fB, is the bit-stream frequency. This is also equal to gclock.

5. init , is a reset/enable trigger.

The following sections briefly describes some of the already existing bit-stream elements [17].
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Figure 2.11: The Altera DE2 development and education board.

2.3.2 Analogue to Bit-Stream Conversion Theory

Let Vi(t) be an analogue input and Vi(k) be its bit-stream counterpart. The true value of Vi(t)

can be evaluated by integrating over a the NTB interval as show below.

∫ T

T−NTB

Vi(t) = TB

i=k∑

i=k−N

D(i) (2.4)

where DN (k) is the value of the duty cycle at sample interval k and the resolution is give to be

one part in N (usually taken to be N = 2R where R is the effective resolution). If the value for

Vi(t) is kept constant then Va can be show to be

Va =

∑k
k−N D(i)

N
(2.5)

D(i) can be written in terms of positive and negative quanta. If a(i) represents the positive

quanta and b(i) the negative quanta, then

Va(k) =

∑k
k−N [a(i)− b(i)]

N
(2.6)

and let
∑k

k−N a(i) be AN (k),
∑k

k−N b(i) be BN (k) and
∑k

k−N D(i) by [AN (k)−BN (k)] then

Va(k) =
AN (k)−BN (k)

N
=

DN (k)

N
(2.7)
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In summary, this expression represents the sampled analogue input signal Vi(k), known as Va(k)

in terms of positive and negative quanta with a resolution of one part in N . Note the following

special cases:

• Va = 1, the positive maximum occurs when AN = N and BN = 0. In this case the

bit-stream consists of only positive quanta.

• Va = 0, the negative minimum occurs when AN = 0 and BN = N . In this case the

bit-stream consists of only negative quanta.

• Va = 0, the zero level signal occurs when AN = BN . In other words, the positive quanta

equals the negative quanta. This should form a perfect square wave of half the bit-rate, i.e.

fb/2.

If all the quanta present in the bit-stream is included into a single expression, then

Va(k) =
[Az −Bz +DN (k)]

N
(2.8)

=
[Az +DN (k)/2] − [Bz −DN (k)/2]

N
(2.9)

where Az = Bz = N/2 are the positive and negative quanta present in the zero valued bit-

stream. The form of (2.9) is a more accurate representation of the dynamics. The increment of a

single positive quanta necessarily means a decrement of a negative quanta.

2.3.3 Adder

The summation of two or more signals is the most common arithmetic operation. Its implementa-

tion can be naturally extended to the subtraction (or difference) operation as well. Conceptually,

summation can be understood by examining Figure 2.12. Since the value of a bit-stream depends

on the quanta present in the bit-stream, it implies that the addition of two or more bit-streams can

be achieved by combining the quanta in these bit-streams. The traces in Figure 2.12 also show

a box identifying a frame of some arbitrary length (this frame is shown here as a reference only).

Trace S1 has only one positive quanta in one frame and hence has a magnitude of +1. Note that

this is only a conceptual diagram. Similarly trace S2 has a value of +3.

To produce S3 = S1 + S2, every quantum in S1 and S2 are combined and fed to the output. In

the digital domain this is equivalent to a logical OR operation. Thus S3 within the dimensions

of an identical frame length will have one quanta from S1 and 3 quanta from S2. From (2.7) the
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Figure 2.12: Conceptual bit-stream summation. S1 + S2 = S3.

addition of two bit-stream signals, V1(k) =
DN1

N
and V2(k) =

DN2

N
can be expressed as follows.

V3(k) = V1(k) + V2(k)

V3(k) =
(DN1 +DN2)

N

We can then write

V3(k) =
(Az −Bz +D1 +D2)

N

V3(k) =
((Az +D1/2 +D2/2) − (Bz −D1/2−D2/2))

N
(2.10)

Since the incidence of each quanta is indeterminate, when either one (or both) of the signals

have a large magnitude, it is very likely that two additional quanta could arrive at the same time.

Since only one quanta can be inserted into the output bit-stream, in a logical OR based adder,

one of the two will be ’lost’. The loss of an occasional quanta may not be a big problem however

at large signal magnitudes, the density of quanta increases and with it an increase in the chance

of collisions and consequently the loss will also increase. An adder constructed with a simple

OR gate may suffice at small signal magnitudes or when the density of additional quanta is

sparse. However to construct a lossless adder some mechanism of buffering the additional and

(instantaneous) excess quanta is necessary. A better design will cater to the full input range of
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z S1 S2 Net Incident Quanta

1 0 0 0 0

2 0 0 1 +Q

3 0 1 0 +Q

4 0 1 1 +2Q

5 1 0 0 -2Q

6 1 0 1 -Q

7 1 1 0 -Q

8 1 1 1 0

Table 2.1: Adder truth table.

inputs equitably. Two techniques have been developed and they presented below.

The de-coupling of the zero valued bit-stream from the non-zero components is essential in all

operations in this study. Equation (2.2) and (2.3) separates the non-zero components in any

bit-stream. The de-coupled components are then summed and reinserted into a zero valued bit-

stream, zero. In (2.10) the (Az +D1/2 +D2/2) term represents the insertion of all the positive

quanta. Note that the D1/2 and D2/2 are aggregate differences over a frame size of length N .

At any particular instant of time (bit-clock cycle) each term due to V1(k) will result in a single

logic ’0’ or logic ’1’ and similarly a single logical quantity for V2(k). Thus the addition could easily

implemented by a logical OR operation.

Type 1 Adder

This adder uses the expression presented in (2.10). To construct a lossless adder a mechanism

of buffering quanta needs to be implemented. This can be achieved by some kind of an accu-

mulator. The structure of this bit-stream adder can be split into two functional parts: an input

section and an output section. The input section determines the number of quanta presented to

the input while the output section deals with accumulation and the insertion of quanta into the

output bit-stream. The input section is based on the truth table shown in Table 2.1.

The first column in this table is the state value of the zero reference, z, and columns two and

three list the states of the two input bit-streams which are to be summed. The fourth column lists

the incident quanta as computed from columns 1, 2 and 3. If the two inputs were zero valued

(similar in shape and in phase with zero) then there are no quanta present at the input (Rows 1

and 8) and hence the input section feeds zero to the output section. If zero and S1 are at logic

’0’ and S2 is at logic ’1’ then S2 is asserting one positive quantum. Similarly if zero is at logic ’1’
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z S1d S2d Net Incident Quanta

1 0 0 0 0

2 0 0 1 +Q

3 0 1 0 +Q

4 0 1 1 +2Q

8 1 0 0 0

7 1 0 1 -Q

6 1 1 0 -Q

5 1 1 1 -2Q

Table 2.2: Alternative adder truth table.

while S1 and S2 are at logic ’0’ then two negative quanta have arrived at the input of the adder.

An alternative truth table is constructed on identifying changes from zero. The input bit-streams

are first pre-processed by

S1d = S1 ⊕ z

S2d = S2 ⊕ z

The operation S ⊕ z is active high only when S and z are not equal. Thus the occurrence of a

additional quanta (positive or negative) is flagged by S⊕z and the value of the quanta is obtained

by (S⊕z)∧z. The corresponding truth table is shown in Table 2.2. Events similar in Table 2.1 and

Table 2.2 have been identically numbered. The choice of the table depends on user preferences.

The second form may consume a few more resources.

If there are no quanta present at the input, then the output section must produce a zero valued

signal which really is zero. If a quantum is to be output then it waits for a suitable slot. If zero is

at logic ’0’ then it is possible to assert only a positive quantum by inverting the state of zero (to

logic ’1’) at that particular clock cycle. Similarly, if zero is at logic ’1’ then it is possible to assert

only a negative quantum by inverting the state of zero (to a logic ’1’).

One of the design criteria is to ensure that bit-streams will originate from blocks not necessarily

synchronised. Thus the incidence of a positive quantum may not be at a suitable time slot. With

two or more inputs it is possible to have a situation where more than one quanta has to be output.

Since it is impossible to insert two quanta, some mechanism for temporarily storing the unused

quanta is necessary. There are at least two ways of implementing this. One uses a counter and

the other could use a shift register. In this study a Sum-and-Accumulate, SAC, register has been

used since it offers a higher storage capacity per FPGA resources used. The schematic for this

adder is shown in Figure 2.13.
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Figure 2.13: Type 1 bit-stream adder

The two dashed boxes conceptually isolate the input and the output sections. The thick solid line

connecting the two sections corresponds to the fourth column in Table 2.1. The output section

operates in two phases. In phase one, a quantum is inserted into the output zero if it is required as

well as if it is possible. For example if the SAC is positive then there is at least one positive quanta

which is buffered and it will be inserted into zero only if zero is at logic ’0’. If a positive quanta is

inserted into zero then the SAC is decremented and if a negative quanta is inserted then the SAC

is incremented. If no quanta are output then there should be no change to the SAC. In the second

phase, the output from the Input Unit is accumulated in the SAC. Note that the SAC updates its

count twice in every bit-period. The VHDL code for the input decoder can be viewed in [17]. The

output unit will be reused in other functional units and hence has been built as a separate entity

which is included wherever it is required. This entity is called out gen w and can be viewed in

[17]. Figure 2.14 is a simulation plot of the summation of two sinusoids, S1 =
40
128 cos(200πt) and

S2 = 60
128 cos(200πt + π/2). Here the bit-clock, fb = 1MHz and N = 256. The simulations have

been normalised to range from -1 to +1. The theoretical peak value is ±0.563 and the adder

clearly satisfies the required operation.

Two important issues need to be noted. The Sum-and-Accumulate element will keep increment-

ing indefinitely if the rate at which quanta arrive is greater that the rate at which quanta are

inserted into zero. For example, if we consider a frame size of N then a zero signal will have

N/2 positive and N/2 negative quanta present. If, say, the total number of (additional) positive

quanta in S1 and S2 is m where m < N/2, then each of these will be eventually inserted into

the output bit-stream by inverting m negative quanta (in zero) into positive quanta. If m = N/2,

then all the available negative quanta will be inverted and the resulting output bit-stream is made

up of all logic ’1’ i.e. full scale, FS. Now if m > N/2 then only N/2 quanta can be inserted and

hence the SAC will be left with m−N/2 quanta after one frame length. Note that the adder does

not maintain any concept of frame length and the operates based only on a clock-by-clock basis.

After several increments the SAC will reach its maximum capacity and overflow. For a 4 bit SAC

an increment from 0111H (+7) to 1000H (-8) is not correct and hence overflow is not permitted

and the SAC is implemented as a saturating sum-and-accumulate, SAT SAC, element.
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Figure 2.15: Limiting value accumulated in a Sum-and-Accumulate component.

The second important issue addresses the width of the SAT SAC. If S1 is non-zero while S2 is

zero (and in phase with the internal zero reference, there are no co-incident quanta. If both S1

and S2 are non-zero and of small magnitude then the co-incident quanta will increment the SAC.

Since there are plenty of free quanta slots the stored quanta are output fairly quickly. If S1 is large

and S2 is small and S1 + S2 <= N/2 then the co-incident quanta have to wait a bit longer for a

free slot. The worst case scenario is when S1 = S2 = N/2. Figure 2.15 shows one possibility.

The row entitled Input Quanta follows Table 2.1. The Acc row is the output of the SAT SAC.

Since it is updated twice in each period two values are shown. The So row is the bit-stream

output based on the value of the SAT SAC at the previous cycle. If the SAT SAC is positive and

z is logic ’0’ then a positive quanta is inserted and hence Acc is decremented. If Acc is zero then

the output bit-stream is exactly zero. The progression of SAC shows that the maximum value is

3. If z were to be delayed by one clock cycle, the maximum count in Acc would be 2.

Shown in Figure 2.16 are the simulation results of two adders with different SAT SAC widths.
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Figure 2.16: Saturation effects of two different bit-stream adders.

If S1 + S2 > N then the overflow quanta will get accumulated in the SAT SAC. The SAT SAC

with a bigger width will be able to store more quanta. As soon as the instantaneous value of

S1+S2 drops below N , more quanta slots will be available and hence the SAT SAC will fill these

up. Since every usable slot will be filled by these stored quanta, it will result in an extension of

the flat-top. Figure 2.16 shows this. With the SAT SAC width equal to 3 the flat-top width is the

minimum possible.

The design choice of SAT SAC width depends on the application. If one were sure that S1 + S2

never exceeds full-scale or if it does and clipping is acceptable then select the SAT SAC width as

3 bits wide (-3 to +3). This reasoning is valid for systems where the bit-streams are evenly spread.

In some cases it is possible for the bit-streams to get clumped. Alternatively, the behaviour of the

system may result in short bursts of quanta. The S1 + S2 < N/2 condition may be violated at

some instance in time but in the long term the condition may be satisfied. In this case it is likely

to loose quanta if the width of the SAT SAC is restricted to the evenly-spread optimum. It may

then be necessary to increase the SAT SAC width.
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z Si Quanta

1 0 0 0

2 0 1 +P

3 1 0 -P

4 1 1 0

Table 2.3: Bit-Stream to multi-bit truth table.

Type 2 Adder

For more evenly spaced incoming input quanta, another type of adder can be implemented with

no side effects.

The input bit-stream is converted into a multi-bit word by applying the truth-table shown in Ta-

ble 2.3. Here the alternative decoding for, Sd = S ⊕ z, has been adopted.

If the input is zero valued bit-stream and in-phase with the internal zero then there are no (addi-

tional) quanta in S, rows 1 and 3, and hence the truth-table outputs a multi-bit 0. If z = logic ’0’

and S = logic ’1’ (row 2) then the input is asserting a positive quanta and hence the truth-table

outputs a +P . The same logic applies to the condition z = logic ’1’ and S = logic ’0’.

Consider a bit-stream, Si(k), with value Di(k)/N . Recall that Di(k) is the total difference be-

tween the positive and negative quanta. The inversion of a few positive quanta necessarily implies

an inversion of the exact number of negative quanta. Thus over a frame length of N there are

N/2 positive and N/2 negative quanta available to invert. A value of +|Di/N | then implies that

Di/2 negative quanta have been inverted into positive quanta.

Figure 2.18 plots the output of the sum-and-accumulate block with no feedback. With the appli-
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Figure 2.18: Output of Sum-and-Accumulate without feedback.

cation of Si and Table 2.3, it can be seen that the SAT SAC changes only when Si and z are

different. With an input of +|Di/N |, there are Az+Di/2 positive quanta and Bz−Di/2 negative

quanta. In other words Di/2 negative quanta are inverted. When these are decoded by the front

end, in N clocks, the SAT SAC will accumulate to

Di

2
.(+P )− 0.(−P ) =

Di

2
P (2.11)

The Di

2 .(+P ) term corresponds to the z = 0 state and 0.(−P ) corresponds to the z = 1 state.

If the negative feedback were to be enabled then the quanta being fed back, M1 and M2, will

neutralise this change. In steady state after N clocks, if the number of M1 quanta is X then there

must also be N −X of the M2 quanta. Thus

Di

2
P = XM1 + (N −X)M2 (2.12)

If M1 −M2 = ∆M then

X(M1 −M2) +NM2 =
Di

2
P

X∆M =
Di

2
P −NM2

X =
Di

2

P

∆M
−

NM2

∆M
(2.13)

This equation gives the relationship between the number of output quanta (of weights M1 and

M2) which are required to match the input bit-stream (composed of quanta +P and −P ). In the
NM2

∆M
term, N , ∆M and M2 are all constants and the term corresponds to an offset. Normally

M1 = −M2 = M and hence

X =
Di

2

P

∆M
+

N

2
(2.14)

In the Di

2
P

∆M
term P

∆M
is a constant and the contribution to X is then proportional to Di/2 with
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Figure 2.19: Type 2 bit-stream adder.

a gain of P
∆M

. Since a unity gain is appropriate,

P = ∆M = (M1 −M2) = 2M (2.15)

The gain is set by the ratio, P/2M , and hence the individual values of P or M are not really

important. Note that a non-unity gain may be appropriate for specific applications and coefficients

to suit can be easily chosen. However, with hardware implementation being the primary focus,

larger values of P and M will require wider word sizes and consequently the multiplexors, the

Saturating Sum-and-Accumulate and the sign comparator all consume more hardware resources.

The smallest suitable values for unity gain are M = 1 and P = 2. This selection results in

X =
Di

2
+

N

2
(2.16)

Where the input is a bit-stream of value Di/N . A two input adder can now be easily constructed

by extending the front end of the bit-stream generator in Figure 2.17. The fully functional 2 input

bit-stream adder is shown in Figure 2.19.

(2.13) can also be expressed in terms of the output quanta difference, Do. This form will be used

later.

Do = Di
P

∆M
−N

(
2M2

∆M
+ 1

)

(2.17)

The truth table for the front end could be either one of Table 2.1 or Table 2.2. If

S1d = S1 ⊕ z

S2d = S2 ⊕ z
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z S1d S2d Net Incident Quanta

1 0 0 0 0

2 0 0 1 +P

3 0 1 0 +P

4 0 1 1 +2P

8 1 0 0 0

7 1 0 1 -P

6 1 1 0 -P

5 1 1 1 -2P

Table 2.4: Type 2 adder truth table.

then Table 2.4 is a suitable truth table for Figure 2.19. The time domain response of the Type 2

Adder has no visually discernable differences when compared to the Type 1 Adder and hence a

time domain plot has not been presented. However, a spectrum of the outputs of the two kinds of

adders has been obtained and presented in Figure 2.20. Recall that Figure 2.14 is a plot of the

sum of S1 =
40
128 cos(200πt) and S2 =

60
128 cos(200πt + π/2). The resulting sinusoid should have

a amplitude of ≈ 0.563. Each of the components in Figure 2.20 has been normalised such that

the fundamental component at 100Hz has a magnitude of unity. The magnitude axis has been

deliberately scaled so as to make the smaller magnitudes visible. Consequently the fundamental

frequency of 100Hz is off the scale. The spectrum shows that the odd harmonics are dominant.

Also clearly seen is that the Type 1 adder produces a richer spectrum. The third harmonic is

8 times greater while the fifth and the seventh harmonics are 5 times and 4 times, respectively,

greater than those produced by the Type 2. At larger signal magnitudes the difference between

the two spectra diminish but nevertheless the harmonics produced by the Type 1 adder are always

greater than those produced by the Type 2 Adder.

The issues with the buffering of the overflow quanta is similar to that of the Type 1 Adder. Widen-

ing the SAT SAC will enable more of the overflow quanta to be stored. The absolute minimum

width has been determined experimentally as 4 bit (-7 to +7) which is one bit larger than the Type

1 Adder.

Resource Usage

The resource usage of these two adders is listed in Table 2.5. This has been obtained by im-

plementing each of the items in complete isolation and should be taken as indicative. The table

shows that Type 1 tends to use more of the FPGAs resources. In practical use, some of the

resources within a logic cell could be shared by neighbouring devices and hence the resource
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Logic Cells Registers Carry Chains

Type 1 23 8 0

Type 2 14 8 0

Table 2.5: Adder resource usage.
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Figure 2.21: Bit-Stream subtraction.

usage figures change from application to application.

2.3.4 Subtractor

The subtraction operation is, conceptually, very similar to the addition operation. Particularly if

subtraction is viewed as the addition of non-inverted and an inverted bit-stream. For example

given two bit-streams, S1 and S2 and it is required to achieve S1 − S2 then every incident quanta

in S2 is inverted and then added to S1. Figure 2.21 illustrates the concept.

The Type 1 and Type 2 Adders discussed earlier in §2.3.3 and §2.3.3 respectively can be easily

modified to achieve bit-stream subtraction and will be discussed in the following sections.

Type 1 Subtractor

A schematic of the Type 1 Subtractor is shown in Figure 2.22. The only modification required

is to the front end. All other issues regarding signs of the incident quanta or the combinations

of past and current quanta are handled in exactly the same way as the adder. The truth table

which achieves subtraction between two inputs is shown in Table 2.6. In particular, it is designed

to help achieve S1 − S2. Column 1 is the zero reference, columns 2 and 3 are the S1 and S2

bit-stream inputs while the fourth column is required quanta combination for subtraction. If the

incident quanta are identical then the difference between them is zero (rows 1, 4, 5 and 8). If

z and S1 are at logic ’0’ while S2 is at logic ’1’ then a +Q is present at the second input which
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z S1 S2 Net Incident Quanta

1 0 0 0 0

2 0 0 1 -Q

3 0 1 0 +Q

4 0 1 1 0

5 1 0 0 0

6 1 0 1 -Q

7 1 1 0 +Q

8 1 1 1 0

Table 2.6: Subtractor truth table.
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Figure 2.22: Type 1 bit-stream subtractor.

translates to combined value of [(0) − (+Q)] = −Q (row 2). If z and S1 are at logic ’1’ while

S2 is at logic ’0’ then a −Q is present at the second input which translates to combined value of

[(0)− (−Q)] = +Q (row 7). The other conditions can be similarly analysed.

An alternative truth table for the front end is shown in Table 2.7. Here the bit-stream inputs are

first pre-processed by

S1d = S1 ⊕ z

S2d = S2 ⊕ z

As with the adder, these pre-processed signals assert S1d and S2d only when they are different

from the zero reference, z. The rows in this table are numbered to match the conditions in

Table 2.6.

Simulation results of the subtraction between two sinusoids is shown in Figure 2.23. In this

example, the bit-streams are identical to those used for the adder i.e. S1 = 40
128 cos(200πt) and

S2 =
60
128 cos(200πt+π/2). The theoretical peak value is ±0.563 and Figure 2.23 shows that the
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z S1d S2d Net Incident Quanta

1 0 0 0 0

2 0 0 1 -Q

3 0 1 0 +Q

4 0 1 1 0

8 1 0 0 0

7 1 0 1 +Q

6 1 1 0 -Q

5 1 1 1 0

Table 2.7: Alternate subtractor truth table.
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Figure 2.23: Bit-stream subtraction of two sinusoids.

subtractor achieves the desired operation.

Type 2 Subtractor

The Type 1 Subtractor also suffers from the clumping side-effect (as manifest in the Type 1

Adder). The impact of this clumping on the harmonics (shown later) is less severe than with

Adder. Nevertheless a modification of the Type 2 Adder, for subtraction is easily possible and is

shown in Figure 2.24. The front end of the Type 2 should satisfy truth tables similar to Table 2.6

or Table 2.7.

The equations governing the behaviour are identical to (2.11) to (2.16). Hence P = 2 and M1 =
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−M2 = 1. The time domain behaviour of the two subtractors are not distinguishable and hence

has not been reported. However, a spectral analysis is shown in Figure 2.25. The fundamental

components (of both types)at 100Hz, as expected, have a magnitude of 0.563. The harmonics

content is more uniform than the adder but with the odd harmonics being more dominant. For

both the type 1 and the type 2, the harmonics up to one decade from the fundamental have

magnitudes approximately 70dB to 80dB lower than the fundamental.

2.3.5 Scaling

The amplification or attenuation of a signal is frequently necessary when designing control sys-

tems. This scaling, preferably, should be frequency independent. In practice, this is difficult to

ensure and frequency dependence is usually incorporated into system component models. A

bit-stream can be scaled to have an effect similar to that of scaling an analogue signal. Recall

(2.7) and (2.9) as a representation of an analogue signal Vi(t) using bit-streams.

Vi(k) =
DN (k)

N

Vi(k) =
(Az −Bz +DN (k))

N

Vi(k) =
((Az +DN (k)/2) − (Bz −DN (k)/2))

N

The magnitude of a bit-stream is proportional to the difference in the positive and negative quanta.

If it is required to scale V1(k) by g such that

V2(k) = gV1(k)
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Then

V2(k) = g
D1N (k)

N

V2(k) =
(Az −Bz + g D1N (k))

N

V2(k) =
((Az + g D1N (k)/2) − (Bz − g D1N (k)/2))

N
(2.18)

From (2.18), the magnitude can be modified by scaling the difference in quanta. If g > 1 then

the difference is augmented which scales the bit-stream up and vice-versa when 1/g > 1. Note

that since it is implicit that the resolution is one part in N , the total number of quanta remains the

same. In other words, (Az + gD1N (k)/2) + (Bz − g D1N (k)/2) = N .

Scale-up

Figure 2.26 explains the scaling mechanism conceptually. The input bit-stream, Si, is shown in

the topmost trace. As was done in an earlier example, an arbitrary frame has been also shown

using a dashed box. In the first frame one positive impulse (quantum) is shown. Note that the zero

reference has been intentionally left out. This quantum can also be interpreted as the difference

in the positive and negative quanta. To facilitate the explanation we will instead consider this

single impulse to represent one quantum. Hence Si has a value of 1. If another signal is 3

times greater in magnitude than Si then it must have three times as many quanta. This can be

achieved in two ways as shown in traces 2 and 3. If Si is to be scaled up by a factor of p = 3 then

for every incident additional quantum, p − 1 additional quanta are also inserted into the output

bit-stream. Trace 2 shows this technique graphically. Since it is impossible to insert more than

one quanta, the additional quanta have to be buffered. Alternatively, it is possible to spread the

additional quanta over the entire frame. These two techniques will be discussed as Type 1 and

Type 2 scalers.

Type 1 Scale Up

The schematic of the Type 1 scale-up element is shown in Figure 2.27. Si is the input bit-stream,

and the multi-bit scale-up value is presented at Scale input. The scaled output bit-stream is So.

The schematic is shown to be partitioned into two functional sections: the input unit and a output

unit. The functioning of the output unit has been discussed earlier. It is a generic device which

maintains a record or a buffer of quanta yet to be output and inserts them into the zero reference

appropriately. The input unit acts like a decoder and outputs a multi-bit word, v, in accordance

with the state of the zero reference. The exact decoding logic, to produce So = kSi, is shown
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Figure 2.27: Type 1 Scale Up for bit-streams.

in Table 2.8. Here, the first column is the zero reference, the second is the input bit-stream, Si,

the third column is the output of the decoder, shown as v in Figure 2.27, and k is the amount of

scaling.

A simulation of the time domain response of a scale-up element is shown in Figure 2.28. In this

experiment fb = 1MHz, N = 256, and the gain k = 4. The simulations have been normalised to

range from -1 to +1. The input is a sinusoid with an amplitude of 30/128 = 0.2344. Amplifying Si

by 4 gives 0.9375 = 120/128. The simulations verify the expectations.

The impact of overdrive, or saturation on bit-stream adders has also been discussed earlier. In

the case of a scale-up element the impact is similar. Figure 2.29 plots the behaviour of two bit-

stream scale-up elements. Here the input is a sinusoid of amplitude 40
128 . This sinusoid is being
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z Si v

1 0 0 0

2 0 1 k

3 1 0 -k

4 1 1 0

Table 2.8: Scale Up decoder truth table.
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Figure 2.28: Simulation of Type 1 Scale Up element.
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Figure 2.29: Impact of SAC width on overdriven Type 1 Scale Up element.

scaled up by 6. The top trace is the simulation of a scale-up element with its sum-and-accumulate

element 8 bits wide. When the output reaches full scale there are no more free slots into which

the stored quanta can be inserted and hence they keep accumulating in the SAC. A 8 bit SAC can

accumulate (count) 128 negative quanta or 127 positive quanta. When the input decreases such

that the output is now less than full scale, these stored quanta will find free slots. The output unit

attempts to empty its buffer, aggressively, and hence each and every free slot will be populated

with the stored quanta. The output will thus remain at full scale till each of the stored quanta

has been output. This leads to an extension of the flat top which may not be acceptable in some

applications.

The second trace plots the simulation results of a similar experiment but with a scale-up element

built with a SAC 5 bits wide. This SAC can store only 16 negative quanta or 15 positive quanta

and hence comes out of saturation much more quickly.
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Type 2 Scale Up

The bit-stream to bit-stream modulator can easily be easily adapted to scale bit-streams. A

schematic of this device is shown in Figure 2.30. This element is constructed with a front end

which is identical to that of the Type 1 Scale Up element. Its decoding truth table is also identical

(Table 2.8). The rest of the schematic is the feedback modular similar to those used in the other

elements.

The analysis for the Type 2 Scale-up unit follows a similar line to that of the bit-stream to bit-

stream modulator. The input bit-stream has a value of D1N/N . Every quanta, positive and

negative, results in k, or a −k being deposited in the SAC. If the feedback were to be disabled

the after N clocks the SAC will increment to

k(Az +D1N (k)/2) − k(Bz −D1N (k)/2)

Since Az = Bz, this reduces to

k ×D1N (k)

When the feedback loop is closed, the inherent nature of the system will try to reduce the SAC

to zero. If this is possible then assume it take X clocks of state M1 and the remaining clocks,

N −X of state M2 to reduce the SAC to zero.

k ×D1N = XM1 + (N −X)M2

Re-arranging this results in

X = D1N
k

∆M
−N

M2

∆M
(2.19)
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Where ∆M = M1 −M2. If M1 = −M2 = 1 then the total number of positive quanta is given by

X = D1N
k

2
+

N

2
(2.20)

If Si(k) = Di/N is the input bit-stream to this scaler and the resulting output bit-stream is So(k)

then

So(k) =
(Az +Do(k)/2) − (Bz −Do(k)/2)

N

Then from (2.20)

So(k) =
(X) − (N −X)

N
(2.21)

So(k) =
(Di

k
2 + N

2 )− (N − (Di
k
2 + N

2 )

N
(2.22)

So(k) = k
Di

N
(2.23)

The blue traces in Figure 2.33 shows the relationships for different k/∆M ratios.

Scale down

Scaling a signal down is very similar to scaling a signal up in magnitude. In the case of scaling a

signal up, the number of quanta was increased proportionally. If a bit-stream is to be attenuated

then the number of additional quanta must be reduced by the amount the bit-stream is to be

attenuated. Equation (2.18), repeated below clearly states this.

V2(k) =
((Az + g D1N (k)/2) − (Bz − g D1N (k)/2))

N

If g is less than one then the number of additional quanta is reduced. This reduction can be

achieve in several ways. Two techniques have been presented.

Type 1 Scale Down

The schematic for this techniques is shown in Figure 2.31. The front end is very similar to the

other elements. The decoded output of the front end is counted in the SAC. Every additional

incident quanta increments the SAC. Positive quanta cause positive increments and negative

quanta lead to negative increments. Since the input is to be attenuated by k then the SAC count

is compared to k. Affirmative comparisons lead to a quanta being output and the SAC being

reset to zero.
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Type 2 Scale Down

Examining (2.19), if k = 1 and ∆M > 1 the (2.19) will attenuate the input bit-stream. The

type 2 scale down element is shown in Figure 2.32. The red traces in Figure 2.33 shows the

relationships for different k/∆M ratios.

X = D1N
k

∆M
−N

M2

∆M

Composite Scaling Element

Each of these scaling elements operate on integer scaling values. Fractional scaling is often re-

quired and the Type 2 scaling elements, Figure 2.30 and Figure 2.32, can be adapted to decrease

the granularity in the scaling operation. Figure 2.34 shows the schematic which will achieve this.
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Here M1 = −M2 is always maintained. From (2.19) the expression for the number of output

positive quanta produced by the schematic in Figure 2.34 is

X = D1N
k

m
−N/2

The time domain behaviour is very similar to the other scaling elements and hence it has not

been presented.

2.3.6 Multiplier

The value element and a scaler can be used to construct a bit-stream multiplier. The result of a

multiplication requires twice the resolution of the operands. If the magnitude range of the inputs

is known then, an alternative solution is to scale down the result to keep the product within the

full scale limits. The composite scaler, with both a scale-up and a scale-down input is ideally

suited for use in a multiplier. Figure 2.35 shows the schematic of the bit-stream multiplier with

the operands, S1 and S2, and the resulting bit-stream S3. The value of S2 feeds into the scale-

up terminal, labelled A, while the constant scale-down value is applied to the B terminal. This

schematic has a transfer function given by

So = S1
value(S2)

k

Figure 2.36 shows the response to the multiplication of two sinusoids. Here the scale down

constant is 16. By swapping the A and the B terminals a bit-stream divider is obtained.

So = S1
k

value(S2)
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2.3.7 Tapped Delay

Figure 2.37 shows bit-streams Si segmented into blocks that encapsulate quanta. Since each

quantum arrives at a frequency fb, it is trivial to see that it is possible to encapsulate sufficient

quanta to represent a single operational sample time. It can be seen that these blocks of quanta

may be stored and ejected at a later time as shown in bit-streams Si−1 and Si−2.

Component Design

The basis of this component revolves around a bit-stream buffer. As each quantum is injected into

this block, it is stored on a buffer of length x, where x is the discrete sampling time divided by bit-

stream frequency fb. This value must be calculated a priori and entered as a constant inside the

delay block. A buffer of length x will perform a single discrete delay. If more delays are required,

the buffer should be multiplied by the number of required delays. Figure 2.38 demonstrate this

procedure when an incoming bit-stream ybs enters the block and the buffer is tapped at certain

points to output the delayed bit-streams ybs(q − x), ybs(q − 2x) and ybs(q − 3x).

To test the reliability of the tapped delay block, an input step function is applied. Figure 2.39

shows the bit-stream response for an input of 0.1. The bit-stream frequency fb is 500kHz and the

sampling time is 1ms, thus making the buffer size 2× 500 in size. The blue trace is the input, the

green trace shows the signal which is delayed by one sample interval the red trace shows the

signal delayed by two sample intervals. is the two sample delay.
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To further test the response of this block a sinusoidal signal of amplitude 1 1Vpp is used as an

input. For this example, the sampling time is changed to 10ms whilst keeping fb to 500kHz. This

makes the size of the buffer equals to 2 × 5000 . The blue trace in Figure 2.40 shows the input

sinusoid. The green and red trace of Figure 2.40 shows the delayed version of this signal.

2.4 Bit-stream Simulation of Linear and Nonlinear Systems

The focus of this section is to show the effectiveness of bit-streams in emulating the true be-

haviour of discrete systems. This section will use the tapped delay block described in §2.3.7

extensively. A variety of systems will be tested ranging in complexity, from linear to nonlinear

systems. These simulations are necessary to establish whether bit-stream can be considered as

a possible alternative to implement controllers in future.

2.4.1 Guidelines for Bit-Stream Implementation

The following guidelines are to be followed to successfully implement bit-stream.
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Figure 2.40: Bit-stream Tapped Delay for ts = 0.01sec and sinusoidal input.

• Various signals of the system which are used for control law calculations should be nor-

malised to ensure that they lie within the range of the bit-stream

• The levels of control signals should be limited to avoid saturation of various bit-stream

functional elements

• When more than one bit-stream signals are mathematically manipulated using bit-stream

based adders/multipliers et cetera, the signal to noise ratio will deteriorate as a result of

bit-clumping.

• The bit rate fb of the bit-stream should be several times faster than the sampling frequency

of the system fs. Normally select fb = OSR · 2 · fB where fB = bandwidth of the system.

Typical OSR (over sampling ratio) values are 128, 256, 512 et cetera. This is necessary to

achieve appropriate slew rate.
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Figure 2.41: Output response of a linear system implemented using multi-bit and bit-stream for a 1Hz
sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.

2.4.2 Examples

Initially a discrete first order system given by

y(k) = 0.1y(k − 1) + 2.0u(k − 1) (2.24)

(2.24) is simulated using bit-stream by applying two sinusoidal inputs of unity amplitude of varying

frequency; one with a frequency of 1Hz and another of 5Hz. The range of the bit-stream is set

to ±10 to prevent saturation. The implementation requires 2 bit-stream delay blocks to represent

y(k−1) and u(k−1), 2 scaling blocks to represent the coefficients 0.1 and 2 and one summation

block. The output response is compared to that obtained from multi-bit implementation and is

shown in Figure 2.41 and Figure 2.42. From the figure, it is observed that the response of the

system in bit-stream matched with that of multi-bit implementation.

To further illustrate that bit-stream can accurately emulate the response of a system, a discrete

second order is considered. The system is described by

y(t) = 0.1y(t − 1)− 0.5y(t− 2) + 2.0u(t− 1)− 0.1u(t − 2) (2.25)

The implementation requires 4 bit-stream delay blocks to represent y(k−1), and y(k−2), u(k−1),

u(k− 2) and 4 scaling blocks to represent the coefficients 0.1 ,-0.5, 2, -0.1 and three summation

block. The output response of the system to the same sinusoidal inputs from the bit-stream is

compared with that of the multi-bit and is shown in Figure 2.43 and Figure 2.44. After the short

initial disruption which is caused by the bit-streams delays, the response from the multi-bit and
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Figure 2.42: Output response of a linear system implemented using multi-bit and bit-stream for a 5Hz
sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.

the bit-streams is virtually identical.

Finally a polynomial NARX model, which is a subset of NARMAX model is considered. The

system is described by

y(k) = 0.1y(k − 1) + u(k − 1)− 0.1u(k − 1)− 0.5y(k − 1)u(k − 1) (2.26)

The output response is computed by applying the same inputs in both bit-stream and multi-bit en-

vironment. The functional blocks used for this system include: 2 delays for y(k− 1) and u(k− 1)

and 4 scale block for each parameter. The terms that contain bit-stream products are evaluated

using the multiplier block. The performance of this block is understandably limited, since product

terms escalate exponentially and may saturate from an early stage. Amongst the several adjust-

ments that had to be made to compensate for this saturation, the most important is to include

pre-scaling and post-scaling bit-stream blocks. Extreme care had to be taken not modify the

internal mathematical formulations. This reduced the risk of saturation but also contributed to

the noisy variations. The results of simulation are shown in Figure 2.45 and Figure 2.46. The

response is shown to be noisy, which is an inherent property of bit-streams and its caused by the

combination and large amalgamation of several functional blocks. Furthermore, as the complexity

of the system increases, so does the sensitivity of the parameters. Though the response is noisy,

the overall shape is maintained. In practice, bit-streams would be used to drive a continuous

system, where small variations can be ignored.
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Figure 2.43: Output response of a second order linear system implemented using multi-bit and bit-stream
for a 1Hz sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.
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Figure 2.44: Output response of a second order linear system implemented using multi-bit and bit-stream
for a 5Hz sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.
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Figure 2.45: Output response of a polynomial NARX system implemented using multi-bit and bit-stream
for a 1Hz sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.
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Figure 2.46: Output response of a polynomial NARX system implemented using multi-bit and bit-stream
for a 5Hz sinusoidal input: Blue trace corresponds to multi-bit and the red trace corresponds to bit-streams.
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2.5 Conclusions

This chapter presents an introduction to the use of bit-stream encoding for analogue signals. The

concept of bit-stream is derived and presented from its fundamental building blocks by establish-

ing the idea of quantum or quanta. This fundamental concept can be used to encode analogue

signals into a single digital line, or bit-stream. One of the advantages of a bit-stream paradigm

is its ability to perform mathematical operations based solely upon the manipulation of quanta.

That is, functional blocks that operate only on the principle of bit-streams have been presented

here. These operators include summation, substraction, scaling and multiplication. Their math-

ematical and physical proof has been included. Considering the overall theme of this thesis, the

performance of bit-stream is illustrated by computing output response of both linear and non-

linear systems. The implementation procedures are clearly outlined and the simulation results

show satisfactory response for each of the systems compared to their multi-bit counterpart. This

design methodology ensures predictable behaviour of the functional blocks for more complex ar-

rangements. It is this combination of multiple functional elements that will serve as the basis for

implementing new types of controllers in the next few chapters.



CHAPTER 3

Bitstream based Generalised Predictive Control for Linear Systems

3.1 Introduction

Digital control has gained popularity during the last several decades with most of the current

control systems based on digital techniques which are implemented using microcontrollers and

digital signal processors (DSPs). All these microcontrollers and DSPs are essentially serial, or

multi-bit, in nature and are usually optimised for fixed width binary words ranging from 8 bits to

32 bits [59]. The choice of appropriate word size is decided by the required dynamic range, the

signal-to-noise ratio, the complexity of the control algorithm and the cost of the associated devel-

opment tool. Although controller implementation using serial processors do not pose significant

difficulties for single-input-single-output (SISO) systems, the serial strategy offers considerable

disadvantage while controlling complex multi-input-multi-output (MIMO) systems.

An alternate method of implementing digital controllers is based on the concept of bit-stream

which has recently been proposed in [17]. The bit-streams are inherently parallel in nature. In

this method, instead of using a microprocessor to implement the control functions, the controller

is implemented in hardware using bit-streams inside programmable logic devices such as Field

Programmable Gate Arrays (FPGAs). This technique differs from traditional digital implementa-

tions in that each signal is represented by a single bit wide digital signal instead of a multiple bit

integer. Moreover, since all control elements are implemented in parallel, the addition of extra

functionality to a given design will consume extra silicon area with little impact on the timing of the

system unlike microcontroller based systems which execute control functions sequentially. This

may exceed the available execution time as more functionality is added.

Recently, bit-stream based systems have been developed for various applications which include

servo control [67], neural network applications [59], brushless D.C. motor control [21], variable

frequency sine wave generation [60], control of induction motor [21] et cetera. The bit-stream
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based controllers designed to date are limited to proportional and integral controllers. The ob-

jective of the present study is to investigate whether the bit-stream principle can be used to

implement more sophisticated control method such as generalised predictive control (GPC). The

GPC has been developed extensively during past three decades and is considered as one of the

most popular controller next to the Proportional-Integral-Derivative (PID) controllers by the indus-

try due to numerous advantages this offer [25, 68, 69, 24]. In this chapter, the performance of

a GPC has been investigated considering examples of simple linear system and a linear system

with delay.

3.2 Generalised Predictive Control

The generalised predictive control algorithm proposed in [25] is briefly reviewed here for sake

of completeness. The linearised model of most single-input-single-output (SISO) plants, around

a particular operating point, can often be described by a Controlled Auto-Regressive Integrated

Moving Average (CARIMA) model [25].

A(q−1)y(t) = B(q−1)q−du(t− 1) +
C(q−1)

∆
e(t) (3.1)

where ∆ is the differencing operator 1 − q−1, d is the dead time of the system, u(t) and y(t)

represent respectively the control and output sequences of the plant, and e(t) is a zero mean

white noise sequence. The polynomials A, B and C are given by:

A(q−1) = 1 + a1q
−1 + a2q

−2 + ...+ anaq
−na

B(q−1) = b0 + b1q
−1 + b2q

−2 + ...+ bnbq
−nb

C(q−1) = 1 + c1q
−1 + c2q

−2 + ...+ cncq
−nc (3.2)

The Generalised Predictive Control (GPC) algorithm essentially applies a control sequence by

minimising a cost function of the form:

J(N1, N2, Nu) =

N2∑

j=N1

e2(t+ j|t) +

Nu∑

j=1

λ∆u2(t+ j|t) (3.3)

where N1 and N2 are the minimum and maximum costing horizons, Nu is the control horizon

with N1 ≥ 1, N2 ≥ N1 and 1 ≤ Nu ≤ N2, λ is the positive weight coefficient and e(t + j|t) =

ŷ(t+ j|t)−w(t+ j) where ŷ(t+ j|t) is the optimum j step ahead prediction of the system output,

given data up to time t and w(t+ j) is the future reference trajectory.

The objective of the predictive control is to obtain the future control input sequence u(t),u(t +

1),. . . , such that the future plant output y(t+j) successfully tracks w(t+j). This is accomplished

by minimising J(N1, N2, Nu) of (3.3). The j-step ahead prediction of the output can be expressed
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as [25]

ŷ(t+ j|t) = Gj∆u(t+ j − d− 1) +G′(q−1)∆u(t− 1) + Fj(z
−1)y(t) (3.4)

where polynomials Gj(q
−1), G′

j(q
−1) and Fj(q

−1) are obtained recursively by solving the follow-

ing Diophantine equations:

C(q−1) = E(q−1)A(q−1)∆ + q−jFj(q
−1) (3.5)

B(q−1)E(q−1) = Gj(q
−1)C(q−1) + q−jG′(q−1) (3.6)

where the solutions for these polynomial equations (for j = 1, . . . , N) are given by [70]

F (q−1) = f j
0 + f j

1q
−1 + . . .+ f j

naq
−na, (3.7)

G(q−1) = gj0 + gj1q
−1 + . . . + gjj−1q

−(j−1), (3.8)

E(q−1) = ej0 + ej1q
−1 + . . . + ejj−1q

−(j−1), (3.9)

G′(q−1) = g′
j
0 + g′

j
1q

−1 + . . .+ g′
j
nb−1q

−(nb−1) (3.10)

The future output predictions when expressed in vector form becomes

ŷ1 = G∆u+ F(q−1)y(t) +G′(z−1)∆u(t− 1) (3.11)

where,

ŷl =









ŷ(t+N1|t)

ŷ(t+N1 + 1|t)
...

ŷ(t+N2|t)









(3.12)

∆u =









∆u(t)

∆u(t+ 1)
...

∆u(t+Nu − 1)









(3.13)
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G =









gN1
gN1−1 ... gN1−Nu+1

gN1+1 gN1
... gN1−Nu+2

...
...

. . .
...

gN2
gN2−1 ... gN2−Nu+1









(3.14)

G′(q−1) =









G′
N1

(q−1)

G′
N1+1(q

−1)
...

G′
N2

(q−1)









(3.15)

F(q−1) =









FN1
(q−1)

FN1+1(q
−1)

...

FN2
(q−1)









(3.16)

Note that the last two terms of (3.11) depend only on the previous states and therefore can be

grouped into one term, denoted as f . Therefore (3.11) can be expressed as:

ŷ1 = G∆u+ f (3.17)

The cost function of (3.17) therefore can be expressed as

J = (G∆u+ f −w)T (G∆u+ f −w) + λ∆uT∆u (3.18)

where w = [w(t+N1), w(t+N1 + 1), ..., w(t +N2)]. This equation can be re-written as shown

in (3.19)

J =
1

2
∆uTH∆u+ bT∆u+ f0 (3.19)

where H = 2(GTG + λI), bT = 2(f −w)TG and f0 = (f −w)T (f −w). Assuming that there

are no constraints on the control signals, the minimum value of J can be found by making the

gradient of J equal to zero, which gives

u = −H−1b

= (GTG+ λI)−1GT (w − f) (3.20)

Using only the first row of matrix GTG+ λI, the output control law becomes

u(t) = u(t− 1) +GTG+ λI(w − f) (3.21)
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3.3 Investigation Procedure

The feasibility and effectiveness of the bit-stream based GPC is illustrated by considering two

examples. The first example considered in this study is a D.C. servo mechanism which represents

a linear system and the second example is a thermal system which represents a linear system

with time delay. The performance of the controller is investigated using the following procedure.

• Initially, the standard GPC is implemented in an idealised form in MatlabTMusing the math-

ematical model of the system and the tuning parameters are selected by trial and error.

• In the second stage, the bit-stream based GPC is implemented using Mentor Graphics’

ModelSimTM. The performance of the bit-stream based GPC wasis compared with that

obtained from ideal GPC implemented in MatlabTM.

• In the third stage, the bit-stream based GPC is implemented in the real system. Since the

design of the GPC is based on a discrete parametric model of the system, discrete models

are fitted to the system using standard procedure of system identification. Furthermore, the

optimal values of some of the tuning parameters of GPC such as control horizon, prediction

horizon and weighting factor are obtained using a genetic algorithm.

• After obtaining the model and the tuning parameters, experimental results are obtained by

implementing the GPC in SimulinkTM/dSpaceTMand are compared with those of bit-stream

based GPC.

3.4 Case Study 1: Design of GPC for Speed Control of a D.C. Motor

The dynamics of the D.C. motor considered in this study is described by [71]

dia
dt

=−
Ra

La

ia(t)−
Kb

La

ω(t) + vapp(t) (3.22)

dω

dt
=−

1

J
Kfω(t) +

1

J
Kmia(t) (3.23)

where,

vapp is the input voltage applied to the system.

ia(t) is the armature current.

ω(t) represents the core angular velocity.
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Ra represents the armature resistance.

La represents the inductance of the armature

Kb represents the back emf constant

Kf represents the field constant.

Km represents the torque constant

J is the inertia of the motor.

The present simulation is carried out considering Ra = 2Ω, La = 0.5H, J = 0.02kg.m2, Km =

0.015N.m/A, Kb = 0.015V.s/rad and Kf = 0.2N.m.s.

The discrete equivalent of the system at sampling frequency of 20Hz gives the following A and B

polynomials of the CARIMA model of (3.1):

A(q−1) = 1− 1.4252q−1 + 0.4966q−2

B(q−1) = 0.0015 + 0.0012q−1

C(q−1) = 1.0

The success of GPC is dependent on the careful selection of the control and prediction horizons,

and control weighting sequence λ. Several methods to optimise these parameters can be found

in relevant literature [68]. However, since the focus of the initial task is to affirm if GPC is a viable

control mechanism for D.C. motor control, initial values for the GPC tuning algorithm are selected

by trial and error until satisfactory results are obtained. In the present example, the prediction

horizon N2 and control horizon Nu is set to 5 and 2 respectively. Control-weighting sequence

factor is set to λ = 0.03. The gain matrices Kr and Kgpc are computed. The matrix Kr is defined

as follows:

KR =
(
GTG+ λI

)−1
GT (3.24)

Kr = KR[1, 1 . . . N ] (3.25)

Kr =
[

0.0489 0.1567 0.2855 0.4156 0.5371
]

(3.26)
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Figure 3.1: Speed control of a D.C. servo mechanism using multi-bit GPC: Upper plot shows the output
speed and the lower plot shows the control signal.

The matrix Kgpc is of size [N,na + 1] and it is defined as follows

Gx(i) = CONV [E(1 . . . i), B] i ≤ N (3.27)

Kgpc(i, j) =







Kr(i)F (i, j), i ≤ N, j ≤ na

Kr(i)Gx(i, i + 1), i ≤ N, j = na + 1
(3.28)

Kgpc =











0.1185 −0.0939 0.0243 0.0001

0.6203 −0.6523 0.1887 0.0004

1.5529 −1.8289 0.5614 0.0013

2.8204 −3.5274 1.1226 0.0027

4.2807 −5.5535 1.8099 0.0043











(3.29)

where CONV [x, y] is discrete time convolution of x on y.

Figure 3.1 shows the speed tracking performance of the D.C. motor when the reference speed is

±0.25 rads/sec. This is an ideal result in the sense that it contains infinite resolution. This result

is used to confirm that GPC is capable of controlling speed of a D.C. motor satisfactorily.
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Figure 3.2: Implementation of tapped delay block.

To successfully implement a bit-stream GPC controller several issues must be addressed. One

of the important blocks which is needed for implementing bit-stream GPC is the tapped delay

block shown in Figure 3.2. This functional block is used to delay a bit-stream signal by a specific

amount of time. In short, this is done by storing quanta into a memory buffer and releasing it

after a specific amount of time. For example, we require a buffer size of 1000 bits to represent a

delay 1ms for a bit-stream system which runs at a clock of 1µs. For more information about this

block refer to §2.3.7 of Chapter 2. An incoming signal is expressed in bit-streams at frequency fb

which is be buffered to a particular N-bit register. A snapshot of this buffered signal is triggered at

every operation clock and moved to another register level. As this signal is shifted, subsequent

registers are also shifted accordingly. Therefore, these registers will contain the delayed version

of the signal required for a GPC implementation.

The schematic layout of the bit-stream based GPC is shown in Figure 3.3 which consists of

several blocks, including a plant, 12-bit float-to-bit-stream converter, bit-stream-float conversion,

a tapped delay and various arithmetic operations. The symbol
⊗

and
⊕

in Figure 3.3 refers to

bit-stream (single bit) multiplication and addition respectably. Note, that the diagram describes

only a single prediction window. This will be repeated for every window. The bit-stream GPC is

implemented using fb = 5MHz. The speed tracking performance is shown in Figure 3.4. From

the results of Figure 3.4, it is obvious that the bit-stream controller exhibit very similar response

to that obtained from MatlabTM/SimulinkTMwhich demonstrate that the designed controller can

successfully be implemented in bit-stream.

3.4.1 Bit-stream Based GPC for D.C. Motor: Experimental Set up

The experimental implementation of GPC using bit-stream requires several function blocks which

are shown in Figure 3.5. Figure 3.6 shows the prototype of the D.C. motor used in this study. The
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Figure 3.3: Layout of bit-stream based GPC implementation using ModelSimTM.
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Figure 3.4: Speed control of a D.C. motor using bit-stream based GPC: Upper plot shows the output
speed and the lower plot shows the control signal.
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Figure 3.5: Schematic diagram for D.C. servo mechanism experiment.

Figure 3.6: Prototype of D.C. servo mechanism: (A) Computer interface with SimulinkTM, (B) DE2 FPGA,
(C) dSpace I/O Ports, (D) bit-stream converter, (E) power amplifier and (F) D.C. motor plant.
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different functions of the blocks of Figure 3.5 are described below.

1. FPGA Controller - This is a DE2 Development Board which contains a Cyclone II EP2C35

FPGA device. This board is used to process all the control signals using bit-streams.

This board has two 40-pin headers which is used to interact with the other devices. Logic

levels for these pins are 0V for logic ’0’ and 3.3V for logic ’1’ and it is programmed using

Quartus II software. The device is also being used to supply a clock signal and power to

the Analogue-to-Bit-stream Converter. It is shown as item (B) in Figure 3.6.

2. Analogue to Bit-stream Converter - A Printed Circuit Board (PCB) is needed for con-

verting analogue signals into bit-streams. This consists of a Cypress Semiconductor Pro-

grammable System on Chip (PSoC) Micro-controller CY8C26443-24PI which is programmed

to take an input signal of ±5V and output a bit-stream with full scale at 5V, and a zero scale

at -5V. This device requires three input lines: a clock (which runs at 4 times the bit-stream

rate), 5V supply and ground. This microprocessor can output two separate bit-stream chan-

nels which will be used to encode the speed of the motor and the set point into bit-streams.

This is shown as item (A) in Figure 3.7.

3. dSpace - A SimulinkTM/dSpaceTMinterface is being used for performing the following tasks:

1) Generating the desired analogue set point, 2) Data acquisition, and 3) leveling the signal

outputs to ensure the ±5V range is fully utilised. The dSpace board contains several ana-

logue and digital I/O’s, as well as a quadrature encoder for the D.C. motor. Analogue ports

have a ±10V range and digital ports take 0V to 3.3V for logic low and high respectively.

The dSpace provides its own software called ControlDesktop, which gives various options

for data acquisition such as data capturing, gain adjustment etc. This setup can be seen

as item (A) and (C) in Figure 3.6.

4. Power Amplifier - This PCB contains two main ICs: A Programmable System on Chip

(PSoC) Micro-controller CY8C26443-24PI and an LMD18200 H-Bridge. Since a bit-stream

signal resembles a PWM signal, it can be used directly to drive the aforementioned H-

Bridge. This can then be connected to the D.C. motor. The power amplification board can

be seen as item (B) in Figure 3.7.

5. D.C. Motor - It is a general purpose 2000rpm, 12V, 16W motor (RS:715-106). The output

of this motor is encoded via a HEDS-5500 quadrature encoder, and this is supplied directly

to the dSpace for decoding as shown in Figure 3.7-(C).
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Figure 3.7: Detailed view of D.C. motor prototype: (A) bit-stream converter, (B) power amplifier and (C) a
D.C. motor.

3.4.2 Step 1: Discrete Parametric Modelling of D.C. Motor

Since the design of the GPC is based on a discrete time model of the system, the first step is

to obtain a discrete parametric model of the system from input-output data. To identify the D.C.

motor, it is excited by a PRBS signal of magnitude ±1.5V which is generated using a 9-bit shift

register. The input and output data are collected at a sampling frequency of 200Hz by exciting

the system for 10 seconds. The discrete parametric model is fitted using the orthogonal least

squares algorithm with Error Reduction Ratio test [41].

In order to fit the discrete time model, 1700 data points are used for identification and 300 data

points for validation. Figure 3.8 shows the One Step Ahead predicted output of the model. To

further validate the model, the Model Predicted Output (MPO) over the remaining test set is

computed and compared with the original data and it is shown in Figure 3.9. The MPO is in good

agreement with the measured output and this serves as a simple and effective way of testing the

validity of the model [72]. The majority of the prediction error terms often have a very low ERR

value. If these terms are deleted the error may become a correlated sequence instead of white

noise. This will cause bias in the model parameters. Fortunately, this can be readily detected by
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Figure 3.8: One step ahead prediction for the identification of a D.C. servo mechanism.
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Figure 3.9: Model predicted output for the identification of a D.C. servo mechanism.
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Figure 3.10: Correlation plots for the identification a D.C. servo mechanism

studying the relationships shown below.

φξξ(τ) = δ(τ) (3.30)

φuξ(τ) = 0 ∀ τ (3.31)

φu2′ξ2(τ) = 0 ∀ τ (3.32)

φu2′ξ(τ) = 0 ∀ τ (3.33)

φξξu(τ) = τ ≥ 0 (3.34)

where ξ(t) represents an estimate of the prediction error sequence and the ′ indicates that the

mean has been removed from a signal. The model validity test of (3.30) to (3.34) often indicates

which, if any, terms have been omitted from the model. These terms can then be forced into the

model to rectify any discrepancies. Figure 3.10 shows correlation plots for the D.C. motor plant.

The results for the identification of the D.C. motor are given by

y(k) = 0.7803y(k − 1)− 0.014262y(k − 4) + 0.046456u(k − 1) + 0.069196u(k − 2) (3.35)
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3.4.3 Step 2: Optimisation of Gains for Generalised Predict ive Controller for D.C.

Motor

The success of GPC is critically dependent on some of the parameters such as prediction and

control horizons and control weighting sequence. The optimisation of every parameter is es-

sential, however the optimality is not a single point, but an optimality surface where the user

can select different trade-offs for a desired operating point [73]. The present study uses genetic

algorithm to optimize these parameters.

Genetic Algorithm (GA) is a stochastic global adaptive search optimisation technique based on

the mechanisms of natural selection [74]. The algorithm aims to find the fittest individual from a

set of candidate solution known as population. The main advantages of GA as a multi-objective

optimisation algorithm are: it does not requires a priori knowledge about the relative importance

of the objectives, and, there is a set of acceptable trade-off optimal solutions [73].

The GA was first proposed and analysed by Holland [75]. The classical definition of a GA consist

of three distinctive sections: binary coding, proportional selection and crossover reproduction.

From these features, the heavy reliance on crossover is what makes the GA distinctive over other

intelligent search algorithms. Many variation of the classical GA algorithm have been devel-

oped using problem orientated approaches, but the underlying description proposed by Holland

remains the same [76].

GAs are defined by two main operators, namely crossover and mutation. These are well known

and described throughout the literature. More information on this can be found in Chapter 5 and

[76, 77].

Previously published computer simulations have demonstrated the effectiveness of parameter

tuning using GAs for minimisation of an objective function[73]. The selected performance index

to be minimised is based on the following objectives:

• Minimise the rise time, tr.

• Minimise the maximum overshoot, tOS.

• Minimise the settling time, ts.

Several existing tuning guidelines for GPC algorithms exist [78]. The GA commences with the

selection of two candidates based on their fitness. In order for all the candidates to have a

chance to partake in crossover, the selection is random, but the chance of each candidate being

selected, is proportional to their fitness. the crossover probability lies within 90% and 95%. This

is to allow some results to be passed unmodified. The crossover operator will be performed on
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the two selected candidates and this will produce a new offspring. A mutation rate is then defined

and kept relatively low, between 1% and 10%. A zero mutation rate will cause the algorithm to

converge to the nearest local minima and a high mutation rate will make the algorithm to behave

like random search. The steps of GA are depicted as follows [73]:

I. Start - Generate random population of n chromosomes.

II. Fitness - Evaluate the fitness of f(x) of each chromosome x in the population.

III. New Population - Create a new population by repeating following steps until the new pop-

ulation is complete

III-1. Selection - Select two parent chromosomes from a population according to their fit-

ness (the better their fitness, the higher their chance of being selected).

III-2. Crossover - With a crossover probability, the parents form a new offspring (children).

If no crossover is performed, offspring is an exact copy of the parents.

III-3. Mutation - With a mutation probability, mutate new offspring at each position in the

chromosome.

III-4. Accepting - Insert the new offspring in a new population.

IV. Replace - Use the newly generated population for the next run of the algorithm.

V. Test - If the end condition is satisfied, stop , and return the best solution in current popula-

tion.

VI. Loop - Go to step 2.

Using the algorithm outlined above, the three GPC parameters which are optimised are the pre-

diction horizon N2, the control horizon NU and the control-weighting sequence λ. A population

size of 10 is generated using binary encoding. Convergence of the GA algorithm is monitored by

the minimisation of the cost function J =
∑

[w1tr + w2ts + w3tOS]
−1, where w1, w2 and w3 are

weight factor for each of the parameter. Crossover and mutation rates are set to 95% and 5%

respectively. This algorithm is run through 50 generations.

The convergence of the fitness function is shown in Figure 3.11 as a function of generations. The

values associated with the y-axis are relative to the operation and do not explicitly represent any

value in particular. The final output values are shown in Table 3.1.

The parameters obtained via GA for the GPC algorithm are used to achieve successful tracking
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Figure 3.11: Fitness trajectory for the optimisation of D.C. servo mechanism GPC parameters.

GPC Parameter Optimised Value

N2 3

Nu 1

λ 8.64

Table 3.1: Optimised GPC parameters obtained via genetic algorithms for D.C. Servo mechanism.

when the reference speed is 3 rads/sec. The results show a rise time of 0.335 seconds and no

steady state error, and are presented in Figure 3.12. In the present study, the performance of a

the D.C. servo mechanism is tested using a stair case input as a reference signal. The results of

simulation for a multi-bit GPC implemented in MatlabTMis shown in Figure 3.13. From the figure

it is obvious that the GPC could successfully track the reference.

3.4.4 Step 3: Experimental Results

Initially, the standard GPC is implemented using SimulinkTM/dSpaceTMon a D.C. motor plant

through analogue ports. Then, the same D.C. motor is controlled using GPC control law en-

coded via bit-streams. Figure 3.14 show the response of an actual D.C. motor plant using GPC.

The encoder produces 500 counts per revolution. Using this information, it is possible to display

everything in terms of radians/second.



70 Bitstream based Generalised Predictive Control for Line ar Systems

0 0.5 1 1.5 2

0

0.5

1

1.5

2

2.5

3

Time, seconds

S
pe

ed
, r

ad
/s

ec

Figure 3.12: Speed tracking performance of a D.C. servo mechanism using GPC with optimised parame-
ters obtained via genetic algorithms.
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Figure 3.13: Simulation results of speed control of D.C. motor using multi-bit GPC.
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Figure 3.14: Experimental results for speed control of D.C. motor using multi-bit GPC.
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Figure 3.15: Experimental results for speed control of D.C. motor using bit-stream GPC.
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From the results it is observed that the results of bit-stream GPC is comparable with those ob-

tained from the multi-bit implementation.

3.5 Case Study 2: Design of GPC for Temperature Control of a Ther-

mal System

The next example to be considered is a thermal system, which is essentially a linear system with

transport lag. The dynamics of the thermal system considered in this study is given by [17, 79]

Gth = e−sTlag
1.04

(
1 + s

3.14

) (
1 + s

5.96

) (3.36)

where Tlag = 0.18s. Although the system is inherently nonlinear this model has been obtained

at a specific operating point. The output of the plant is temperature, which is translated through

a thermocouple into a voltage.

The CARIMA representation of this plant at sampling frequency of 56Hz is given by

A(q−1) = 1− 1.8433q−1 + 0.8489q−2 (3.37)

B(q−1) = 0.0030 + 0.00281q−1 (3.38)

C(1−1) = 1 (3.39)

To better understand the dynamics of the plant, it is important to study its physical layout. It is

understood that the output of the plant is in degrees Celsius, however measurements are taken

through a thermistor with a range of ±15V, which can span through a range from ambient temper-

ature to 800C. The nominal operating point of the system as recommended by the manufacturer

is 350C.

Initially, GPC is designed using the model given by (3.37), (3.38), (3.39). Following a similar

procedure as presented in §3.3, the GPC for the thermal system is implemented using both

MatlabTM/SimulinkTMand ModelSimTM. The simulation wasis carried out considering the predic-

tion horizon N2 = 4, control horizon Nu = 2 and the weighting parameter λ = 8. The gains Kr

and Kgpc for the GPC are given by

Kr =
[

0.0004 0.0014 0.0030 0.0051
]

(3.40)

Kgpc =









0.0011 −0.0010 0.0003 0.0000

0.0076 −0.0096 0.0034 0.0000

0.0257 −0.0365 0.0138 0.0000

0.0617 −0.0935 0.0368 0.0001









(3.41)
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Figure 3.16: Simulation results for temperature tracking of a thermal system using multi-bit GPC: Upper
plot shows the plant output and the lower plot shows the control law.

The simulated results of for multi-bit and bit-stream implementation are shown respectively in Fig-

ure 3.16 and Figure 3.17. From the result it is found that the performance of both the controllers

are satisfactory.

3.5.1 Bit-Stream Based GPC for Thermal System: Experimenta l Setup

Figure 3.18 shows the schematic of experimental implementation and the prototype is shown in

Figure 3.19 and Figure 3.20. Note that this system is a linear system with transport lag or delay.

Therefore, before designing the GPC it is essential to determine the delay associated with the

system.

3.5.2 Step 1: Discrete Parametric Modelling of Thermal Syst em

One of the key properties of this system is that it contains transport lag. By adjusting the position

of the thermocouple, it is possible either to increase or decrease this lag. Figure 3.21 shows

the response of three settings of the thermal plant to a step function. The blue trace shows

the minimum delay equals to 0.05s, the green trace shows the medium level of delay equals to

0.125s and the red trace show the maximum delay of 0.18s. The values presented here are most
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Figure 3.17: Simulation results for temperature tracking of a thermal system using bit-stream GPC: Upper
plot shows the plant output and the lower plot shows the control law.
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Figure 3.18: Schematic diagram for thermal plant experiment.
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Figure 3.19: Experimental Prototype of thermal system. (A) Computer interface with SimulinkTM, (B) DE2
FPGA, (C) dSpace I/O Ports, (D) bit-stream converter and (E) thermal plant.

Figure 3.20: Detailed view of thermal system: (A) bit-stream converter and (B) thermal plant.
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Figure 3.21: Transport lag for thermal system: Minimum delay in blue, medium delay in green, maximum
delay in red.

important, since it will give an indication of the maximum lag of the discrete model of the plant

which is identified next.

The thermal plant is identified using a linear model and validated through a series of tests to

ensure that the system dynamics has been successfully captured. The system has been excited

through a 9-bit PRBS signal with an upper level of 7V and a lower level of 3V . This procedure is

done at a sample frequency of 20Hz for 100 seconds, meaning 2000 data points are collected.

The system is identified using Orthogonal Least Squares (OLS) and the structure is selected

using Error Reduction Ratio (ERR) as proposed by [80]. Figure 3.22 shows the One Step Ahead

Prediction(OSA) of the model for the medium delay. Similar to the analysis performed on the

D.C. motor plant, Figure 3.23 shows the model MPO for the thermal plant. Figure 3.24 shows

correlation plots for the thermal plant under medium delay. The results for the identification
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Figure 3.22: One step ahead prediction of a thermal plant set to medium delay.
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Figure 3.23: Model predictive output of a thermal plant set to medium delay.
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Figure 3.24: Correlation plots of a thermal plant set to medium delay.

process with medium delay is given by

y(k) = 0.82678y(k − 1) + 0.20329y(k − 4) + 0.097783y(k − 5)

− 0.13092y(k − 10) − 0.040162u(k − 4)− 0.026799u(k − 5)

− 0.019746u(k − 6)− 0.015958u(k − 7) + 0.015502u(k − 10)

+ 0.01788u(k − 11) + 0.017418u(k − 12) + 0.021423u(k − 13)

+ 0.014279u(k − 14) + 0.0087951u(k − 15) + 0.010232u(k − 16)

+ noise model (3.42)

The models for minimum delay and maximum delays are fitted following a similar procedure and

these are given in (3.43) and (3.44) respectively.

y(k) = 1.2082y(k − 1)− 0.45747y(k − 6) + 0.24757y(k − 7)

− 0.041483u(k − 2)− 0.021088u(k − 3) + 0.014101u(k − 5)

+ 0.020941u(k − 6) + 0.023723u(k − 7) + 0.0055753u(k − 8)

− 0.00014956u(k − 12) (3.43)
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Figure 3.25: Fitness optimisation via genetic algorithm for a thermal plant with medium delay

y(k) = 1.0415y(k − 1)− 0.043677y(k − 12)− 0.02634u(k − 5)

− 0.020495u(k − 6)− 0.013528u(k − 7) + 0.013912u(k − 12)

+ 0.010142(k − 13) + 0.0074753u(k − 14) + 0.0086319u(k − 15)

+ 0.010585u(k − 17) + 0.0036483u(k − 18) + 0.007605u(k − 22) (3.44)

3.5.3 Step 2: Optimisation of Gains for Generalised Predict ive Controller for a

Thermal System

Using the same procedure presented in §3.4.3, the GPC parameters are optimised. Figure 3.25

shows for the relative fitness optimisation trajectory for the medium delay. A similar optimisation

procedure is performed for all delays using all the identified systems. The results are presented

in Table 3.2. These results will be used to generate the required gains for the final implementation

of the GPC.

3.5.4 Step 3: Experimental Results

Using the identified plant in (3.42), and the optimised parameters obtained using genetic algo-

rithm algorithms, the GPC control law is implemented. The result of this simulation is shown in
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Optimised Values

GPC Parameters tmin = 0.05s tmed = 0.125s tmax = 0.18s

N2 6 5 7

Nu 1 1 2

λ 21.4 37.4 78.18

Table 3.2: Optimised GPC parameters obtained via genetic algorithms for thermal plant with three different
transport lags.

Figure 3.26, and are shown to be satisfactory. Similar simulations are performed for the minimum

and maximum delays with similar results but are not shown here. Figure 3.26 is a very important

result because it serves as a benchmark for the real behavior of the thermal plant.

The final implementation of the thermal system (set to medium delay) is shown in Figure 3.27.

The performance of the bit-stream based GPC controller is comparable to multi-bit and shown to

be satisfactory. The performance of the GPC using multi-bit and bit-stream on a thermal system

set to minimum and maximum delay is shown in Figure 3.28 and Figure 3.29 respectively. The

GPC bit-stream response is also shown to be satisfactory.

3.6 Conclusions

A bit-stream based generalised predictive controller (GPC) has been successfully designed and

implemented for a linear system and a linear system with delay, namely a D.C. motor and a

thermal system respectively. The success of the implementation relied heavily on the correct

identification of the plants. Clear evidence of this has been presented and is used to successfully

implement bit-stream based controller simulations. These simulations are validated through the

implementation of multi-bit and bit-stream based GPC on actual plant prototypes. The results of

the experiments demonstrated that a bit-stream based approach for predictive control of linear

system is a viable alternative. Therefore, the procedures and results presented here, serve as

the basis for the implementation of more complex controllers in later chapters of this thesis.
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Figure 3.26: Simulation of temperature tracking performance of a thermal system set to medium transport
lag using multi-bit GPC.
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Figure 3.27: Temperature tracking performance of a thermal system set to medium delay: Bit-stream is
shown in blue, multi-bit is shown in red and setpoint is shown in green.
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Figure 3.28: Temperature tracking performance of a thermal system set to minimum delay: Bit-stream is
shown in blue, multi-bit is shown in red and setpoint is shown in green.
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Figure 3.29: Temperature tracking performance of a thermal system with maximum delay: Bit-stream is
shown in blue, multi-bit is shown in red and setpoint is shown in green.



CHAPTER 4

Bit-stream based Controller for an Unstable Magnetic Levitation System

4.1 Introduction

Magnetic levitation systems can suspend objects without friction. In recent years, numerous ap-

plications of such systems have been reported e.g. frictionless bearings, high speed Maglev

trains, levitation of wind tunnel models, vibration isolation system, rocket guiding projects, su-

perconductor rotor suspension of gyroscopes, high speed transportation systems, self-bearing

blood pumps used in artificial hearts, levitation of molten metal in induction furnaces, levitation

of metal slabs during manufacturer et cetera [81, 82, 83, 84, 85, 86]. The electro-mechanical

dynamics of Magnetic Levitation Systems (MLS) are inherently unstable and highly nonlinear.

The problem of successfully controlling such systems therefore poses considerable challenge to

control engineers.

Different types of controllers, based on both linear and nonlinear techniques, have been pro-

posed for controlling such systems [87, 88]. The standard linear technique is based on an an

approximate linear model which is obtained by perturbing the system dynamics around a desired

operating point. The performance of the linear controller is therefore optimal when the system

operates around the linearisation point. To overcome the problems associated with linear con-

trollers, several controllers based on nonlinear methods have been proposed e.g. nonlinear state

space control, the sliding mode control, adaptive control, robust control, predictive control, et

cetera [89, 90, 91, 92, 93, 94, 95, 96, 97].

Most of these controllers are implemented using standard digital implementation and using micro-

controllers and digital signal processors which are usually optimised for fixed width binary words

e.g. 8-bit, 16-bit or 32-bit. Although these implementations have been very successful, they have

one thing in common and that is they are all serial processors and are capable of executing a

single instruction at a time. Moreover, the choice of the word size is governed by the required
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dynamic range, the signal-to-noise ratio, the nature of the control algorithm or even the cost of

the silicon hardware and the associated development tools [59].

In recent years, an alternate technique based on bit-stream has been proposed for selected con-

trol applications due to the several advantages they offer [59, 67, 50, 51]. The most obvious

advantage is that each signal is represented by a single bit which eases place and routing oper-

ations for FPGA systems, reduces I/O usage to only one pin per signal, allows easy isolation of

systems using digital optocouplers or similar equipment and is inherently parallel.

The objective of this chapter is to investigate whether a bit-streams can be used for the con-

trol of an unstable magnetic levitation plant. To achieve this, several types of controllers are

implemented which include, feedback linearising cfontroller, state space based model predictive

controller, generalised predictive controller and a lead-lag compensator.

4.2 Mathematical Model of Magnetic Levitation System

The schematic of a typical magnetic levitation system is shown in Figure 4.1. Two slightly different

systems are shown, albeit their dynamics are identical. The system consists of a metallic ball

bearing, whose weight is counteracted by the electromagnetic force applied by an iron core with

DC resistance R, inductance L and magnetic force constant C.

In magnetic levitation systems, the height of the ball can be measured in various ways. Presented

in Figure 4.1 are two ways to achieve this. In Figure 4.1-(A), optical sensors and LED sources are

used to measure the position of a steel ball by correlating the height to the received infrared light

of the optosensors. In Figure 4.1-(B), a magnetised steel ball is used, whose height is determined

by the strength of the magnetic field detected by the hall effect sensor placed just below the coil.

Both of these systems provide the height of the ball as a proportion of voltage. The dynamics of

either system remains the same provided the height of the ball is interpreted correctly, and these

are therefore given by

dx

dt
= v (4.1)

Ri+
d

dt
[L(x)i] = e (4.2)

m
dv

dt
= mg − C

[
i

x

]2

(4.3)

where, x is the position of the ball in meters, v is the velocity of the ball in meters per second, m

is the mass of the ball in kilograms, g is gravity, i is the current in amperes, C is the force constant

in Nm2A−2, R is the DC core resistance in Ω, e is the voltage applied to the core in volts, and

L(x) is the inductance of the core in Henry which is a nonlinear function of the position of the ball
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Figure 4.1: Magnetic levitation system using (A) optical sensors and (B) a hall effect sensor.

and is the primary source of the system’s nonlinearity.

Equation (4.1) gives the speed/distance relationship, (4.2) states the relationship between cur-

rent, resistance, inductance and voltage within the magnet and (4.3) equates the gravitational

force with the magnetic force.

The nonlinear inductance L(x) in (4.2) is a nonlinear function of the position of the ball[87],

namely x1. Several types of approximations can be found across the literature, three of which

are presented here.

L(x) = L1 +
L0x0
x

(4.4)

L(x) = L1 +
L0

1 + x
a

(4.5)

L(x) = L1 + e
−x
a (4.6)

Equation (4.4) assumes that the inductance varies inversely with respect to the position of the

ball, where x0 is an arbitrary reference position for the inductance [98]. Equation (4.5) was

proposed in [99], where parameters L0 and L1 are selected empirically to be 0.0244 and 0.38

respectively. The length constant a is equal to dball/9 where dball is the ball diameter set at 6cm.

Equation (4.6) was proposed in [100] and provides a simple way of expressing nonlinear induc-

tance by reducing its properties to single value a. The three equation are compared using typical

values and this is shown in Figure 4.2. Although, (4.5) and (4.6) provide a good approximation,
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Figure 4.2: Comparison between different estimations of nonlinear inductance L(x)

(4.4) is selected in this derivation for its simplicity.

By combining (4.4) with (4.2) yields

dx3
dt

=
e

L
−

R

L
x3 +

L0x0x3
Lx21

dx1
dt

(4.7)

A conservation of energy argument shown in [101] validates the expression C = L0x0/2, where

C is known as the magnetic force constant. Equation (4.7) can be re-written as

ẋ3 = −
R

L
x3 +

2C

L

x2x3
x21

+
e

L
(4.8)

The dynamics of the magnetic levitation system described in (4.1), (4.2) and (4.3) can be ex-

pressed in the form of

ẋ = f(x) + g(x)u

y = h(x) (4.9)
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where f(x) and g(x) and h(x) are given by

f(x) =







x2

g − C
m

x2
3

x2
1

−R
L
x3 +

2C
L

x2x3

x2
1







g(x) =






0

0
1
L




 h(x) = x1 (4.10)

This model will be used for designing various controllers for a magnetic levitation system.

4.3 Design of Feedback Linearising Controller

Initially, a feedback linearising controller for magnetic levitation system is designed. This con-

troller has attracted great deal of interest from researchers during past four decades. The philos-

ophy of this approach is to algebraically transform nonlinear dynamics into a fully or partially linear

one, such that available linear control methods can be used to design controllers for nonlinear

systems.

A single-input nonlinear system in the form (4.9) with f(x) and g(x) being smooth vector fields

on Rn, is said to be input-state linearisable if there exist a region Ω in Rn, a diffeomorphism

φ : Ω → Rn, and a nonlinear feedback control law

u = α(x) + β(x)w (4.11)

such that the new state variable z = φ(x) and the new input w satisfy a linear time-invariant

relation

ż = Az + bw (4.12)

where

A =














0 1 0 . . 0

0 0 1 . . .
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. . . . . .

0 0 0 . . 1

0 0 0 . . 0
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






B =














0

0

.

.

0

1














(4.13)

The functions α(x) and β(x) are given by

α(x) =−
Ln
fh(x)

LgL
n−1
f h(x)

β(x) =
1

LgL
n−1
f h(x)

(4.14)

The various steps for designing a feedback linearising controller can be found [102]. The feed-
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back linearising controller as proposed in [103, 104] is obtained by performing a nonlinear change

of coordinates (or transformation) given by

z = T (x) =






z1

z2

z3




 =






y

ẏ

ÿ




 =






h(x)

Lfh(x)

L2
fh(x)






The operation involves finding the Lie derivative h(x), Lfh(x) and L2
fh(x). Note that h(x) = x1.

Hence

Lfh(x) =
d [x1]

dx
f(x) =

[
dx1

dx1

dx1

dx2

dx1

dx3

]







x2

g − C
m

x2
3

x2
1

−R
L
x3 +

2C
L

x2x3

x2
1






= x2 (4.15)

L2
fh(x) =

d [Lfh(x)]

dx
f(x) =

[
dx2

dx1

dx2

dx2

dx2

dx3

]







x2

g − C
m

x2
3

x2
1

−R
L
x3 +

2C
L

x2x3

x2
1






= g −

C

m
·
x23
x21

(4.16)

Thus,

z1 = x1 (4.17)

z2 = x2 (4.18)

z3 = g −
C

m

[
x3
x1

]2

(4.19)

The system output state is x1, which represents the position of the ball. The system state is

restricted to the region of the state-space where x1 > 0 (the height of the ball) and x3 > 0 (the

current in the coil) to ensure that this transformation is invertible. Note that this transformation

results in the new state variable z1, z2 and z3 being, the position of the ball, its velocity and

acceleration respectively. Using these new state variables, the dynamics is expressed as

ż1 = z2 (4.20)

ż2 = z3 (4.21)

ż3 = L3
fh(x) + LgL

2
fh(x)u (4.22)
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By selecting u = α(x) + β(x)w where,

α(x) =−
L3
fh(x)

LgL
2
fh(x)

=
Lx21
x3

[
R

L

x23
x21

+
x23x2
x31

(

1−
2C

Lx1

)]

(4.23)

β(x) =
1

LgL2
fh(x)

=−
mLx21
2Cx3

(4.24)

the dynamics of the system in the transformed co-ordinates becomes






ż1

ż2

ż3




 =






0 1 0

0 0 1

0 0 0











z1

z2

z3




+






0

0

w




 (4.25)

Let the arbitrary reference trajectory z1ref (t), z2ref (t) and z3ref (t) and reference input jref (t) be

given such that

z1ref (t) = xref (t)

z2ref (t) =
d

dt
z1ref (t)

z3ref (t) =
d

dt
z2ref (t)

jref (t) =
d

dt
z3ref (t)

A linear feedback for w can then be chosen as

w = K0

∫ t

0
(z1ref − z1)dt+K1(z1ref − z1) +K2(z2ref − z2) +K3(z3ref − z3) + jref (4.26)

Since the system in (4.25) is in controllable canonical form, it is straightforward to choose the

feedback gains K0, K1, K2 and K3 to place the closed loop poles of the system in the left-half

plane to ensure tracking of the reference trajectory.

This control law can be used to stabilise a nonlinear magnetic levitation system. This will be

shown in the next section.



90 Bit-stream based Controller for an Unstable Magnetic Lev itation System

Figure 4.3: Schematic diagram for magnetic levitation system with feedback linearising controller imple-
mented in SimulinkTM.

4.3.1 Simulation Results of Feedback Linearising Controll er: Multi-bit Implemen-

tation

The feedback linearising controller is simulated in a SimulinkTMenvironment considering the fol-

lowing parameters: m = 0.017kg, C = 61 × 10−6 Nm2A−2, L = 0.38H, R = 90Ω and

x0 = 0.005m. It is worth noting that these values can be changed to suit the parameters of

any magnetic levitation system. The complete system schematic is shown in Figure 4.3. Here,

the set-point is labelled Input, and the states of the magnetic levitation x1, x2 and x3 represent

the position, velocity and current respectively. The control law is labelled as u.

The feedback linearising controller is shown in Figure 4.4. The Transform block implements

equations (4.17), (4.18) and (4.19). The Alpha and Beta block implements (4.23) and (4.24). The

Feedback Loop implements (4.11), and the Control Law block implements equation (4.26). A

velocity observer block is also shown, however, this is not essential for this simulation.

The system gains are set to K0 = 2 × 106, K1 = 950000 and K2 = 80000 and K3 = 900. The

simulation results are shown in Figure 4.5. Successful tracking is demonstrated using a square

wave signal switching from 0.8 to 1.6 millimeters.
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Figure 4.4: Schematic diagram for feedback linearising controller.
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Figure 4.5: Tracking performance simulation of a feedback Linearisation controller using multi-bit control
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Figure 4.6: Magnetic levitation system with feedback linearisation controller implemented for bit-streams.

4.3.2 Simulation Results of Feedback Linearising Controll er: Bit-stream Imple-
mentation

The purpose of the current research is to validate the use of bit-stream for control purposes. To

further emphasise the versatility of bit-streams, the controller presented in this section will be

partially implemented using bit-stream. Please note that the work presented serves as proof-of-

concept only.

Figure 4.6 shows the complete setup for the feedback linearising controller using bit-streams.

Due to the complexity of the nonlinear controller, certain components have to be merged. The un-

availability of a variable multiplication function block prevents the full implementation of the nonlin-

ear controller. However, it is possible to simulate the magnetic levitation plant in SimulinkTMusing

the equations (4.1), (4.2) and (4.3), and simplify the nonlinear controller by collecting variables

together as shown below
[

w
x21
x3

]

,

[
x2
x1

]

,

[
x2
x21

]

, [x3]

The multiplexer block labelled Mixer in Figure 4.6 combines all the states, and outputs the four

expressions that are fed externally to the FPGA. The implementation of the aforemention blocks

can be seen in Figure 4.7. Results are shown to be satisfactory.

Although results of implementing the feedback linearising controller gives satisfactory results in

simulations, the control law is more complex in nature. In our quest for getting a simpler controller

than the feedback linearising one, the next phase of study involves designing state space based

model predictive controller considering the linesarised state space model of the system. The

design procedure and implementation of state space based model predictive control is described

in the following section.
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Figure 4.7: Tracking performance simulation of a feedback linearisation controller using bit-streams control

4.4 Linearised Model of Magnetic Levitation System

Since the state space based model predictive control design requires a linear model of the plant,

initially the system is linearised around a specific operating point.

The linearised state space model of the system around the operating point x = x0 is obtained

from (4.1), (4.2) and (4.3) using Taylor series approximation and is given by






ẋ

v̇

i̇




 =







0 1 0

0 0 1
2CRI20
Lmx3

0

2CI20
mx3

0

−R
L


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


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

x

v

i




+







0

0
2CI0
Lmx2

0






u

y =
[

1 0 0
]






x

v

i




 (4.27)

The transfer function between the output displacement x and input voltage is given by

H(s) =
X(s)

E(s)
=

1

s3
L0mx2

0

2Ci0
+ s2

Rmx2
0

2Ci0
− sL0i0

x0
−R i0

x0

(4.28)
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4.4.1 State Space Based Model Predictive Control

The design procedure of the Model Predictive Control (MPC) is briefly described here following

[24]. The MPC essentially computes a trajectory of a future manipulated variable u to optimise

the future behaviour of the plant output y. At every time instant, MPC requires the on-line solution

of an optimisation problem to compute optimal control inputs over a fixed number of future time

instants, known as the finite horizon. MPC systems are designed based on a mathematical model

of the plant. In the present study the MPC design is based on a state space model of the system.

Consider a single-input single-output system described by

xm(k + 1) = Amxm(k) +Bmu(k)

y(k) = Cmxm(k) (4.29)

where u is the manipulated variable or input variable; y is the process output; and xm is the state

variable vector with dimension n1. Applying a difference operation on both sides of (4.29) and

defining a new state variable vector

x(k) = [∆xm(k)T y(k)]T (4.30)

where

∆xm(k) = xm(k)− xm(k − 1)

the system of (4.29) can be expressed as

x(k+1)
︷ ︸︸ ︷[

∆xm(k + 1)

y(k + 1)

]

=

A
︷ ︸︸ ︷[

Am oTm

CmAm 1

]

x(k)
︷ ︸︸ ︷[

∆xm(k)

y(k)

]

+

B
︷ ︸︸ ︷[

Bm

CmBm

]

∆u(k)

y(k) =

C
︷ ︸︸ ︷[

Om 1
]
[

∆xm(k)

y(k)

]

(4.31)

where ∆u(k) = u(k) − u(k − 1), Om =

n1
︷ ︸︸ ︷

[0 0 · · · 0]. The triplet (A,B,C) is called the

augmented model, which will be used in the design of predictive control.

The MPC determines a sequence of future control increments

∆u(k + i− 1|k), i = 1, . . . . . . , Nc
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by optimising the following cost function

J =

Np∑

i=1

[r(k + i)− y(k + i|k)]2 +

Nc∑

i=1

λ [∆u(k + i− 1|k)]2 (4.32)

where Np is the prediction horizon and Nc is the control horizon. The term r(k+i) for i = 1, . . . Np

are the future setpoints, usually presumed to be known, and λ > 0 is the control weighting

sequence which can be used to tune the performance of the controller.

Denoting the predicted values of output, control and reference as:

R =
[

r(k + 1) . . . r(k +Np)
]T

Y =
[

y(k + 1|k) . . . y(k +Np|k)
]T

∆U =
[

∆u(k + 1|k) . . . ∆u(k +Nc|k)
]T

(4.33)

the cost function (4.32) can be expressed as:

J = (R − Y )T (R− Y ) + ∆UTQw∆U (4.34)

where Qw = λINc×Nc is a diagonal matrix. The predicted value of the output over the prediction

horizon Np can be obtained from the incremental state space model (4.31) and is expressed as:

Y = Fx(ki) + φ∆U (4.35)

where,
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(4.37)

For a given set-point signal r(ki) at sample time ki, within a prediction horizon of Np, the objective

of the predictive control system is to bring the predicted output as close as possible to the setpoint

signal, where it is assumed that the setpoint signal remains constant in the optimisation window.

The optimal control parameter vector ∆U can be obtained by minimising the cost function (4.34)
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and is given by

∆U = (φTφ+Qw)
−1φT [R− Fx(ki)] (4.38)

Note that R is a data vector that contains the set-point information expressed as

R =

Np
︷ ︸︸ ︷
[

1 1 . . . 1
]T

r(ki) = R̄r(ki), (4.39)

The optimal solution of the control signal is linked to the setpoint signal r(ki) and the state variable

x(ki) via the following equation

∆U = (φTφ+Qw)
−1φT [R̄r(ki)− Fx(ki)] (4.40)

Since MPC follows receding horizon principle, only the first element of ∆U at kith sample is taken

as the incremental control and is expressed as

∆u(ki) =

Nc
︷ ︸︸ ︷
[

1 . . . 1
]T

(φTφ+Qw)
−1φT [R̄r(ki)− Fx(ki)]

= Kyr(ki)−Kmpcx(ki) (4.41)

where Ky is the first element of

(φTφ+Qw)
−1φT R̄

and Kmpc is the first row of

(φTφ+Qw)
−1φTF

The closed loop system with the MPC based control law is given by

x(k + 1) = Ax(k)−BKmpcx(k) +BKyr(k)

= (A−BKmpc)x(k) +BKyr(k) (4.42)

The stability and performance of the closed loop system is therefore determined from the eigen-

values of (A−BKmpc) and applied to (4.27). The simulation results are presented below.

4.4.2 Simulation Results of State Space Model Predictive Co ntrol

The state space based Model Predictive Controller (MPC) is based on the discrete equivalent of

the continuous time model of (4.27). The parameters of the model used in the present simulation

are m = 0.017kg, C = 61×10−6 Nm2A−2, L = 0.38H, R = 90Ω, x0 = 0.005m and I0 = 0.2614A.
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The discrete time state space model of the system at a sampling interval of 10kHz is given by
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y =
[

1 0 0
]
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v(k)

i(k)




 (4.44)

To illustrate the feasibility and effectiveness of the proposed bit-stream controller, the perfor-

mance of MPC is first investigated in an idealised form using MatlabTMand then as a complete

bit-stream controller using Mentor Graphics’ ModelSimTM. The performance of the bit-stream

controller is assessed by comparing its response to ideal controller.

The success of MPC is dependent on several factors such as choice of prediction windows and

control horizon as well as the tuning parameter λ of (4.32). Several methods exist to optimise the

parameters of these controllers. However, since the objective of the present study is to investigate

whether a bit-stream approach can be a viable alternative for implementing controllers for the

magnetic levitation system, these are selected by trial and error which gives acceptable result.

For the prediction horizon of Np = 300, control horizon Nc = 200 and λ = 0.0001, the gains of

the predictive controller becomes

Ky = 96.325 (4.45)

Kmpc =
[

k1 k2 k3 k4

]

=
[

1.3529 1.5471 0.4473 1.2843
]

(4.46)

Figure 4.8 shows the tracking performance of the MPC from MatlabTM/SimulinkTMas the reference

position is varied around the nominal value of 5mm.

The MatlabTM/SimulinkTMbased controller is ideal in the sense that it has infinite resolution. The

results of the simulation show that the MPC is capable of tracking the position satisfactorily. To

successfully implement a bit-stream MPC controller several issues need to be addressed. The

MPC gains which are obtained using MatlabTM/SimulinkTMare hard coded into the bit-stream

implementation. The schematic layout of the bit-stream based MPC is shown in Figure 4.9 and

it shows the interconnections between several blocks such as, the magnetic levitation system

(MagLev Plant), a 12-bit precision float-to-bit-streams conversion block and a bit-stream to float

conversion block. Since the magnitude of signals used in the control law calculations varies

over a wide range, there is a need for normalisation before converting them into bit-streams.

Otherwise, these may lead to the saturation of bit-stream lines. The constants c1, c2, c3 and c4

shown in Figure 4.9 essentially normalise the magnitudes of the signals. In the present example,

the values of these constants are c1 = 20000, c2 = 200, c3 = 2 and c4 = 75. Note that these
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Figure 4.8: Tracking performance of MPC implemented using multi-bit: Upper plot shows the displacement
and the lower plot shows the control signal
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Figure 4.10: Tracking performance of MPC implemented using bit-stream: Upper plot shows displacement
and lower plot shows the control signal

values can easily be selected with preliminary knowledge about the signal levels.

The bit-stream controller is implemented in ModelSimTMand results of the simulation are shown in

Figure 4.10 using a 12-bit window and fb = 5MHz. Results of the bit-stream controller exhibit very

similar response which demonstrate that the proposed bit-stream controller perform as expected.

Furthermore, the performance of the bit-stream MPC is studied by tracking a sinusoidal reference

and the result is shown in Figure 4.11 which shows that the proposed MPC implemented using

bit-stream can effectively track the sinusoidal reference. Note that, although the control law of

state space based MPC is simpler compared to the feedback linearising controller, the practical

implementation of this controller requires all the state variables to be available. It is a demerit

of such controller. Although, an observer can be designed to estimate the states, this option

is not explored in this study due to further complexity which may arise. During the last phase

of the control design of unstable magnetic levitation system, the simple generalised predictive

controller is designed and implemented in bit-stream and its performance compared with another

controller; the lead compensator.
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Figure 4.11: Sinusoidal tracking performance of MPC implemented using bit-stream: Upper plot shows
displacement and lower plot shows the control signal

4.5 Generalised Predictive Controller for Magnetic Levitat ion Sys-

tem

The discrete time model of the magnetic levitation system is obtained by discretising the lin-

earised state space model of (4.27) at a sampling frequency of 20Hz. The model is given by

(
1− 1.4252q−1 + 0.4966q−1

)
y(t) =

(
0.0015 + 0.0012q−1

)
q−du(t− 1) +

e(t)

∆
(4.47)

The GPC for this system is designed following similar procedure of GPC design discussed in

Chapter 3. The tuning parameters of the GPC such as prediction and control horizon as well as

the control weighting λ is optimised using genetic algorithms. The optimised tuning parameters

are given in Table 4.1. The controller is implemented using the experimental prototype shown in

Figure 4.12. The experimental results obtained from both multi-bit and bit-stream GPC are shown

in Figure 4.13 and Figure 4.14. From the results it is observed that bit-stream can be considered

as a viable alternative to implement advanced controllers such as GPC.

For comparative purposes, a lead compensator tracking performance has also been imple-

mented. Only the final implementation of the lead compensator using bit-streams will be pre-

sented. The tracking performance is shown in Figure 4.15.
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GPC Parameter Optimised Value

N2 2

Nu 1

λ 0.50

Table 4.1: Optimised GPC parameters obtained via genetic algorithms for magnetic levitation system.

Figure 4.12: Photograph of magnetic levitation setup: (A) SimulinkTMinterface, (B) analogue/bit-Stream
converter, (C) Power supply, (D) magnetic levitation system, (E) Hilink data acquisition board and (F) DE2
Cyclone II FPGA.
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Figure 4.13: Tracking performance of a generalised predictive controller using multi-bit control
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Figure 4.14: Tracking performance of a generalised predictive controller using multi-bit and bit-stream
control
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Figure 4.15: Tracking performance of a lead compensator using bit-stream control

4.6 Conclusions

A bit-stream based model predictive controller has been designed for an unstable magnetic lev-

itation system considering the linearised model of the system around a nominal operating point.

Unlike most other implementation approach of digital controller which use multi-bit signals on a

processor, this method uses single bit-streams. The controller is hard coded and implemented

using Mentor Graphics’ ModelSim and its performance is compared to the ideal controller imple-

mented using MATLAB/SimulinkTM. A nonlinear feedback linearisation controller is successfully

implemented in simulation using multi-bit and bit-stream encoding. Results of the simulation con-

vincingly demonstrate that bit-stream approach of implementing controllers is a better alternative

due to several advantages this offers. A real magnetic levitation system is stabilised using multi-

bit and bit-stream for the encoding of the control signals. The results show successful tracking

behaviour. This approach of controller design can easily be extended to control more complex

systems and is the scope of further research.





CHAPTER 5

Efficient Structure Selection of Polynomial Nonlinear Systems using

Evolutionary Programming

5.1 Introduction

The problem of nonlinear system identification has attracted the attention of researchers during

the past several decades and has been studied in many different frameworks and investigated

from different view points using various optimisation techniques. Although several possible rep-

resentation of nonlinear systems have been proposed including traditional functional series of

Volterra and Wiener [33], Legendre polynomials [34], neural networks [35, 36] and weighted maps

[37], the polynomial Nonlinear Auto Regressive Moving Average with eXogenous inputs (NAR-

MAX) model proposed in [38, 39] has attracted considerable interest during last three decades.

The polynomial NARMAX model provides a concise representation of a wide class of nonlinear

systems where the output is expressed as a nonlinear functional expansion of lagged inputs,

outputs and noise terms. Moreover, due to the polynomial NARMAX model being linear-in-the-

parameters, parameters associated with different terms can be estimated using simple least

squares based algorithms. However, one of the disadvantages of the polynomial NARMAX mod-

els is that the total number of terms increases rapidly with the increase in maximum lag of inputs,

outputs and noise terms and degree of nonlinearity. Thus detecting the model structure or which

terms to include into the model is crucial for nonlinear system identification. Amongst several

approaches which have been proposed to address this structure selection problem, the Orthog-

onal Least Squares (OLS) algorithm with Error Reduction ratio (ERR) introduced by [41] and

later modified by Billings and co-workers [42, 105, 43, 44] provides an efficient and elegant so-

lution. The ERR criterion of orthogonal algorithm essentially computes the significance of model

terms based on their ability to explain the output variance. However, certain linear and nonlinear

systems may produce erroneous results [45] as OLS-ERR may select spurious terms.
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An alternate approach of structure selection are methods based on evolutionary computation.

Genetic Algorithms (GA), Evolutionary Strategies (ES) and Evolutionary Programming (EP) are

all part of the larger class that is evolutionary computation [76, 77]. Such programs emulate

natural genetic operators to execute a parallel global search [106]. Using Darwin’s theory of

evolution, a selection of the fittest solutions are obtained by applying operators such as crossover,

mutation and extinction.

Evolutionary Computation using GAs have been used in system identification since 1990 in con-

troller design [76]. Since then several search methods have been developed and applied for

system identification and parameter estimation [106, 107, 108, 109, 110, 111] and the literature

related to this are well documented in [47]. Each of these techniques describes a new way of

encoding, ranking and selecting their solutions based on some fitness guidelines. The use of

these derivative-free optimisation methods for structure selection can sometimes be better than

their counterparts as they do not adhere themselves to mathematical limits such as differentia-

bility or continuity. Moreover, evolutionary computation algorithms converge to a single result via

the optimisation of a cost function.

In the present study, a different strategy based on EP is proposed for selecting significant terms

from a polynomial NARMAX model. The algorithm uses an adaptive mutation based on the

relative fitness and introduces several parameters including an internal penalty function and a

time-to-live parameter to reject spurious terms which are likely to be included into the model

under noisy environment. The organisation of this chapter proceeds as follows: §5.2 briefly

introduces the polynomial NARMAX model. In §5.5 the method of structure selection using EP is

explained. Results of simulation are shown in §5.6.

5.2 Representation of Nonlinear Systems Using NARMAX model

Models based on difference equations constitute one of the most important classes of models

for both linear and nonlinear system [112]. These models often arise naturally from physical

laws and contain relatively few parameter which can be estimated using parameter estimation

algorithms which are independent upon specialised input signals. A model known as the Auto

Regressive Moving Average (ARMA) model can be used to represent linear systems using a

difference equation model as shown below.

y(k) =

ny∑

i=1

θiy(k − i) +
nu∑

i=1

θny+1u(k − i) (5.1)

where,

y(k) is the output,
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u(k) is the input, with order nu

ny, nu denote maximum lags of output and input respectively.

Due to the outstanding performance of the ARMA model in representing linear systems, the

search for a nonlinear equivalent to the difference equation seems logical. Billings and Leon-

taritis [39, 38] proposed a model with similar representation for nonlinear systems, known as the

NARMAX (Nonlinear Auto regressive Moving Average with eXogenous inputs). A large class of

nonlinear systems can be expressed using the NARMAX model, which is given as:

y(k) = F l [y(k − 1) . . . y(k −Ny)u(t− d) . . . u(k − d−Nu)ǫ(k − 1) . . . ǫ(k −Nǫ)]+ǫ(k) (5.2)

where u(t) and y(t) represent the measured input and output respectively and ǫ(t) is the pre-

diction error. Ny, Nu, and Nǫ represent the the maximum order of lags in the input, output and

prediction error respectively, and F l[·] is some nonlinear function with degree of nonlinearity l.

A subset of the NARMAX description model called the NARX (Nonlinear Auto Regressive model

with eXogenous input) model is represented as

y(k) = F l [y(k − 1) . . . y(k −Ny)u(k − d) . . . u(k − d−Nu)] (5.3)

where the nomenclature remains the same. It has been proven in [39, 38] that a nonlinear

discrete time invariant system can always be represented by (5.3) in the region around the equi-

librium point provided it satisfies the following criteria

1. The original response function of the system is finitely realisable. This means that a fi-

nite dimensional systems must exist such that it realises the original function[113]. This

condition excludes distributed parameter systems.

2. If the system is operated around the chosen equilibrium point, there exist a linearised

model. This implies that if the system were to be perturbed by some small external input,

the linearity of the system is still guaranteed.

Since the function F l in (5.2) can take a variety of forms, the identification process becomes a

much more complicated task. Three possible forms of the NARMAX model such as the polyno-

mial model, the output-affine difference equation model and rational difference equation models

are presented below.

5.2.1 Polynomial Models

In a real system, the exact form of the NARMAX model function F l as presented in (5.2) may be

too complex to be obtained. However, it is possible to approximate F l by a polynomial expansion
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of degree l. The output can therefore be expressed as;

y(k) =

l∑

|θ|

[αθy
θ1(k − 1)yθ2(k − 2) . . . yθny (k − ny)e

θny+nu (k − ny)e
θny+nu+1(k − 1)

. . . eθny+nu+ne (k − ne)] + e(k) (5.4)

where θ = (θ1, θ2, ...θny+nu+ne) is a non-negative multi index with | θ |= θ1+θ2+. . .+θny+nu+ne

and αθ are real constants. One of the most important advantages of the polynomial NARMAX

model is that it is linear-in-the-parameters and thus can be estimated using linear least squares

methods.

5.2.2 Output-affine Difference Equation Models

The development of the output-affine difference equation model started with the works in polyno-

mial response maps [114]. This type of equation relates the sampled output signals to sampled

inputs of the form:

y(k) =

∑n
i=1 fi[u(k − 1) . . . u(k − n), e(k − 1) . . . e(k − n)]

f0[u(k − 1) . . . u(k − n), e(k − 1) . . . e(k − n)]

+
fn+1[u(k − 1) . . . u(k − n), e(k − 1) . . . e(k − n)]

f0[u(k − 1) . . . u(k − n), e(k − 1) . . . e(k − n)]
e(k − i)

+ e(k) (5.5)

where n is the order of the system and fi, for i = 0, . . . , n+1, are polynomials of finite degree of

nonlinearity. Note that in practical application, it is required that the system description contains

an input, i.e. [u(k − 1), . . . u(k − n)] 6= 0. The advantage of the output-affine model is that it is

globally valid and admits a state affine representation as shown below:

x(k + 1) = A[u(k))]x(k) +B[u(k)]

y(k) = C[u(k)]x(k) (5.6)

where A(·), B(·) and C(·) are matrix and vector valued polynomials of finite degree of nonlinear-

ity.

5.2.3 Rational Difference Equation Models

Polynomial NARMAX models have shown to be an excellent tool when modelling several non-

linear system as well as practical systems [112]. However, in certain type of heavily nonlinear

systems, polynomial NARMAX has proven to be inadequate [115]. To overcome these problems
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a stochastic rational model is introduced. This model can be represented as

y(k) =
f lα
α [y(k − 1), . . . y(k − n), u(k − 1), . . . u(k − n), e(k − 1) . . . e(k − n)]

f
lβ
β [y(k − 1), . . . y(k − n), u(k − 1), . . . u(k − n), e(k − 1) . . . e(k − n)]

+ e(k) (5.7)

where f lα
α and f

lβ
β are polynomial functions of degree lα and lβ respectively. These models are

valid under very mild conditions.

Results from nonlinear approximations theory demonstrate that rational function f(x) = a(x)/b(x)

may provide a better approximation to an underlying function than polynomial functions. Rational

functions need a smaller number of parameters to achieve similar or better accuracy. They can

be used to represent certain types of singular or near singular behaviours which is not possi-

ble using polynomial approximations. Despite these advantages, rational models do have some

disadvantage. There is a possibility of degeneracy [116]. A rational function may also be less

convenient for certain analytical manipulation such as integration and differentiation. The deriva-

tives for rational functions can be unbounded in contrast with the bounded derivatives for poly-

nomial functions. The identification of rational models is more difficult because the models are

nonlinear-in-the-parameters. A prediction error estimation algorithm derived by [117] can be

used to estimate the parameters of rational models. However, this is computationally demanding

and therefore difficult to apply to real nonlinear systems. However, in [118] it was demonstrated

that with simple algebraic manipulation the identification of stochastic rational models can be

performed using well known algorithm for linear-in-the-parameter models.

It is known that the NARMAX model can represent a wide class of nonlinear systems. Since the

polynomial NARMAX model will be used in the present study, identification of this type will be

reviewed in this section.

5.3 System Identification Using Polynomial NARMAX Models

Identification of discrete systems is largely based on the input/output relationships provided by

linear difference equations. In contrast to Functional Series, these description may use a con-

siderably less number of terms to describe nonlinear systems. In particular, the study of the

Nonlinear Auto Regressive Moving Average with eXogenous Input (NARMAX) model as pro-

posed in [39, 38] has gained considerable interest in the development of parameter estimation

techniques, as it provides a much simpler and concise way of expressing nonlinear systems.

The NARMAX model enables the representation of a wide class of nonlinear systems where the

output is expressed as a nonlinear functional expansion of delayed inputs, outputs and noise

terms. Moreover, due to the polynomial NARMAX model being linear-in-the-parameters, param-

eters associated with different terms can be estimated using simple least squares based algo-
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rithms. However, one of the disadvantages of the polynomial NARMAX models is that the total

number of terms increases rapidly with the increase in maximum lag of inputs, outputs, noise

terms and degree of nonlinearity. Thus, a method is required to aid the NARMAX representation

to only select the important terms.

Amongst several approaches which have been proposed to address this structure selection prob-

lem, the Orthogonal Least Squares (OLS) algorithm with Error Reduction Ratio (ERR) test intro-

duced in [41] and later modified by Billings and co-workers [43, 42, 44, 105] provides an efficient

and elegant solution. The ERR criterion of orthogonal algorithm essentially computes the sig-

nificance of model terms based on their ability to explain the output variance. However, certain

linear and nonlinear systems may produce erroneous results as OLS/ERR may select spurious

terms [45].

It can be seen now that the NARMAX model may be used for structure and parameter identifica-

tion of unknown systems [119]. To maximise the probability of a successful match, a methodology

to verify, support and update the results is shown below.

• Testing for nonlinearity in data.

• Structure detection

• Parameter estimation

• Model validation and testing

The strength of the NARMAX methodology presents itself clearly as every stage becomes an up-

dated augmented version of its previous and it is this desired sequence of events that makes the

NARMAX description so powerful. It is because of these reasons that NARMAX representation

will be the focus of this thesis.

5.3.1 Tests for Nonlinearity

It is pointless applying powerful nonlinear system identification algorithms if the system under test

is linear [120]. There are many algorithms available which are able to distinguish between linear

and nonlinear data, by means of correlation tests, filter detection method and Hilbert transform

test [120]. These are easily implementable techniques and provide valuable model information

information. The literature related to this can be found in [120].
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5.3.2 Structure Detection and Parameter Estimation

Expanding equation (5.2) and defining F l [·] to be an l degree polynomial, it is possible to express

the model by

y(t) =
M∑

m=0

θmpm(t) + ǫ(t) (5.8)

Note that although the model of (5.8) is linear-in-the-parameters, the number of possible terms

increases rapidly with increase in the degree of nonlinearity and maximum lag of inputs, outputs

and noise terms. The maximum number of terms, M , in the NARMAX model presented in (5.2)

is given by

M = 1 +

∑l
i=1 [ni−1 (Ny +Nu +Nǫ + i− 1)]

i
(5.9)

where n0 = 1. For example, in the case of a second order dynamic process model (Ny = Nu =

2) with a first order noise model (N = 1) expanded as a quadratic polynomial (l = 2) would

contain 21 unique terms. Models with excessive number of terms may be extremely effective in

fitting the estimation data, but may not catch the true dynamics of the underlying system and may

exhibit unwanted nonlinear behaviour. The structure selection problem is therefore crucial. The

OLS algorithm with error reduction ratio (ERR) test proposed by Billings and coworker[reference]

provide a better method of structure selection. In this study an alternate method based on evo-

lutionary programming (EP) will be used for this purpose. This will be discussed in [section EP

and term selection].

5.4 Model Validity Test

After fitting a NARMAX model to the input-output data, it is important to test for possible inad-

equacies of the fitted model, i.e. to check if the model has successfully captured the system

dynamics and is not just a curve fit to one data set. Over the last few years, much work has

been reported relating to the design and development of model validation tools[121, 122]. In the

present study, the models are validated based on the predictive performance (cross-validation)

and correlation test.

5.4.1 Cross Validation

One technique which can be used to judge the qualitative performance of a model is to assess

the predictive performance based on both one-step ahead prediction of the system output defined
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as

ŷosa(k) = FNl [y(k − 1), . . . , y(k − ny), u(k − 1), . . . , u(k − nu), ǫ(k − 1), . . . , ǫ(k − nǫ)]

(5.10)

and the model predicted output given by

ŷmpo(k) = FNl [ŷmpo(k − 1), . . . , ŷmpo(k − ny), u(k − 1), . . . , u(k − nu)] (5.11)

A metric which measures the closeness of fit between the predicted output and measured output

is Normalised Root Mean Square Error (NMSE) which is defined as[123]

NMSE =

√
∑

[(ŷ)− y(k)]2
∑

[y(k)− ȳ]2
(5.12)

where ŷ is the predicted (either one step ahead or model predicted) output of the system. Another

approach commonly known as cross validation, is based on dividing the available data set into

two disjoint sets, the estimated and the test set. The former is used for estimation and the latter

set is used for model validation.

5.4.2 Correlation Tests

The classical approach to validating identified linear models consist of computing the autocorre-

lation function of the residuals and the cross-correlation function between the residuals and the

input[124]. This result has been extended to the case of validating identified nonlinear models

[125, 122, 124]. The identified model produces acceptable predictions over different data sets

only if its unbiased. If the model structure and the estimated parameters are correct, then the

prediction error sequence ε(k) should be unpredictable from all linear and nonlinear combina-

tions of past inputs and outputs. This condition will hold if and only if the following correlation

tests are satisfied [125, 120, 119].

φεε(τ) =E[ε(k − τ)ε(t)] = δ(τ), (5.13)

φuε(τ) =E[u(k − τ)ε(t)] = 0, ∀τ, (5.14)

φ[uu]′′ε(τ) =E[(u2(k − τ)− u2(t))ε(t)] = 0, ∀τ, (5.15)

φ[uu]′′ε2(τ) =E[(u2(k − τ)− u2(t))ε2(t)] = 0, ∀τ, (5.16)

φ(ε)[εu](τ) =E[ε(t)ε(k − 1− τ)u(k − 1− τ)] = 0, ∀τ ≥ 0, (5.17)

where δ(τ) is the Kronecker delta, the bar signifies mean value, and E[·] denotes expectation.

The underlying rationale of the correlation test is that for a model to be statistically valid, there

should be no predictable information in the residuals. However, in practice only a finite data

length is available which is contaminated with noise (which is rarely additive, Gaussian or white)
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measured with finite precision and subject to innumerable external influences in the environment

and the measurement apparatus. Hence, confidence bands should be used to indicate if the

correlation between variables is significant or not. For large N , the 95% confidence bands are

approximately ±1.95/sqrt(N) and any significant correlation will be indicated by points lying

outside the respective confidence band [125, 119].

5.4.3 Generalised Frequency Response Function

The discrete polynomial NARMAX representation of a continuous time system is not necessarily

unique, which means that it is possible to obtain several discrete descriptions for the same con-

tinuous time system. Thus, one cannot be certain that the difference in model structure is due to

differences in the underlying physics, or if it is simply a reflection of non- uniqueness. However,

no matter what the form of the model, if the model correctly captures the dynamics associated

with the data sufficiently, this must reflect the correct linear and nonlinear frequency content of the

system. In other words, although there may be a number of discrete time models that represent

a continuous time system, the higher-order frequency response functions corresponding to each

of the discrete models should correspond with those for the continuous time system description.

This forms the motivation for analysing the above systems in the frequency domain.

Since continuous time differential equation models are to be estimated for different sets of data

by curve fitting to the Generalised Frequency Response Function (GFRF) (computed by mapping

the NARMAX models into the frequency domain), a brief review of this is given below.

The nth order GFRF of a system is defined as

Hn(jω1, . . . jωn) =

∫ ∞

−∞
. . .

∫ ∞

−∞
hn(τ1, . . . , τn)e

−j(ω1τ1+...+ωnτn)dτ1 . . . dτn (5.18)

where hn(τ1, . . . τn) is known as the nth-order Volterra Kernel or generalised impulse response

function of order n. The frequency domain representation of a system having nonlinearity of

degree Nl is given as

Y (jω) =

Nl∑

n=1

Yn(jω) (5.19)

=

Nl∑

n=1

1

2πn−1

∫ ∞

−∞
. . .

∫ ∞

−∞
Hn(jω1, . . . jωn)U(jω1) . . . U(jωn)dω1 . . . dωn−1 (5.20)

where ω = ω1+ω2+ · · ·+ωn, Y (jω) and U(jω) represent the spectrum of the input and output

respectively. The GFRF will be used in the proposed study, however due to its derivation and

implementation being widely available, it will not be discussed further [72, 119, 120].
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5.5 Structure Selection of Polynomial NARMAX Model using Evolu-

tionary Programming

System identification based on evolutionary computation (EC) has attracted the attention of re-

searchers in recent times [126]. Amongst different EC based methods, the GAs have been most

popular [47] which utilises both crossover and mutation operators. The crossover operator allows

for creation of new chromosomes by interchanging bit string sections within each of the two fittest

chromosomes and the mutation operator prevents the results being trapped in local minima by

varying a random gene within a chromosome at a low mutation rate.

Another EC based method which has been used for nonlinear system identification is genetic

programming (GP) [47]. The method proposed in [111] combines the ERR criteria in [41] with GP

to select the correct structure. The traditional GA based methods where all variables of interest

are encoded using binary digits have been used for parameter estimation which is essentially

achieved via indirect optimisation. Real coded GAs have recently been applied in parameter

estimation of nonlinear systems when the structure is known a priori[127]. In the present study the

problem of structure selection is addressed using Evolutionary Programming (EP) due to several

advantages they offer such as the absence of a crossover operator. Although the proposed

method follows closely the work found in [76, 77, 128], several strategies such as internal term

penalty function, extinction operator, time-to-live parameter have been introduced to obtain a

parsimonious model structure of a given nonlinear system. The algorithm applies the four main

components of all evolutionary computation programs: Initialisation, Variation, Evaluation and

Selection [76]. Since the original population often does not contain the true model structure,

phylogenical learning is used [76].

5.5.1 Initialisation: Representation of Model Terms

It is assumed that all terms are independent and have no similarity within them. Each gene within

a chromosome represents a possible term of the NARMAX model. A complete set of chromo-

somes is known as a population, which should be modified under the fitness search topography

after each generation. The value held in each gene within a chromosome represents a binary

state of the corresponding term. The state value 1 and 0 signify term availability and unavail-

ability respectively. The entire population represent a series of possible model sets. Consider

the chromosome shown in Figure 5.1. where each gene corresponds to different terms. If the

genes of the chromosome is 0111001001 this corresponds to terms [y(k− 1), y(k− 2), u(k− 1),

u(k − 1)y(k − 1), u2(k − 1)].
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Figure 5.1: Chromosome encoding for NARMAX model.

5.5.2 Variation

Variation of the population matrix from generation to generation is key to successfully perform

structure selection. Note that EP has only the mutation operator[76]. The mutation operator of

EP therefore has to be carefully selected such that the chromosomes vary sufficiently and the

best chromosomes pass on to the next generation. In the present study, an adaptive mutation rate

which is proportional to the level of fitness is therefore proposed. The mutation rate is restricted

to lie within 0 and 50% to achieve better convergence. It is worth noting that increasing the

maximum mutation rate above 50% will often causes delay in convergence. The mutation rate

used in the present study is computed from

µ = 0.5 ×
fit(chrom)−min[fit(pop)]

max[fit(pop)]−min[fit(pop)]
% (5.21)

where the function fit(·) is either the scalar fitness of the chromosome or the fitness vector

of the entire population. Moreover, a pseudo-elitists strategy is adopted where the single best

chromosome in a generation is retained and pass on to the next generation.

5.5.3 Evaluation

The fitness of each chromosome is initially evaluated using the mean square error (MSE) function

shown in (5.22).

MSE =
1

N

N∑

i=1

(y′i − yi)
2 (5.22)

where y is the true output, y′ is the model predicted output and N is the number of samples.

It has been observed that this fitness function works well and the algorithm detects the correct

structure only under ideal conditions when the data is noise free. When the data is corrupted by

noise, using the fitness function of (5.21) results in some spurious terms being included into the

model. In order to correct this problem, an internal term penalty (ITP) function, which will penalise



116 Structure Selection of Polynomial Nonlinear Systems

the chromosomes with high number of terms is proposed. The ITP function is expressed as [76].

MSEITP = MSE +MSE

lc∑

I=1

genei (5.23)

where lc is the length of the chromosome, genei corresponds to the bit value of i-th bit of the

chromosome. The summation over all genei gives the total number of terms being selected. If

the total number of terms are too large, then the insignificant terms need to be deleted using

(5.23). The MSE is used to scale the sum thus preventing the ITP from becoming dominant.

Note that (5.23) also works well under no noise conditions.

5.5.4 Selection

Equation (5.21) returns a mutation probability which lies between 0 and 50% for all the chromo-

somes. To spawn a new generation, every chromosome except the best one is mutated in order

to produce a new population. This is called pseudo-elitism. Sometimes the coefficients of some

terms in a chromosome become very small and their contribution in reducing the mean square

error is insignificant. Instead of removing such terms from the gene pool as soon as they get se-

lected, an extinction principle is followed where a time-to-live parameter is assigned to the terms

whose coefficients lie below a threshold. If terms with very low coefficient appear longer than

the assigned time-to-live parameter, they are removed from the gene pool. This accelerates and

improves the search.

5.6 Simulation Results

The performance of the proposed method is illustrated considering several examples of nonlinear

systems. The results of three examples, namely a Van der Pol oscillator, the modelling of a small

scale wave force[72] and Dufffing’s oscillator are presented here.

5.6.1 Example 1: Van der Pol Oscillator

To demonstrate the effectiveness of the proposed algorithm, consider the dynamic system below:

d2y

dt2
+ 2ζωn[1− y2(t)]

dy

dt
+ ω2

ny(t) = u(t) (5.24)
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Figure 5.2: Convergence curves for Van Der Pol Oscillator

Equation (5.25) is the discrete equivalent of the Van Der Pol oscillator of (5.24) with a sampling

rate of 200Hz.

y(k) = 1.4858y(k − 1)− 0.9859y(k − 2) + 0.000025u(k − 1) + 0.0141y(k − 1)3

− 0.0141y(k − 1)2y(k − 2) (5.25)

where ζ = 0.001 and ωn = 45. 1000 pairs of input-output data are obtained using MatlabTMby

exciting the system with a band limited Gaussian white noise signal with zero mean. The output

is corrupted by noise. In order to fit the discrete time model, 400 samples of input-output data

are used for estimation purposes and the model validation is carried out with a sequence of

400 data points taken arbitrarily from the rest of the available data points. The specified model

set consists of 84 possible terms which are generated from the NARMAX model of (5.2) with

l = 3, Ny = 3, and Nu = 3. The model set is therefore encoded using an 84-bit chromosome

where each gene represents one of the possible terms. The proposed algorithm is implemented

through 200 generations with a population size of 5 chromosomes. The time-to-live parameter is

set at 5 generations. The chromosomes are mutated using the proposed adaptive mutation rate,

evaluated using MSE-ITP and finally pruned to yield an optimal structure. The convergence of

algorithm for this system is shown in Figure 5.2. Figure 5.3 shows the occurrence of each term

through the complete generation cycle. The result of the estimation is presented in (5.26).
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Figure 5.3: Term occurrence for Van Der Pol Oscillator

y(k) = 1.4858y(k − 1)− 0.9859y(k − 2) + 0.000025u(k − 1) + 0.0141y(k − 1)3

− 0.0141y(k − 1)2y(k − 2) (5.26)

From the model of (5.26) it is found that the structure of the models resembles the structure of

(5.25) and the parameters are identical.

To further validate the model, the model predicted output (MPO) over the test set is computed

and compared with the original data and is shown in Figure 5.4. The generalised frequency

response functions of the true system are compared with those of the estimated model and is

shown in Figure 5.5. It is observed that the proposed EP based method could successfully select

the correct structure which preserves the original system dynamics.

5.6.2 Example 2: Modelling of Small Scale Wave force Data

The velocity and force time histories for 22 different rectangular wave spectra with a fixed cylinder

were obtained from University of Salford [129]. The cylinder was subjected to random waves with

rectangular spectral density functions having different bandwidths. The force was measured on

a small cylindrical element and the input velocity is the ambient horizontal water particle velocity

at the mid point of the element. Discrete NARMAX models were fitted to these different data sets

[119]. Since the present objective is to illustrate the structure selection ability of the proposed
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Figure 5.4: Model Predicted Output for Van Der Pol Oscillator
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Figure 5.5: Linear and third order frequency response functions (FRF) for a Van Der Pol Oscillator
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Figure 5.6: Convergence curves for a small scale wave force data

method, one of the discrete model fitted to such data [119] is considered here which is given by

y(k) = 1.5593y(k − 1)− 0.44738y(k − 2)− 0.15585y(k − 3) + 1.2829u(k − 1)

− 1.195u(k − 2) + 4.8262u3(k − 3) (5.27)

The convergence of the algorithm is shown in Figure 5.6 The entire convergence plot has not

been shown as the initial generations have a large level of relative fitness compared to the later

generations. Note that the y-axis is only a relative fitness value and is not representative of the

MSE. Figure 5.7 shows the occurrence of each term through the complete generation cycle.

Each bar in Figure 5.7 represents one of the 84 terms produced by the NARMAX model. The

selected terms are those with the highest number of occurrences. The result of the estimation is

presented in (5.28).

y(k) = 1.5593y(k − 1)− 0.44738y(k − 2)− 0.15585y(k − 3) + 1.2829u(k − 1)

− 1.195u(k − 2) + 4.8262u3(k − 3) (5.28)

From the model of (5.27) it is found that the structure of the model resembles the structure of

(5.28) and the parameter estimates are identical.

To further validate the model, the model predicted output (MPO) over the test set is computed

and compared with the original data and is shown in Figure 5.8. From the MPO plot, it is obvious

that the proposed algorithm selected the correct structure and preserved the original dynamics.
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5.6.3 Example 3: Duffing’s Oscillator

Consider the nonlinear dynamic system.

y(k) = 1.9144y(k − 1)− 0.99435y(k − 2) + 4× 10−6u(k − 1) + 0.079944y(k − 1)3 (5.29)

Equation (5.29) is the discrete equivalent of Duffing’s Equation (5.30) with ξ = 0.01, wn =

45π, ǫ = 3 and is obtained using forward difference method at a sampling frequency of 500Hz.

Note that the dynamics shown in (5.30) matches with that of (5.30).

d2y

dt2
+ 2ξwn

dy

dt
+ w2

ny(t) + w2
nǫy(t)

3 = u(t) (5.30)

1400 pairs of input-output data are obtained using MatlabTMby exciting the continuous time sys-

tem in (5.30) with a band limited Gaussian white noise signal with zero mean. The sampling

frequency is 500Hz (i.e. the sampling time is 0.002s). The output is corrupted by 40dB of Nor-

malised Gaussian White noise. In order to fit the discrete time model, 700 points of input/output

data are used for estimation purposes and the model validation is done with a sequence of 700

data points taken arbitrarily from the rest of the available data points.

The specified model set consists of 120 possible terms which are generated from the NARMAX

model of (5.9) with l = 3, Ny = 5, and Nu = 2. The DC term and all second order terms are

removed to improve convergence. Since there is noise present, a sequence of Nǫ = 10 terms

are added. The model set is therefore encoded using 101-bit chromosome where each gene

represents one of the possible delay terms. The proposed algorithm is implemented through

500 generations with a population size of 5 chromosomes. The time-to-live parameter is set

at 5 generations. The chromosomes are mutated using the proposed adaptive mutation rate,

evaluated using MSE/ITP and finally pruned to yield an optimal structure. The convergence of

the algorithm is shown in Figure 5.9.

The entire convergence plot has not been shown as the initial generations have a large level of

relative fitness compared to the later generations. Note that the y-axis is only a relative fitness

value and is not representative of the MSE. Figure 5.10 shows the occurrence of each term

through the complete generation cycle.

Each bar in Figure 5.10 represents one of the 101 terms produced by the NARMAX model. The

selected terms are those with the highest number of occurrences. In this case a selection of top

14 terms are selected and are shown on the Table 5.1.

From the model that can be represented using these values, it is found that the structure of

the model resembles the structure of (5.29) and the parameter estimates match closely. To

further validate the model, the Model Predicted Output (MPO) over the test set is computed and
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Figure 5.9: Convergence Curves for Duffing’s Equation
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Terms Value

u(k − 1) 3.99E − 06
y(k − 1) 0.68184
y(k − 5) −0.36941
y(k − 2) 0.41093
y(k − 4)y(k − 3)y(k − 2) 0.57602
y(k − 4)y(k − 1)2 −2.9928

y(k − 2)2y(k − 1) 0.81976
u(k − 2)y(k − 4)y(k − 3) −0.35157
u(k − 2)y(k − 4)y(k − 2) −0.66708

u(k − 2)y(k − 2)2 1.4996
u(k − 2)y(k − 3)y(k − 2) −0.44369

y(k − 4)2y(k − 1) −0.7774
u(k − 2)y(k − 5)y(k − 3) 0.70445
y(k − 3)2y(k − 1) 0.12268

Table 5.1: Algorithm Result for Duffing’s Equation

compared with the original data and is shown in Figure 5.11. The model is further validated by

using correlation based model validity tests. These plots are shown in Figure 5.12.

Note that if the model has truly captured the system dynamics, then the Frequency Response

Functions of the model must match those of the original system [130]. The model validation

is therefore further carried out in the frequency domain. The first and third order Frequency

Response Functions (FRF) are computed from the model parameters obtained in Table 5.1 using

the harmonic probing algorithm [120] and are compared with the original FRFs and is shown in

Figure 5.13.

From the plots of MPO, correlation and FRFs it is obvious that the proposed algorithm picked the

correct structure and preserve the original dynamics.

5.7 Conclusions

An alternative method based on evolutionary programming is proposed to select the correct struc-

ture of a polynomial NARMAX model. The mutation probability is made adaptive based on relative

fitness and are restricted to lie below 50% to achieve better convergence. By augmenting an in-

ternal penalty function to the MSE, it is possible to reject the spurious terms which are likely to

be selected in a noisy environment. By assigning a time-to-live parameter, certain insignificant

terms are discarded. The performance of the algorithm is demonstrated considering three exam-

ples of nonlinear systems where one of the example corresponds to nonlinear wave force model.
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Figure 5.11: Model Predicted Output for Duffing’s Equation
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Figure 5.12: Model Validation for Duffing’s Equation
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Figure 5.13: Linear and Third Order Frequency Response Functions for Duffing’s Equation

The models are validated using Model Predicted Output (MPO) criteria in time domain and gen-

eralised Frequency Response Functions (FRF) in frequency domain. The observations of the

present study demonstrate that Evolutionary Programming (EP) can provide a viable alternative

to solve the model structure selection problem of nonlinear systems.



CHAPTER 6

Generalised Predictive Control for Nonlinear Systems using Evolutionary

Computation and Bit-Streams

6.1 Introduction

Predictive control has attracted considerable attention from researchers across various engineer-

ing fields during the past few decades and is a widely used method across industry and academia

[131] [27]. The term predictive control is used to define an ample range of control techniques

which include Model Predictive Heuristic Control(MPHC), Model Algorithmic Control (MAC), Dy-

namic Matrix Control (DMC), Internal Model Control (IMC), Generalised Predictive Control, et

cetera. [132, 133, 134, 25]. The key features of these apparently different types of predictive

controllers are almost similar and they all use a mathematical model to predict the output over

a prediction horizon and compute an optimal sequence of controls from all feasible sequences

by minimising an objective function which is subjected to constraints. The feedback control law

is then obtained by using some sort of receding strategy where only the first element of the

computed sequence of optimal controls is applied to the system.

Amongst different types of predictive controllers, the Generalised Predictive Control (GPC) pro-

posed by Clarke and co-workers [25] has been very successful in practical applications across

a wide range of engineering fields [28, 135] and is the focus of the present study. The initial

predictive controllers including GPC utilised only linear models and has been very successful

when the plant is operating in the neighborhood of operating point. The performance of GPC

for linear systems has been studied in Chapter 2 and Chapter 3 for a stable linear systems with

and without delay, and an unstable system. However most industrial processes have inherent

complex nonlinearities, and these can render the classical GPC algorithm impractical. Due to

this, many researcher have extended the benefits of GPC into the nonlinear realm which can be

found in [29, 27, 28, 30, 31, 136, 32] and the references therein.
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Another field of interest that the author wishes to explore is bit-stream encoding. A complete

overview of the bit-stream paradigm can be found in Chapter 2. In the present study, the results

for a newly developed nonlinear controller will be merged with current bit-stream encoder theory

for the implementation of the control law. This will prove that even in extremely sensitive condi-

tions, such as the one presented for the nonlinear control law, a bit-stream paradigm can provide

satisfactory results.

The first step of designing GPC for nonlinear systems is to develop a suitable mathematical

model for the system which will be used for predicting the output over a prediction horizon. When

the system is linear such predictions are obtained by solving a set of Diophantine equations.

This is not possible for a nonlinear system. The present study therefore uses an alternate ap-

proach based on the concept of extended model proposed in [137] where the predictions are

obtained from a selected linear model, called the reference model. The reference model, being

linear, can not capture the nonlinear dynamics and will therefore give erroneous predictions. The

errors in the predictions are corrected by estimating the unmodelled dynamics. In the present

study the unmodelled dynamics are estimated by using a polynomial nonlinear autoregressive

moving average with exogenous input (NARMAX) [39, 38] model. The NARMAX model is essen-

tially a nonlinear expansion of linear ARMAX model and can represent a wide class of nonlinear

systems. The structure and parameters of NARMAX model is determined using evolutionary

computation [138]. The parameters of GPC controller such as prediction and control horizon

is optimised by evolutionary programming. Once the entire control law has been obtained, it is

expanded and simplified to obtain a digitally implementable expression. This is then expressed

in terms of bit-streams operands and attached to the nonlinear plant.

This chapter is structured as follows. §6.2 describes briefly the algorithm of classical Generalised

Predictive Control. §6.3 describes the detail procedure of designing GPC for nonlinear systems

including the methods of tuning some of the controller parameters using evolutionary program-

ming. Simulations results for two nonlinear systems are given in §6.4 and §6.4.2 with conclusions

in §6.5.

6.2 The GPC Algorithm - Classical Approach

There is a need to design GPC which can effectively control nonlinear systems. But the first step

of designing GPC for nonlinear systems is to find a model which can accurately represent the

nonlinear dynamics.

Several possibilities exist to represent nonlinear systems. In the present study the design of GPC

will be based on a polynomial nonlinear autoregressive moving average with exogenous input
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(NARMAX) representation of the system. The output of such model is expressed as

y(t) = FNl [y(t− 1) . . . y(t− ny) u(t) . . . u(t− nu)ǫ(t− 1) . . . ǫ(t− nǫ)] + ǫ(t) (6.1)

where u(t) and y(t) represent the measured input and output respectively, and ǫ(t) is the pre-

diction error. The terms ny, nu and nǫ represent the maximum lags in the input, output and

prediction error respectively, and FNl [·] is some nonlinear function with degree of nonlinearity

Nl.

Note that the model of (6.1) is linear-in-the-parameters. However, the number of possible terms

increases rapidly with increase in the degree of nonlinearity and maximum lag of inputs, outputs

and noise terms. For example, in the case of a third order output (ny = 3), second order input

(nu = 2) with a fourth order noise model (nǫ = 4) expanded as a third degree polynomial (l = 3)

would contain 220 unique terms. Models with excessive number of terms may be extremely ef-

fective in fitting the estimation data, but may not catch the true dynamics of the underlying system

and may exhibit unwanted nonlinear behavior. The structure selection problem or which terms to

include into the model is therefore crucial and has been solved using evolutionary computation

as described in Chapter 5.

6.3 Nonlinear Predictive Controller Using NARMAX Model

In this section, a new type of nonlinear GPC controller is proposed. The section begins by

establishing the reasoning behind the use of the polynomial NARMAX model. The procedure for

the development of the nonlinear controller are then described.

6.3.1 Controller Formulation

In a conventional generalised predictive controller, the main idea is to evaluate future system re-

sponse whilst adjusting the input and minimising the cost function. The future output predictions

are generally obtained by iteratively evaluating a set of Diophantine equations. However, when

the system is nonlinear i.e. when it is represented by a polynomial NARMAX model, it is not pos-

sible to solve the Diophantine equations and get the control law. In the present study, an alternate

approach has been adopted to control a nonlinear system using classical GPC by comparing the

output of a linear and controllable reference system against the output of the nonlinear system.

By studying the relationship between both of these system outputs, the dynamics of the linear

plant can be mapped against those of the nonlinear plant. This model will enable the predictions

of the classical GPC approach to be resolved via the Diophantine equations albeit with erroneous

predictions which will be accounted for using system identification. A similar concept of lineari-
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sation can be found in [40] though its control sequence derivation is different from the present

one.

Step-1: Selection of a linear Reference Model

Given a system represented by a nonlinear model consisting of both linear and nonlinear terms,

obtain a linear model (to be called hereafter as the reference model) from the nonlinear model.

The reference model can be selected using different procedures. For example, it can be obtained

by retaining only the linear terms and discarding the nonlinear terms of the system; or it may

be the linearised model of the nonlinear system around the desired operating point etc. The

reference model should preferably be controllable.

Let the output of the reference system be denoted as yl. The reference system can be repre-

sented by the general model of (3.1) and therefore the future predictions of the output based on

this model can be represented as

ŷl = G∆u+ f (6.2)

Step-2: Prediction using an Extended Linear Model

Note that the linear model can not capture the complete dynamics of the nonlinear system. Fol-

lowing similar procedure of [137], define an extended linear model from (6.2) whose predicted

output is given by

ŷel = G∆u+ f + dnl

= ŷl + dnl (6.3)

where the additional term dnl in (6.3) accounts for the effects of nonlinearities of the system as

well as any possible external disturbances acting on the system. The term dnl is time varying and

changes at each sampling instant. This is to be estimated such that the output from the extended

linear model ŷel equals to the output of the original nonlinear system.

Step-3: Control Law from Extended Linear Model

Recall the GPC performance index presented in §3.18:

J = (G∆u+ f −w)T (G∆u+ f −w) + λ∆uT∆u (6.4)
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The performance index using the extended linear model becomes

J = (G∆u+ f + dnl −w)T (G∆u+ f + dnl −w) + λ∆uT∆u (6.5)

The optimal control input which minimises the performance index of (6.5) is given by

u(t) = u(t− 1) +
(
GTG+ λI

)−1
(w − f − dnl) (6.6)

Note that the optimum control law of (6.6) is obtained from the extended linear model and not

for the original nonlinear system. However, the objective of the control law is to compute a time

varying disturbance vector dnl which takes into account the effects of nonlinearity which has not

been accounted for by the linear reference model and gives an optimal input for nonlinear system.

This is possible if the output of the extended reference model match the output of the nonlinear

system ynl at all future time instants. Thus

yel(t+ j) = ynl(t+ j), j = N1, . . . . . . , N2 (6.7)

Thus it is important to accurately represent the time varying disturbance term which contains the

effects of nonlinearities of the system.

Step-4: Determination of dnl using System Identification Technique

One of the technique which has been used to compute dnl to use a fixed point algorithm such as

d̂n+1
nl = d̂nnl + β [ynnl − ynel] (6.8)

where n is the iteration number and β is a factor which lies between 0 and 1 to control the region

of convergence [137].

Since the unmodelled dynamics often contain nonlinearities, the model between dnl and yl will

essentially be a nonlinear model.In the present study a polynomial NARMAX model is fitted

between dnl and yl which takes the following form :

dnl(k) = FNl [dnl(k − 1) . . . dnl(k −Nd), yl(k − 1) . . . yl(k −Nyl)

ǫ(k − 1) . . . ǫ(k −Nǫ)] + ǫ(k) (6.9)

The structure selection and parameter estimation of this model is carried out by using evolution-

ary computation approach proposed in Chapter 5 that can successfully obtain a parsimonious

system description by removing spurious terms. The algorithm uses an adaptive mutation rate

based on the relative fitness and introduces several parameters including an internal penalty

function and a time-to-live parameter to reject unwanted terms.
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6.3.2 Tracking of Asymptotically Constant References

In the present study, a nonlinear function dnl is used to compensate the difference in dynamics

between a linear system and a nonlinear system. However, when there is a need to track a

reference signal, the controller needs further modification. Assume that the reference signal w is

asymptotically constant i.e. it is constant beyond a prescribed prediction horizon Nr :

w(k) = w,∀ k ≥ t+Nr (6.10)

Perfect tracking can be achieved by including integral action in front of the system with gain Ki

as has been suggested in [139]. The value of the integral gain Ki has been obtained using

evolutionary programming in the present study.

6.3.3 Intelligent Tuning by Evolutionary Programming

Evolutionary Programming (EP) [128] is a useful method of optimisation when other techniques

such as gradient or direct analytical methods are not possible. The EP algorithm has proven to be

especially useful for difficult combinatorial functions which contain many locally optimal solutions

[140]. The proposed study uses EP to optimise the parameters N2, Nu, λ and integral gain Ki.

The learning starts with an initial population of binary encoded set of solutions (N2, Nu, λ, Ki)

called parents. Each parent is evaluated using a fitness cost function F (x) which describes its

suitability as a possible solution. Next, each parent creates one offspring by performing a series

of mutations to the parents. The mutation probability is calculated as a function of F (x) and is

given by:

mutation = 0.5 ×
F (x)−min[F ]

max[F ]−min[F ]
% (6.11)

where F (x) is the fitness of parent x, min[F ] and max[F ] are the minimum and maximum cost of

the entire parent population. Equation (6.11) provides a pseudo-elitist strategy where the single

best parent is retained and passed on to the next generation. After the successful mutation of

each parent, all the new offsprings are evaluated using F (x). The offsprings now become the

parents of the next generation. This process is iterated for a set number of generations, or until a

terminal condition is satisfied [128].

6.4 Simulation Results

The performance of the proposed GPC is illustrated by considering two examples of nonlinear

systems. The first example is a Duffing’s oscillator and the second example is a nonlinear res-
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onator.

6.4.1 Example 1: Nonlinear GPC for Duffing’s Oscillator

The duffing oscillator is a well-studied nonlinear oscillator which contains a cubic stiffness term

to describe the hardening spring effect observed by many mechanical problems [141, 142]. This

system exhibits a wide range of dynamical behaviors, including chaotic motion [143] and is con-

sidered as common benchmark example to study nonlinear systems.

The dynamics of Duffing’s oscillator is described by

d2y

dt2
+ 2ξwn

dy

dt
+w2

ny(t) + w2
nǫy(t)

3 = u(t) (6.12)

The discrete equivalent of this system at a sampling rate of 500Hz with ξ = 0.01, wn = 45π, ǫ = 3

is given by

y(k) = 1.9144y(k − 1)− 0.99435y(k − 2) + 4× 10−6y(k − 1)3 + 0.079944u(k − 1) (6.13)

Note that the dynamics of (6.13) matches with that of (6.12). This has been verified by comparing

the frequency response functions of both these systems as shown in Chapter 5.

The first step in the design of the proposed GPC is to find a suitable linear model, called the ref-

erence model. Since the system of (6.13) contains both linear and nonlinear terms, the reference

model is selected by retaining the linear terms of (6.13) to give:

yl(t) = 1.9144yl(t− 1)− 0.99435yl(t− 2) + 0.05u(t − 1) (6.14)

Both the original nonlinear system and the reference linear system are excited by a zero mean

white Gaussian noise with standard deviation of 3 and 1000 samples of input/output are col-

lected. The difference between the output of the linear and the nonlinear model dnl are obtained.

Since this contains unmodelled nonlinear dynamics, which needs to be compensated, a polyno-

mial NARMAX model is fitted between dnl and yl using evolutionary computation following the

procedure in [138]. The model is fitted from 500 samples of data and is validated using the rest

of the data sets. From a specified model set which consists of 84 terms, a parsimonious model

is obtained using EC which is given by:

dnl(k) = 0.9281dnl(k − 1)− 0.55118yl(k − 1)− 0.38738yl(k − 3)

+ 0.016764yl(k − 5)yl(k − 1)− 0.0063029yl(k − 5)yl(k − 3) (6.15)

The model predicted output of the model fitted to dnl is shown in the Figure 6.1. From the figure it

is observed that the fitted NARMAX model could accurately represent the unmodelled dynamics.
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Figure 6.1: Model predicted output of the NARMAX model fitted to the unmodelled dynamics dnl of
Example-1

Nonlinear GPC Parameters Optimised Value

N2 4
Nu 4
λ 0.048828
Ki 3.0762

Table 6.1: Optimised nonlinear GPC parameters obtained via evolutionary programming for Example-1

Note that, this is required for the computation of the control law of nonlinear GPC using (6.6).

Initially, the nonlinear GPC is implemented in MatlabTM. Some of the design parameters of the

GPC such as prediction and control horizon as well as the integral gain are obtained using evolu-

tionary programming and are summarised in Table 6.1. The tracking performance of the controller

is shown in Figure 6.2 From the result it is observed that output tracks satisfactorily the square

wave signal. Note that the control of this particular system has known to be very complex due

to tits chaotic behaviour. There is a distinct noisy sequence present during the first few sam-

ple in Figure 6.2. This may have been caused by initial values of y(t − 1), y(t − 2), u(t − 1),

u(t− 2),...et cetera which are set to zero during the initialisation phase. As time progresses, the

values change from their initial assumed values and the output track the reference. The control

signal also become much smoother.



6.4. Simulation Results 135

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
−1

0

1

2

3
x 10

−3 Tracking of Reference Signal by Output of System of Example−1

samples

y(
t)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
−20

0

20

40

samples

u(
t)

Control Input

Figure 6.2: Tracking performance for Example-1 using multi-bit: Upper graph represents the output y(t)
and lower graph represents the control input.

After implementing the nonlinear GPC in MatlabTM, the next phase is to investigate if this complex

nonlinear control law could be implemented in bit-stream using Mentor Graphics’ ModelsimTM.

The control law of nonlinear GPC for this system which is implemented in bit-stream is given by

u(t+ 1) = u(t) + {0.035026 [w(t) − f(1)− dnl(1)]

+ 0.413680 [w(t)− f(2)− dnl(2)]

+ 0.220770 [w(t)− f(3)− dnl(3)]

+ 0.144470 [w(t)− f(4)− dnl(4)]} (6.16)

The result of this implementation is shown in Figure 6.3. It is observed that the tracking per-

formance is poor when there is a step change in the reference signal. However, the controller

tracks the reference satisfactorily as time progresses. This is due to the inherent slew rate of

the bit-streams. Further, there exists quantisation noise during the conversion of analogue to

bit-stream and bit-stream to analogue. In the present simulation, a 12-bit resolution is being used

which means that the maximum resolution available is 0.000488281. Note that, the maximum

resolution plays a critical part on the success of bit-stream implementation.
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Figure 6.3: Tracking performance for Example-1 using bit-stream: Upper graph represents the output
y(t) using bit-stream control and the lower graph represents the real value interpretation of the bit-stream
control input.

6.4.2 Example 2: Nonlinear GPC for Nonlinear Resonator

To further establish and prove the efficacy of the nonlinear controller described in §6.3; another

nonlinear system is considered. A similar procedure to that presented in Example 1 is followed

for designing and implementing the GPC for this system.

The dynamics of the nonlinear resonator in discrete time is given by

y(t) = 1 + y(t− 1)u(t− 1)− u(t− 1)2 (6.17)

The system of (6.17) contains only nonlinear terms and therefore the linear reference model

should be selected using some rough guidelines. For example, the reference linear model should

be controllable and its output should lie within the range of the output of the original nonlinear

system. The linear reference model considered in the present example is given by

yl(t) = 0.8yl(t− 1) + u(t− 1) (6.18)

Note that possibilities of selecting other linear models also exist. Simulations with various exam-

ples (not described) show that the choice of the reference model does not significantly affect the

overall performance of the controller provided its output lies within the range of nonlinear system

output.
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Nonlinear GPC Parameter Optimised Values

N2 4
Nu 4
λ 1.7285
Ki 0.69336

Table 6.2: Optimised nonlinear GPC parameters obtained via evolutionary programming for Example-2

Following similar procedure as of Example 1, polynomial NARMAX model is fitted between the

unmodelled dynamics dnl and yl using evolutionary computation. The EC based identification

algorithm searched for a second order nonlinear system with a maximum output and input lag

terms of 2 and 5 respectively, thus providing 36 possible terms from which 5 terms are selected

in 50 generations. The model is given by

dnl(t) = 0.10896dnl(t− 1)− 0.096416yl(t− 1)− 0.19874yl(t− 3)yl(t− 1)

− 0.015354yl(t− 5)2 + 0.11004yl(t− 4)yl(t− 3) (6.19)

Figure 6.4 shows the Model Predicted Output (MPO) of the model of (6.19). The parameters
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Figure 6.4: Model predicted output of the NARMAX model fitted to the unmodelled dynamics dnl of
Example-2

of the GPC are obtained with an objective to achieve a desired settling time using EP and are

summarised in Table 6.2. The controller is initially implemented in MatlabTMwhich uses infinite

resolution. The tracking performance of the controller is shown in Figure 6.5. From the result it is
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Figure 6.5: Tracking performance for Example-2 using multi-bit: Upper graph represents the output y(t)
and lower graph represents the control input.

observed that the proposed controller could satisfactorily track the reference signal.

During the last phase, the nonlinear GPC is implemented in bit-stream using ModelSim. The

control law for the nonlinear resonator which is implemented in bit-stream is given as:

u(t+ 1) = u(t) + 0.0840Q(1) + 0.0901Q(2) + 0.0664Q(3) + 0.0387Q(4) + 0.0167Q(5)

+ 0.0017Q(6) − 0.0087Q(7) (6.20)

u(t+ 2) = u(t+ 1)− 0.0611Q(1) + 0.0186Q(2) + 0.0420Q(3) + 0.0383Q(4) + 0.0256Q(5)

+ 0.0256Q(5) + 0.0125Q(6) + 0.0017Q(7) (6.21)

where Q(x) for x = 0 . . . 7 is temporary vector containing the relationship between w, f and dnl
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and it is given by

Q(1) = w(1) − f(1)− dnl(1)

Q(2) = w(2) − f(2)− dnl(2)

Q(3) = w(3) − f(3)− dnl(3)

Q(4) = w(4) − f(4)− dnl(4)

Q(5) = w(5) − f(5)− dnl(5)

Q(6) = w(6) − f(6)− dnl(6)

Q(7) = w(7) − f(7)− dnl(7)

(6.22)

This vector is passed through a bit-stream to analogue converter and sent to a bit-stream operator

that evaluates control signals (6.20) and (6.21). The values u(t+1) and u(t+2) is passed through

a bit-stream to analogue converter and is the input to plan (6.17). The conversion is done via

a 12-bit analogue to bit-stream converter. The bit-streams ggclock signal runs at 1MHz. This

ensures that bit-stream calculations are performed before the edge of every plant clock sample.

That is, the time it takes for the bit-streams to reach the final value (i.e. slew rate) is significantly

less than the time before the next value is required for the calculation of the response of the

system. If this condition is not met, then the value fed to the system may not be the correct result

of the control law calculation, causing a series of error that will cause the system to be unstable.

The results of this simulation are shown in Figure 6.6.

The results obtained through MatlabTMsimulations are very similar to those obtained using Mod-

elSim TM. The first thing to observe is the range of the scales in Figure 6.5 and Figure 6.6.

Ringing can be seen to be present in both simulations. However this appears to be more pro-

nounced when using bit-streams. This can be attributed to the accuracy of conversion between

bit-streams to real-valued signals and vice-versa. The conversion from analogue to bit-streams

is carried at 12-bit resolution which gives a maximum resolution of 0.000488281. It is also impor-

tant to acknowledge that under a MatlabTMsimulation, it is possible to run the simulation using a

much higher resolution, i.e. using a very small step size. This is problematic when performing a

bit-stream simulation since bit-stream require a lot of computational power to simulate. Overall,

the implementation of the proposed nonlinear controller has shown successful tracking of a non-

linear plant. Moreover, the augmentation of this controller with bit-stream encoding for the control

law has clearly shown that bit-streams can be used to implement the nonlinear control law.
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Figure 6.6: Tracking performance for Example-2 using bit-streams: Upper graph represents the output
y(t) using bit-stream control and the lower graph represents the real value interpretation of the bit-stream
control input

6.5 Conclusions

An alternative method of designing generalised predictive controller (GPC) for nonlinear system

has been proposed. The design is based on extending the concept of the linear GPC to nonlinear

system. Initially a linear reference model is selected to predict the output of the nonlinear system

which results in erroneous predictions. The errors in the prediction are estimated using a poly-

nomial NARMAX model via evolutionary computation. The linear GPC law is then modified by

including the estimated prediction error. The parameters of GPC such as prediction and control

horizon and the integral gain are optimised using evolutionary programming. The capabilities of

the controller are tested using two systems, namely Duffing’s oscillator and a nonlinear resonator.

The performance of the nonlinear GPC controller has been verified by successful tracking of a

reference signal.

Upon the successful implementation of the nonlinear GPC, a direct equivalent for this nonlinear

controller is made using ModelSimTM. In this case, bit-stream signals are digitally implemented

instead of a multi-bit implementation using MatlabTM. The bit-stream controller also shows sat-

isfactory tracking performance for both systems. The importance of this task lies in complexity

and sensitivity of the examined systems. Many practical adjustments had to be made to use

bit-streams for the nonlinear control law and these are all carefully outlined. Since bit-streams

are inherently digital in nature, they are best suited for hardware implementation using FPGA.

With suitable hardware the performance of bit-streams should be on par with that of multi-bit
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controllers, as well as proving many of the advantages presented in Chapter 2. Overall, the

success of the controller presented in this chapter has been successfully validated through the

control of two very complex systems. Furthermore, the use of bit-streams for nonlinear control

has also proved to be successful and it therefore expands the potential of bit-stream to be used

in controller implementation.





CHAPTER 7

Conclusion

With an objective to find the feasibility of an alternate method of digital controller implementation

than the traditional multi-bit implementation, the research carried out in this thesis has gone a

long way to achieve this. Most of the research carried out in this study has combined two distinct

fields of research namely digital systems and control systems. This dissertation studies and

investigates the possibility of implementing controllers using 1-bit signal processing; popularly

known as bit-stream signal processing. Design of controllers using bit-stream paradigm, where

the analogue or multi-bit signal are converted to a simple 1-bit stream, offers a relatively new

and highly promising approach for the controller implementation for many types of real world

systems. However, the application of bit-streams in implementing complex controllers is relatively

new and this research therefore focused on design and implementation of Generalised Predictive

Controllers (GPC) for both linear (stable and unstable) and nonlinear systems in bit-stream.

The first step in the pursuit of bit-stream implementation is to study about various basic func-

tional blocks which are needed to implement a complete bit-stream based system. Following an

introductory review in Chapter 1, Chapter 2 presents the bit-stream methodology by establishing

the background, advantages and the tools used when developing a bit-stream system. Specifi-

cally, the relevance, concept and representation of an analogue signal using quanta is presented

here. The functions of various tools such as bit-stream adder, subtractor, multiplier and delay

element are clearly outlined. The validity of these components are demonstrated by simulating

both linear and nonlinear systems which are represented respectively by CARIMA and NARMAX

models. The results of simulations in a bit-stream environment are compared to those obtained

from multi-bit environment and are found to be satisfactory.

Encouraged by the success of bit-stream in simulating both linear and nonlinear systems, the

next phase of the research involves designing generalised predictive controller for both linear

systems and linear systems with delay. Essentially, the GPC is a predictive controller which

generates a sequence of future control signals in each sampling interval to optimise the control
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effort of the controlled signals and offers numerous advantages, and, has been very popular in

industrial process control systems in recent years. Two case studies i.e. control of a D.C. servo

mechanism and control of a thermal system has been taken up for investigation. Since the de-

sign of GPC in this study is based on CARIMA (Controlled Auto Regressive Moving Average)

model of the system, discrete parametric models are fitted to both these systems using standard

procedure of system identification. In this study, orthogonal least squares with error reduction

ratio test (OLS with ERR) algorithm has been used to identify the models of the systems. These

models are validated using several model validation criteria which include one step ahead predic-

tion, model predicted output and correlation tests. After representing these systems by CARIMA

model, GPC is designed for these systems. Since the performance of GPC is dependent on sev-

eral tuning parameters such as control and prediction horizon as well as the control weighting,

these are optimised using Genetic Algorithm (GA). The GPC is implemented in bit-stream and

its performance is compared with the multi-bit implementation. The success of bit-stream imple-

mentation depends critically on the choice of several parameters such as bit-stream frequency fb,

input/output signal voltage levels, bit-stream slew rate et cetera. The impact of these parameters

on the performance of bit-stream GPC is analysed.

Having successfully implementing the GPC in bit-stream for stable linear systems, the next phase

of the research focus on investigating if it can be applied for unstable systems. A typical mag-

netic levitation system, which is both nonlinear and unstable, are considered as a benchmark

to study the effectiveness of bit-stream based controller in stabilising the unstable system. Due

to enormous complexity of this system, several options of designing controllers are adopted in

a progressive manner. Initially, an exact feedback linearising controller is designed for the mag-

netic levitation system and it is implemented in bit-stream simulation environment using Mentor

Graphics’ ModelsimTM. Although the performance of this controller in bit-stream is satisfactory

in simulations, the feedback linearising control law is more complex and is difficult to be imple-

mented in practice. Therefore, in the next stage, a state space based model predictive controller

(MPC) is designed using a linear model of the system. The linear model of the system is ob-

tained by linearising the system around an operating point using standard methods of Taylor

series approximation. The MPC is implemented using ModelsimTMand its performance is found

to be comparable with that of multi-bit implementation. However, the MPC control law requires

all the state variables to be measured directly or to be estimated using an observer. Since, the

introduction of an observer will make the overall controller implementation complex, a gener-

alised predictive controller, similar to that used in Chapter 3, are designed using the linearised

model of the system. Further, a lead compensator is designed for this system. The GPC and the

lead controller are implemented in bit-stream in real time using an experimental prototype and

the results of the experiment are compared to those obtained from simulations. It is observed

that the performance of bit-stream based controller is comparable with multi-bit implementation

and hence this can be considered as an alternative method of controller implementation due to

various advantages it offers.



145

After successfully implementing controllers in bit-stream for both stable and unstable linear sys-

tems, the last phase of the research investigates if bit-stream paradigm can be adopted for im-

plementing controllers for nonlinear systems. Since the focus of the present research has been

to design and implement GPC, a novel method of designing GPC for nonlinear systems, which

are represented by polynomial NARMAX model is developed. The first step in designing the non-

linear GPC is to represent the nonlinear system by a polymomial NARMAX model. The primary

advantage of a polynomial representation is that it is linear-in-the-parameters and thus can be

estimated using linear least squares methods. However, the number of possible terms increases

exponentially with the increase in the degree of nonlinearity and maximum lags of inputs and out-

puts. An efficient structure selection algorithm, based on evolutionary programming, is proposed

to obtain a parsimonious model of the system. The proposed algorithm eliminates spurious terms

of the model by using an internal penalty function and implements an adaptive pruning strategy

by assigning a time-to-live parameter to remove insignificant terms from the model. By introduc-

ing an adaptive mutation rate, the convergence of the algorithm becomes faster. The proposed

method is found to be effective in identifying parsimonious models for several nonlinear systems.

After identifying the nonlinear system by polynomial NARMAX model, generalised predictive con-

troller is designed for nonlinear systems. This design is essentially based on representing the sys-

tem by a linear model, which is controllable, and a nonlinear disturbance model which accounts

for the nonlinear effects of the system. This model is identified using the approach developed in

Chapter 5. The optimum values of the GPC are computed using evolutionary programming. The

nonlinear GPC is implemented in bit-streams in a simulated environment using ModelSimTMand

their performance is compared with multi-bit implementation and found to be satisfactory.

The main contributions of the thesis can be summarised as:

• A generalised predictive controller has been designed and implemented in bit-stream for

both linear systems (with and without) delay. The effectiveness and feasibility of bit-stream

paradigm has been demonstrated in controller implementation.

• Different types of controllers, such as feedback linearising controller, state space based

model predictive controller and generalised predictive controller have been designed for

unstable magnetic levitation system and implemented in bit-stream.

• New method of structure selection algorithm for nonlinear system identification has been

developed based on evolutionary programming and a novel method of designing GPC for

polynomial NARMAX systems have been proposed and implemented in bit-stream.
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7.1 Future Work

Although, there has been some success in implementing controllers in bit-stream environment,

much remains to be investigated. The results of this research can be considered as preliminary

but nevertheless a relevant starting point which will prompt further interest and investigation of

controller implementation from the perspective of bit-stream.

Some of the immediate future work are:

• Develop a general mathematical frame work of bit-stream control.

• Since bit-stream conversion introduces errors into the system, robust controllers can be

developed to reduce the effects of such errors.

• Design and implement adaptive and self-tuning controllers in bit-stream.
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