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Abstract

This paper analyses R&D competition among firms with incomplete
information. In a stochastic R&D game, firms possess private information
regarding their R&D progress. They can only observe the rival’s R&D
investments, but not its actual R&D position. R&D investments thus
carry both investment and signalling effects. In this two-period model,
there are two possible regimes for the second period game: the complete
information regime and the signalling regime. In the signalling regime,
in order to credibly convey to the rival its first period research success,
the first mover has to over-invest. Both firms have higher profits in the
complete information regime. The game is in the signalling regime if the
difference between monopoly and duopoly profit is sufficiently large and
if the possibility of leapfrogging is high. For some parameter ranges, the

choice of the information regime is endogenous.
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1 Introduction

In the literature of research and development(R&D) competition, many differ-
ent issues have been studied. However, the problem of incomplete information
in a R&D race is not well addressed. In reality, firms’ R&D progress is difficult
to observe especially if there is some unpatentable intermediate invention and
if firms cannot credibly announce its technology advance without spill-overs of
its research to the rivals. Even if such means of announcement are available,
the incentive for firms to disclose such information is also not straightforward.
Depending on the nature of the competition, a firm may want to send out differ-
ent signals to its rival. If a technology lead triggers more aggressive behaviour
from the rival, the leading firm may want to send out the signal that its technol-
ogy progress is poor. For example, in Grossman and Shapiro (1986), the R&D
competition is most vigorous when firms are even in the technology race. Their
model is a complete information one, but we might expect that if firms can
hide their technology progress, they may have the incentive to do so. If, on the
other hand, a technology lead softens competition, the leading firm may want
to convince the rival that its past R&D has been successful. Some examples
include Fudenberg et al. (1983), Harris and Vickers (1985), and Fudenberg and
Tirole (1984)’s example of the top dog strategy. It is also often argued that
Microsoft use preannouncements for its operating system upgrades strategically
to discourage investments by its rivals." Some empirical support for this strate-
gic announcement effect in the Digital Versatile Disc (DVD) player industry is
given in Dranove and Gandal (2001).

In this paper, a two-stage model with sequential move is presented where
firms’ R&D progress is not observable to its rival. In each stage, each firm makes
one R&D investment decision which is observable to the rival. Therefore, R&D
investments have both investment and signalling effects. Firms are symmetric
in the beginning of the game. That is, they stand at the same starting point
for the R&D race. After the first period R&D investment, their own technology
progress is private information to each firm. Depending on the parameter values,

the second period game can be in the complete information regime where firms

1Some references on this include Lopatka and Page (1995) and Shapiro and Varian (1999).



do not have incentive to deviate from the complete information equilibrium?. Or
the game could be in the signalling regime where the first mover, if succeeded
in the first period R&D, needs to over-invest to signal its type. We identify
the conditions for the change of regimes and characterise the unique signalling
equilibrium. Furthermore, we show that for some parameter range, the choice
of information regimes in the second period is endogenous which depends on
firms’ first period investments.

The rest of the paper is organised as follows. We review some related liter-
ature in the second section. The set up of the model is presented in the third
section. Firms’ second period behaviour is analysed in the fourth section. We
then study the first period game with comments on the endogenous choice of

the second period game regime, followed by conclusions.

2 Literature Review

There are a few different strands of models studying the technology innovation
problem. The most popular and recent one is that of a patent race.®> Such
a modelling captures some characteristics of R&D competition. For example,
in both a race and R&D competition, the largest prize is awarded to the first
one to cross a well defined finishing line and competitors adjust their efforts
according to their relative positions to their rivals.*

Many different questions have been analysed in the framework of a patent
race.’> Loury (1979), Dasgupta and Stiglitz (1980), Lee and Wilde (1980), and
Reiganum (1981, 1982a, b) are models with memoryless or Poisson patent races
where firms’ probability of making a discovery today conditional on no one
else having done so depends only on their current level of R&D investment.

In such models, firms’ accumulated R&D or knowledge stock have no effect

2The equilibrium is the same as that in the case where there is no incomplete information
about the the first mover’s position. Although we term it as complete information, the second

mover’s position is still unknown.
3The other two main streams of models are deterministic auction models and contest

models.
4There is also some difference between these two. In a race, there is usually a winner. But

in a stochastic R&D game, it is possible that no firms would make the discovery.
5A good survey is in Reinganum (1989), but more papers have appeared since then.



on its current likelihood of discovery. Gilbert and Newbery (1982) consider a
deterministic model where an arbitrarily small advantage allows the lead firm
to act as a monopolist and still preempt the entry. Fudenberg et al. (1983) have
a model with information lags. Firms invest simultaneously and only observe
each other’s investment with a time lag. By introducing this information lags
and leapfrogging, it is possible for the technology laggard to win the R&D race.
They conclude that the possibility of leapfrogging is important for the lagging
firm to stay in the race. Grossman and Shapiro (1987) have a two stage model
based on Lee and Wilde with firms adjusting their R&D investments depending
on their relative positions in the race. The general conclusion is that competition
in R&D is most fierce when firms are close in the race.

There are a few papers which incorporate elements of incomplete informa-
tion. One that addresses a similar question as this paper, discussed in more
detail later, is Aoki and Reitman (1992). They propose a model with two-sided
private information where firms’ initial marginal costs are not observable to the
rival. Firms play a Cornot game in the final product market. The R&D tech-
nology is deterministic. They focus on a partial pooling equilibrium where firms
under-invest in R&D.

Some papers deal with firms’ information disclosure decisions. In such mod-
els, firms possess some private information, costly or costlessly acquired, which
is not observable to the rival. Firms decide whether or not to disclose their pri-
vate information. Some examples include Ulph(1998), Gosalbez and Diez(2000),
and Rosenkranz (2001), where firms’ information disclosure incentive in a re-
search joint venture is studied. Anton and Yao (1999) study firms’ decision on
information disclosure with imperfect patent protection and the possibility of
imitation. In the model, only the leading firm engages in R&D. Other papers on
information disclosure include Admati and Pfleiderer (2000), Dewatripont and
Tirole (1999), Shin (1998), and Jansen (2002a, b). All the papers deal with the
case where some credible announcement is available. If firms are willing, they
can simply convey to the rival the private information they have. In our model,
we assume that such an announcement instrument is not available. Firms can
only manipulate the rival’s belief about their R&D progress through adjust-
ing their R&D effort. Therefore R&D investment carries both investment and



signalling effects in our model.

In this paper, the main issue we deal with is incomplete information of firms’
R&D positions. We incorporate a few elements from some papers mentioned
above. We specify an intermediate invention following Grossman and Shapiro to
indicate technology leader and follower. The probability of leapfrogging is cru-
cial to keep the technology laggard active in the game and is also included. This
paper tries to complement the analysis of Aoki and Reitman. In their model,
firms have initial private information about their costs. This can be viewed in
this current paper as firms have completed the first period R&D investment.
In this sense, the paper include the analysis of the first period investment be-
haviour which is not modelled in Aoki and Reitman. Finally, Aoki and Reitman
employs a deterministic R&D technology. Reinganum (1983) demonstrates that
the results from a patent race could be quite different depending on if the inven-
tion process is deterministic or stochastic. The R&D technology is assumed to
be stochastic in the paper. The game is a sequential move one to emphasise the
role of signalling. We don’t model the product competition explicitly and focus
on firms’ R&D behaviour. But the profit setting is general enough to consider

different market structures.

3 The Model Set up

The model is a two-stage R&D race game. The first stage is the primary research
stage which is not necessary for the final invention but the success brings one
closer to the final goal. The reason for specifying this primary research stage
is to define the technology leading and lagging firms and analyse how their
R&D behaviour differs. There are two firms, A and B. They make one R&D
investment decision in each period. The R&D technology is the same for both
firms. A firm’s R&D progress is illustrated by its position in the R&D race,
which is defined as s; € {0,1,2}, i = A, B. Position s; = 0 indicates that firm
i is at the starting point of the R&D process, s; = 1 means that firm ¢ has
finished the primary research, and s; = 2 indicates that firm i has reached the
finishing line for the invention and a patent is granted to guarantee its profit.

We assume that there is no uncertainty and delay in patent application.



The probability of advancing in the patent race depends on firms’ R&D
investments, r;; € (0,1), for t = 1,2. At the end of the first period, with
probability 7;1, firm ¢’s first period research is successful and it advances to
position one. With probability 1 — 7,1, the firm stays at position zero. Firms
can only advance one step in the first period. In the second period, they can
move forward for two steps, which introduces the possibility of leapfrogging.
Denote the probability of firm i advancing x steps, x € {0, 1,2}, by f*. Assume

that when r; increases, the probability of firm 3 staying at the same position, f°,

2

decreases and the probability of advancing two steps, fZ, is non-decreasing.® In
this model, we construct a discrete probability distribution for f from a nested
Binomial distribution. For an R&D investment 7;2, with probability r;o, firm ¢
moves forwards. If the firm moves forward, with probability 1 — ¢, it moves one
step, and with probability ¢ , it moves forwards for two steps. Therefore, with
investment 79, f) = (1 —172), f1 =72 (1 —q), and f? = riaq.

A firm’s gross profit depends on its own and the rival’s R&D success. The
monopoly profit, m,y, is what one firm can enjoy when it is the only one to reach
position two at the end of the second period. The duopoly profit, 74, is what
both firms have when they both reach the finishing line at the end of the second
period. Firms receive positive profits only when they complete the final goal.”
To guarantee the incentive to be the monopolist, assume that 7y; > 274. The
game finishes after two periods, whether or not firms have reached the finishing
line.

To emphasise the signaling effects, a sequential move model is analysed.
Firm A is the first mover in each period. After A invests in the first period,

Nature moves and determines if the R&D investment is successful with the

probability of success being r41. This R&D outcome is not observable to B.

6We do not post the restriction that fi should be non-decreasing. If s; = 0, only the
probability of leapfrogging matters. If s; = 1, advancing one step is as good as advancing two
steps. It could be specified that for some certain range of r;, the possibility of moving two
steps increases while the possibility of advancing one step decreases. In that case, firms can
target the size of innovation. This is left for future extension. In this model, there is only one

innovation to be made.
7This can be thought as some normalisations. If we model the market competition period

explicitly, it may make a difference whether or not firms’ costs are revealed in the end of the

second period. The market competition period is suppressed to focus on the R&D competition.



Observing A’s first period investment, B has a prior belief on A’s position. B
makes its first period investment based on this belief. In the second period,
knowing A’s own position and based on its belief of B’s position derived from
B’s first period investment, A makes its second period investment. Finally,
B moves for the second time with the updated belief derived from A’s second
period investment. The game finishes at the end of the second period and firms’
profits are determined.®

Let C : r — R4 be the cost function for R&D investment for both firms.
Assume that R&D costs in the two periods are additively separable, C; = ¢;1 +

¢;9, and take the quadratic functional form,

2 2
_ kriy o kv

Ci 2 ) )

where k, k > 0, is a parameter.
Assumption 1

I

i > 07

57“Z-t rit=0
and

T < 5

This assumption guarantees that the solutions solved by first-order condi-

tions are interior. That is, 0 < r* < 1. Given there is no fixed cost in production,

%”j = 0, the only assumption we need to guarantee positive investment
Titzo
is %‘ > 0. To guarantee that the investment level is less than one, a

Tit =0
sufficient condition is to assume that even in case of maximum gain, firms do

not invest r; = 1. The maximum gain for firms is the monopoly profit. Given

r;1 and focusing on the second period, the condition follows that

kr2 k
Tm < Ci|”2:1 = 221 + 5

A sufficient condition for this is 7, < %

8In a previous paper, we analysed a one-sided private information model. In the separating
equilibrium, the R&D investment levels are the same as those that would prevail in a complete

information model due to the assumption that it is impossible to leapfrog.



4 Second Period Competition

Since firms have private information regarding their R&D positions, they form
beliefs about the rival’s R&D progress. The equilibrium concept used here is
sequential equilibrium which consists of a pair (r;, it;) where r; is the equilibrium
R&D investment and p, is a consistent assessment of the rival’s position. As
illustrated in Section 4.3.1, the freedom of specifying the off-equilibrium beliefs
permits plenty of sequential equilibria in the signalling regime. Some refinement
concepts with which we can focus on the more ”sensible” equilibria are discussed
later. We solve the game backwards. In the second period, after observing A’s
second period investment decision, B makes its R&D investment depending on
its updated belief and B’s own position .

In the second period, given firm ¢’s own research outcome in the first period,
its expected profit depends on the rival’s first period R&D position. Let p; €
[0,1] be firm 4’s belief of firm j being at position one at the beginning of the
second period. Firms form this belief based on the rival’s past R&D investment.
If i’s first period research was not successful, when calculating its expected profit
after the second period investment, ¢ assigns probability p; to getting profit
7 (s; =0,s; = 1) and probability (1 — ug) to getting profit m; (s; =0,s; =0).
Its expected profit is

Emi(s; =0,85) = p;mi (8 =0,8; =1) + (1 — p;) m (s; = 0,85 =0) — Cj.

Since ¢ is at position zero, it only gets positive profit if it advances two steps
in second period. That is, with probability f2. If i advances for two steps and
gets to the finishing line at the end of the second period, its profit depends on
j’s performance. If j is at position one in the end of the first period, as long as
j does not stay at position one after the second period investment, both firms
get to the finishing line at the end of the second period and they share 7. If
j does not move and stay at position one, i gets m,,. If j is at position zero in
the end of the first period, firms share 7,4 if j moves for two steps. If 5 does not
move for two steps, no matter j stays at position zero or it moves to position

one, i has the monopoly profit. To summarise, for type zero of i, the expected



profit is

E?Ti(si:(),sj) = Uif?(f?ﬂm_’_(l_fj())ﬂd)

(1= ) f2 (L= f2) 7w+ fima) — C. (4.0.1)
Similarly, if ¢’s first period research is successful,

Emi(si=1,8;) = wmi(si=1,s;=1)+1—p;)mi(si=1,8=0)—-C
i (L= f7) (fimm + (1= f7) ma)
F( =) A=) (1= f2) 7t + f2ma) — C. (4.0.2)

The profit function is the same for both firms. The game is sequential. Therefore
we solve for B’s best responses first and substitute them into A’s profit function

to get its optimal investment.

4.1 Firm B’s best responses

Using Equation 4.0.1 and 4.0.2 to solve for B’s best replies, we observe that as
g increases, mp decreases for both types of B. Firm B’s profit decreases in
1 since as the probability of A being at position one increases, the likelihood
of B getting the monopoly profit decreases.

Index B’s best response by two firms’ positions, Rj**#. Solving for the FOC
for Equations 4.0.1 and 4.0.2, B’s best responses in the second period depending

on B’s own position are

Ry, = %(MB((l —142) Tm +7427a) + (1 — pg) (1 — 7a2q) Tm + 742q7a))
1
Ry, = T (g (1 =7142) T +1ra2ma) + (1 — pp) (1 — 7429) Tom + ra2q74)) -

Note that B’s first period position does not affect anything else except for B’s
second period investment. Therefore, we can move nature’s move after B’s
first period investment to be just before B’s turn to make its second period
investment. In particular, put nature’s move for B’s first period investment
outcome to be after A’ second period investment. In the original game, A
would have two nodes (indicating B’s position which is not known to A) in
each of its two information sets (depending on A’s own position). That is,

A’s decision would be indexed by the four possible states in the beginning of



the second period with weights assigned by A’s belief. After we move nature’s
move, A would only have two nodes depending on its own position. Firm A still
forms p14 based on rp1, but it is independent of sp; since it is not observable.
This does not change the outcome of the game, but it simplifies the structure.
Furthermore, for both types of B, the best responses are monotonic in pz and
there is a one-to-one relationship between Rjv, and Rj,. We can write riv, in

terms of r§, and solve everything in terms of 74,. From R3% and R,
R, = qR3,. (4.1.1)

Note that firms’ beliefs in the second period are quite different. Since A is
the first mover, when it is A’s turn to move in the second period, the only action
that B has taken is rg;. Given that both firms start at the same position in
the beginning of the game, there is no signalling component in rg;. Given the
probability of nature’s move, p 4 should be equal to rp1. However, when it is
B’s turn to move in the second period, to form pgz, B has observed r4; and
ra2. When A chooses r2, A is either at position zero or one. Given that the
optimisation problem would be different for different types of A, A would have
incentive to act differently at different positions.” Knowing this and knowing
that B knows this, 742 is the signal that A can send to B to convey or to hide
its type. Therefore, after observing r 42, B updates its belief about A’s position.
As mentioned in the previous paragraph, we solve the game for when B is in

position one. If B is successful in the first period and if pg (ra2|sz=0) = 0,

1
ROBl =7 [(1 —ra2q) Tm + ra2q74] - (4.1.2)
When pp (razlsp=1) =1,
1
Rg =7 [(1 —7a2) T + 7a274] - (4.1.3)

These are the best responses B has against two types of A. The best responses
are depicted in Figure 4.1. If B is not sure about A’s type, that is, ug € (0,1),
the best response is some weighted average of these two. Observe that RY >

RY. When its first period research is successful, B is more aggressive when A

9The type represents firms’ R&D position. Type zero means that the firm failed in the
first period research and type one indicates that the firm is at position one in the beginning

of the second period.
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Figure 1: Firm B’s best responses

failed in the first period since it is more likely for B to have monopoly profit.
When B’s first period R&D is not successful, RS, = qRL, and RE > RE.

R ORLL . .
Note that 5 < 0 and o5 < 0. The more A invests, the less aggressive B
A TA

is, and firms’ R&D investments in the second period are strategic substitutes.
Given B’s own position, B is more aggressive when A did not succeed in the

first period research.'®

4.2 Firm A’s second period investment

Substituting B’s best replies into A’s profit function, Equation 4.0.1 and 4.0.2,

and differentiate the equations for the two types of A with respect to 742, we

get
on% ongy  omgy ORE ony,  Orhy ORP ORE,
= A + B + (1 - :“'A) B B
8TA2 87“,42 8R01 8TA2 87“,42 8R01 8R00 87“,42

1 2
= Hp (qﬂ-m (1 - E (ﬂ'm - 7Td)) + TA2Eq2 (7Tm - 7Td)2)

+ (1= pa) (qﬂm (1 - %tf (T — Wd)) + TA2%614 (Tm — 7Td)2>

7]{7"142, (4.2.1)

B B
10From FOCs of Equations 4.0.1 and 4.0.2, for a given g, R}; % R%S if gf—z § fgi—[;. In

the second period, given the belief about A’s position, B invests more when it is at position

one if the probability of not advancing at all is greater than the probability of advancing two

2 0
steps. Given our distribution, % = q and 7% = 1, for any given belief of A’s position, B

invests more if it is at position 1. The conclusion may be changed if we employ some different
R&D technology.

11



and

oy orll  orll ORY (1) ol N or'l ORY ORY
O a2 HA\Bra ~ ORY 0ran HaI\ 94z~ ORY ORY 014

1 2
= pig (T (1= (T —7a) | + 7425 (T — 7a)’
k k
1 2 2 2 2
=+ (1 - H’A) Tm 1-— Eq (7r'm - 71'd) + TA?Eq (7rm - 7I'd)
—kras. (4.2.2)

. ol on
For any given 4, 574 > 57

Os
-, V7 a2. This means that firm A is more aggressive

when its first period research is successful. Setting Equations 4.2.1 and 4.2.2
equal to zero gives the FOCs. Denote the optimal r4 that solve the FOCs to be
r% and r} for two types of A respectively. Let § = 7., — 4. Firm A’s optimal

investments are

HAQTm (1 - %5) + (1 - :uA) qTm (1 B %q26)
k=228 (pa+ (1= pa) ¢%)
L Pamm (L= 38) + (1 — pp) T (1 — 14%6)

r = .
4 — 262 (g + (1 - p14) ¢%)

<
o

Investment levels 74 and 7l are solved by the profit maximising FOCs.
They are what A would choose if A’s type were observed by B. When there is
incomplete information regarding A’s type, there may be incentives for type zero
A to mimic the behaviour of type one, and the separating equilibrium would
deviate from the optimal level. To check if 7% and r} are also equilibrium
in the presence of private information, we examine if the two types’ incentive
constraints are violated at r4 and rl. That is, if they would rather to be

recognised as the other type at the equilibrium (7“94, T}4).

4.3 Characterising the signalling equilibrium

Being the first mover in the game, A’s second period investment has both in-
vestment and signalling effects. When A makes its second period investment
decision, it could be at position zero or position one. Therefore, apart from
the investment effect, A may want to convey or disguise its type to B by the
second period investment. After A’s second period investment, B revises its
belief about A’s position. Based on this posterior belief and B’s own position,

B makes the second period investment. Note that since no one moves after

12



B’s second period investment, there is no need for B to do any signalling. Two
firms’ second period investments carry quite different information. In the second

period, the equilibrium should satisfy the following conditions.

1. The equilibrium should be sequential.

2. The equilibrium for B consists a pair of investment strategy and belief
with B’s strategy optimal given A’s strategy, B’s own position, and B’s

belief about A’s position.

3. The equilibrium for A consists of a pair of investment strategy and belief
with A’s strategy optimal given A’s prior belief, 4, B’s best responses,
and A’s own position. This optimality should take into account the influ-
ence A’s investment has upon B’s investment and the consequent profit

changes for A.

4. Beliefs are derived from the Bayes’ rule wherever possible.

In a separating equilibrium, the incentive constraints are satisfied for both
types of A so that neither type would have the incentive to mimic the other.
Upon observing the equilibrium investment level, B assigns beliefs 0 or 1 and
correctly identifies A’s type. In a pooling equilibrium, both types of A choose
the same level of second period investment. B learns nothing from observing
the second period investment and still holds its prior belief based on 747.

Take r41 and rp; and therefore both firms’ prior beliefs as given. Before
characterising the signalling equilibrium, we first verify that the single crossing
property and thus the stability condition for the equilibrium holds. Totally
differentiating two types of A’s profit functions,

dﬂ?qs = (MAq (T — TB26) + (1 - MA) q(Tm —1B2G0) — kra2) draz

+ (—para2q6 — (1 = p14) r42¢°6) drpa
and

dry = (s (mm —7826) + (1= pua) (T — 78298) — kraz) draz

+ (—para26 — (1 — puy) qrasd) drps.

13



The slope of type zero of A’s iso-profit curve in (r42,7p2) space is

Orpa __Pa0 (T = 7p28) £ (L= 104) 4 (T = 73200) = kTaz 54

05— 4 1174206 — (1 — puy) 742436

87’,42

For type one of A, the slope is

Orpa (T —1B20) + (1 — pig) (T — rB2q0) — k7 a2

. —11ar420 — q (1 = p14) 7426

87“A2

Comparing the slopes of the two types,

8r32
87‘A2

87’32

8TA2 0

mh=7a TA=TA

B (Tm = 1B20) + (1 — py) (T — rB2gd) — kras
—para20 —q (1 — py) Ta26

N <MAQ (T —1B26) + (1 — pa) g (T — 7B2g0) — kwm)

—paT42q0 — (1 — py) 7426%6

> 0

Type one’s iso-profit curves are everywhere steeper than those of type zero in
the second period and the single crossing property holds. That is, increasing

the level of R&D investment is less costly for type one of A.

4.3.1 Sequential equilibrium with refinements on B’s beliefs

As in most signalling games, there are a large number of sequential equilibria,
including separating and pooling ones. The existence of multiple equilibria
is due to the freedom of specifying the signal receiver’s off-equilibrium beliefs.
However, by strengthening restrictions on the off-equilibrium beliefs, we can pin
down a subset of the equilibria which are more plausible. We use the refinement
concepts proposed in Cho and Kreps (1987) and Kreps (1990). Consider the

following refinements for the off-equilibrium beliefs.

Criterion 1 Suppose that for a type h of A, investment levels r4 and 1y are
such that mp [ra, Rp [sa = 0]] > my [r'y, Rp [sa = 1]], then in any Nash equilib-
rium, it must be possible to sustain the equilibrium outcome with beliefs that put

zero probability on investment level 'y being selected by type h.

Since given an investment level r, the best A can do is to convince B that it
is indeed a type one. If what A gets from investing 4 when B thinks it is a type

zero (the worse outcome from investing r4) is greater than what it gets from

14



investing r’/;, when B thinks it is a type one (the best outcome from investing
r'y), type h of A would never choose to invest r/;. Therefore upon seeing r/,, B
should never assess that it comes from type h of A. This is essentially Cho and

Kreps’ "Intuitive Criterion”.

Criterion 2 Fiz a sequential equilibrium and let 7, be the profit level at this
equilibrium for type h of A. Suppose that an investment level v’y is such that
[y, e [sa = 1]] < 7}, then it must be possible to sustain the given equilib-
rium with beliefs that put zero probability on investment level 'y being chosen

by type h of A.

This is Cho and Kreps’ ”equilibrium domination test”.

The game has a separating equilibrium if we have an equilibrium (f%, f}4)
with no type having the incentive to mimic the behaviour of the other, that is,
type zero always chooses 74 and type one always chooses 7. Therefore, for any
proposed separating equilibrium (f%, f}q), the following incentive constraints for

two types of A must be satisfied:

f’%] |5A = O,SB = 1]

+ (1= pa)ma [P%, RE [#%] 54 = 0,55 = 0]

and

IV
=
b
3
b
=
=
=
o)

The incentive constraints state that for either type, it must be better off
playing its equilibrium strategy than playing the other type’s strategy and

being recognised as the other type. Since Rp[sa = 1] is everywhere below

Rp[sa =0], r% > 7%, and g’;g < 0, only type zero of A would have the incen-
tive to mimic type one. Type one would never want to mimic the behaviour of

type zero and the incentive constraint for type one is always satisfied.
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Definition 1 Define f[ra] to be the profit difference for type zero of A from
mimicking type one and from being recognised as a type zero by investing its
optimal investment level along B’s best response against type zero of A. That

18,
f[?”A‘SA = 0} =TA [TA,RIBS|$A = 0] —TA [T%,R%SLSA = 0] .

Furthermore, denote the investment level that solves f [ra] =0 for ra > 1% as

74. That is, f[TAA} =0.

The function f [r 4] gives the gains from mimicking for type zero of A against
its optimal investment when being recognised as a type zero. When f [r4] <0,
type zero has no incentive to mimic the behaviour of type one. The profit level,
TA [rOA, R%|sa = 0], can be thought of as the reservation profit for type zero.
Type zero only has the incentive to mimic type one if what it gets from deviating
is greater than this level. Since the game is sequential, substituting B’s best
responses into type zero of A’s profit function, Equations 4.0.1, A’s reservation

profit is

77218 [T%, RoBb] = /J/Ar%q ((1 - R%l) Tm + R%17Td>
+ (1= pa)rag (1 - ¢*RE) mm + ¢* Ry ma) = C
1 1
= —,uAr%q%ﬂmé + piy (7"94)2 Eq262 +7%qmm

1 21
— (=) Tz mmd®6 + (1= pa) (13)” 74"6° = C.

On the other hand, if type zero of A mimics the behaviour of type one of A,
substituting B’s best responses against type one into type zero of A’s profit

function, Equation 4.0.1, A’s expected payoff is

% [TA,RE] = UATA [TA,R}31|SA =0,55 = 1]
+(1—pp)ma[ra, RE|sa=0,s3 =0 - C
= paraq((1= Rp)mm + Rpma)
+ (1= pa)rag((1 - #RE) mm + R ma) — C
= —,uATAq%ﬂ'm(S + ,uATiq%(Q +TAQTm,
(1= ) rag S+ (1 ) g 18 = C.
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From Definition 1, f [r4] is the difference of these two profit levels:

1 1 k
Foal = 7 (maap + 0 =) 10 - 5

1 1
—ra (,quEmné — @+ (1= y4) Eﬂmq?’&)

2 1 1 k
— (%) </~LAEq252 + (1 —pa) Eq462 - 5)
0 L 3 1
=y [ gmm — (1 — py) 74 Tm0 — ,quEﬂm(S . (4.3.2)

This function is quadratic in r4. There are two values of r4 which satisfy
flra] = 0, one less than rY% and one greater than 7%, which we term as 74.
Given the single crossing property, for r4 < 79, type one of A would prefer
investing 7% and being identified as type zero than investing at this lower level
and pretending to be a type one. This could not be sustained as a separating
equilibrium. Given the quadratic functional form, f[ra] > 0 for r% <rs <4

and f[ra] <0 forry > 4.

Proposition 1 With refinements in Criteria 1 and 2, if the incentive con-
straints are satisfied at (r%,r}), the separating equilibrium is that type zero
chooses % and type one chooses rYy. This equilibrium is the same as the one
when B knows A’s position. If the incentive constraint is violated at (r%,r%),
the separating equilibrium consists of type zero choosing r% and type one choos-

ng ra.

Proof. In a separating equilibrium, type zero is correctly recognised as
type zero. The best thing it can do is the point that maximises its profit along
B’s best response against type zero. Therefore it invests r9. If the incentive
constraint is satisfied at (7“?4, 7"114), that is, if f [7"114] < 0, type zero would have no
incentive to mimic type one when type one invests r}4. The optimal levels solved
by the FOCs are the equilibrium investment levels for two types in this case. If
the incentive constraint is violated at (r%,r}), that is if f [r}] > 0, type zero
has the incentive to mimic type one when the latter invests r}. To separate
itself from type zero, type one needs to invest more so that type zero does not
have the incentive to imitate. That is, type one chooses the investment level

which maximises its profit along B’s best response against type one, subject to

17



rp2 (sp1 = 1)

juvioy
k

S

™
4 Rl

11
Ris

0 % Fa ry T A2

Figure 2: Complete information equilibrium
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Figure 3: Signalling equilibrium

the condition that type zero does not strictly prefer this chosen investment level
to r%.

From Definition 1, for investment levels greater than 74, f[ra] < 0. For
r4 > T4, type zero does not have incentive to imitate type one. Therefore,
B should have the belief pg (ra|ra > 7#4) = 1. In equilibrium type one of A
chooses 74. ®

The complete information and signalling equilibria are illustrated in Figures

2 and 3 respectively.

As Cho and Kreps demonstrate, there are no pooling equilibria that can

survive the criteria.
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rp2 (sp1 = 1)

TTm
k

Figure 4: Pooling equilibrium

Proposition 2 With the refinement in Criteria 1, there is no pooling equilib-

rium in this game.

Proof. After the first period, B’s prior belief is that with probability r a1,
A is a type one. In a pooling equilibrium, B learns nothing from A’s second
period investment and still holds its prior beliefs. For any pooling equilibria,
the two types of A face an average best response weighted by r4;. With single-
crossing property, for any pooling equilibrium, 7%, there must exist some out
of equilibrium investment level, 7y > r such that 7 [r;‘} > 7y [r4], and
79 [rh] > 7% [7”:4} Hence by Criterion 1, type one of A can safely choose 1,
and B should form the belief pg {7"14} = 1. This breaks any proposed pooling
equilibrium. m

This is illustrated in Figure 4.

As we demonstrate in the following section, the second period game can
be either a complete information game or a signalling game depending on the

parameter values and firms’ first period investments.

4.3.2 The second period game regime

To determine if the second period game is a complete information game or a
signalling game, we check if the incentive constraint for type zero is violated

at (r%,rl ) From Proposition 1, for the incentive constraint to be violated,
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we need f[rh] > 0or 74 > 1Y Let E =mp (1— 46 (g + (1 —py)¢*)) and
D= 2%52 (a+ (1 —pa)g?). Then, r9 = (k_{’sz), ri = (ka), and
5 (D Kk 1 ¢*FE?
= —_— E _—_——
flral 7"A<2 2>+q "AT 3% 4D
We first solve for 74, the investment level for type one in a signalling game.
Setting f [Fa] = 0, we get

—qE - \/q2E2 +4(2-4%) (3:555)
TA
D k
2 (qT - a)

qE <1 + /Ry )

k—q2D

k—qD

oy V3 k _k 2q—1—+4/4¢%>-3
Proposition 3 If ¢ > 5> and X < 6 < 5, where X = 54/ PO CETRTOL the
second period game is in the signalling regime. Otherwise, the game is in the
complete information regime.

Proof. The game is in the signalling regime if the incentive constraint is
violated at r}y or if 74 > rY. That is, if

22
P il )
k:—qD+ k—qD =

After some re-arranging, the above holds if

@*D* +kq(1—2¢) D+ (1 —q)k* <0.
This holds for

kg (2g 1) — /K22 (1 - 20)° — 42 (1 — @) 2
2q2
kg (2g 1)+ /K22 (1 - 20)* — 42 (1 — q) 2
< D< o

Substituting in D, this holds for

k(2¢—1)— \/k2(1—2q)2 —4(1—q)k?
2q
< 2%52 (na+(1—pa)d®)

k(20— 1)+ /K (1—20° 41— )2
2q ’
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or

(2 — 1) k? — k%\/4¢2 — 3 e k?(2q — 1) + k?+/4¢? — 3

4q (pa+ (1= pa)q?) 4q (pa+ (1= pa)q?)

For ¢ > %\/5, the game is in the signalling regime if

E\/Qq—l—\/4q2—3 <6<E\/2q—1+«/4q2—3

2\ q(pa+(1—pa)d?) 2\ q(pa+(1—pa)d?)

2q—1—+/4¢%>-3

Let X WAt 0-p)d)"

k
2

It can be verified that % ﬁ% > % and X may be greater or
less than % depending on 14 and ¢. When X < & < 1! the game is in the

signalling regime and the equilibrium investment levels are (7"94,72 A) . When

—1— 2 __©
6 < %\/qizf,iu— % or X > %, the game is in the complete information

regime. The equilibrium investment levels are (T%, r}4). [

Observe that when ¢ = 0, 7'% =74 = 0. Since it is not possible to reach the
finishing line, there is no point for type zero to invest in the second period. When
q=1,7% =rY = 74. If the probability of advancing two steps is one, type
zero and type one have the same incentives. Type zero only has the incentive to
mimic type one and hence enforces type one to signal by over-investment when
the probability of leapfrogging is high. From our profit setting, by convincing
B that it is a type one, type zero doesn’t get any profit unless it can reach the
finishing line in the end of the second period. Therefore, the g required is high.

An alternative way of explaining this is that the parameter ¢ measures how
costly sending out the signal is for type zero relative to that for type one. When
q is small, it is very costly for type zero to pretend to be type one, therefore the
incentive to mimic is small and the complete information equilibrium prevails.
For larger ¢, on the other hand, trying to mimic type one is not that costly.
Therefore, type zero would have more incentive to mimic type one, and this
makes type one having to over-invest and the game is in the signalling regime.

Given that the probability of leapfrogging is high, type zero does have the
incentive to mimic the behaviour of type one. Since by being more aggressive, it
reduces B’s investment and increases the probability of A being the monopolist.

The larger the profit difference, the more incentive for firms to invest. Therefore,

UGiven ¢ > 3, & > X for not too small uy. If ¢ > 0.87, £ > X for all py.
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we also observe that there is a lower bound for § for the incentive constraint to
be violated.

Furthermore, this lower bound depends on A’s belief about B’s position.
Type zero of A’s incentive to mimic type one depends on where B is, or, more
precisely, where it believes B is in the race. As u,4 increases, X decreases and
the range of 6 for the signalling regime widens. This is because as p 4 decreases,
it is more likely for B to be at position zero. This belief induces type one of
A to increase its investment level even without signalling, that is, 7 increases.
This makes the condition 74 > rY more difficult to be met.

Note that in both regimes, A invests more at position one regardless of B’s
positions. Firm B invests more if it is ahead, r% > rH, in both cases. This is
a different result from Grossman and Shapiro where firms compete more vigor-
ously when they are even. This difference comes from the set up of the model.
R&D investments are strategic substitutes in this model and are strategic com-

plements in their model.

4.3.3 R&D investments and A’s prior beliefs

In the second period, given B’s own position, B is always more aggressive when
A does not succeed in the first period research. Unlike B who gets to see A’s
second period investment before its second move, A’s belief about B’s position,
L4, depends only on B’s first period investment. We characterise the effects
of B’s first period investment on A’s second period behaviour in the following

proposition.

Proposition 4 As pu, increases, both r% and r}q decrease, and the effects on T4
is uncertain. Comparing two iso-profit curves for type zero of A with different

14, the single crossing property does not hold.
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Proof. Differentiate 7% and rY with respect to p,,
orY _ ammpd (@® = 1) (k= paga®d® — (1 — pa) 4*6°)
Opa (k= a2 — (1 - pa) 3¢%6%)°
T8 (a (1= 38) + A= pa) (1= 30°9)) (® = 1)
(k= pa2q28% — (1 — puy) 2¢46)°
_ qmn (1 —q) (1+9) 8 (k- 2¢°6)
k (k= 2267 (g + (1 - pa) 2))°

<0.
and
ok b (P 1) (b= pa8® — (1 - pa) 20°6%)
Ora (k— pagd” —(1—py) %q252)2
T (pa (1= 38) + (1= pa) (1= £4%)) (= 1)
(k= a6 = (1= pa) 2°6%)
- _ 7Tm(1—q)(1+q)6(k:—25)
B (k= 36" (g + (1= pa)a)’
< 0.

For the effect of p 4 on 74, if the single crossing property holds for type zero’s
iso-profit curves with different u 4, then if the slope increases as u 4 increases,
74 would increase. If, on the other hand, the slope decreases as p, increases,

74 would decrease. Totally differentiating Equation 4.3.1,

B (%2 >
Oraz |n =7 4 _ @*r426 (rap (@ —1)6) (a4 (1= p4)q)
Opia (AT 4208 + (1 = p14) (7424%6))°

(1 — Q) 4 (:U'Aq (7rm — TB26) + (1 - ,LLA) q (7Tm - T'B2q6) — k?"Az)
rasg (b + (1= j4) g6)*

The slope for type zero of A’s iso-profit curve decreases as p4 increases and

. ol ) o
therefore the investment level decreases if TAZTAL < 0. That is, if

Opa

qre20(q—1) (pa + (1 —p14)q)
— (1Aq (T —7B20) + (1 — p14) q (Tm — 7B2G6) — kraz) (1 —q)

< 0.

This is satisfied if

s
7"A<q—m
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or from the total differentiation, if

o 275 A 07Y
(i) o)

8%03 EED)
or A9 orpa
Ouy Ouy
Ha Ha

This condition says that whether 74 increases or decreases as j4 increases de-

pends on the elasticity of the marginal effect of r4 to m4 and rp to m4 with

respect to py. Given that ¢ < 1, the investment level increases as 4 in-

creases for large r4. It is uncertain whether or not 74 < ¢ and hence the
effect of pi4 on 74 is uncertain. m

We have seen the reason why the effect of an increase of (1 4 on 7 4 is uncertain.
Let’s try to work on the relationship between 4 and 74 by Equation 4.3.2.
Totally differentiating Equation 4.3.2 gives 2

Of [ral i+ (32![:&} . 8](;[;A] g;oi
A

87~A >d/J/A:0

The effect of iy on 74 is

Of[ral f[ra] O
dii g (—a# e apf,)

duy 9/[ra]

ora

[ra.R5]

. . . . 17}
Since 7Y is the optimal response given pug = 0, / 50 = 0. It follows that
A

o Of[fa
dra _ o, (4.3.3)
dp, | 2IFal e

aT’A

Recall that 74 [7‘94, R%S] is what type zero can get by choosing the optimal
investment level and revealing its type. By definition of f[ral, f[ra] > 0 for

% <14 < 4. Therefore Oflra] < 0. For the numerator,
A ora

Pl = e (e ) -
*Q%Wmts (ra— T%) (1- q2) .

The derivative %}%l <0if

6 (F = (%) a) < 7 (74 —1%) -

12 The derivative of #4 with respect to u 4 is complicated. The expression is in the appendix

and is used for numerical simulations.
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or if

0 (TAA - T%)
o (7",24 - (7"9;)261)'

Alternatively, by solving the quadratic function, %’Z“) <0 if

o — \/7r3n —4 (wmérg — g (rgf)
26
Tm + \/ﬂ?n —4 (ﬂméroA — ¢6? (7"94)2>
26

< Tya <
Denote these two investment levels as r and 7.

Proposition 5 For¢>0.92, X <6 < 4—’2, 74 decreases as |1 increases. The

effect of py on 74 is uncertain outside this parameter range.

Proof. Note that 5z = f;rf and r < G2 < 7. We prove this proposition

in two steps. First we show that for ¢ > 0.92 and X < 6 < 4%7 52 > 7. The

second step is to show that for § < 4%, £4 > rY > r. Combining the two parts

Of(fa)

“oua <0

gives the sufficient condition for r < 74 < 7 or

Part one:

Tm A

% >TA
if
T qF +qF J—”,?f;{[q)
26 k—qD

Substituting in £ and D and re-arrange, this holds if

k—2q6
o 1s2 _ 2
26 (k —2q16% (g + (1 — p14) ¢2))

1 2 29(1-q) 8% (pa+(1—p4)g?)
q (1 —pagd—(1—pa) %5) \/ 2 1 (%)

k—2q36° (pua + (1 — py) ¢?)

>

Since both sides are positive, after some rearrangement, this holds if

k—2q6 )2 S 2q(1—q) %52 (MA + (1= pa) q2) .
o)

(2q5(1—lm%5—(1—m)% k= 202367 (g + (1 — 114) ¢?)
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Expanding the LHS, the inequality holds if

k2 k
2 2 B 2
128 (1= ks — (1) 50) a8 (1 padd — (L) £6)°
1 2¢(1— ) 18 (pa+ (1= pa) @)

_|_

2 0\ 2 — g2 2 —
( —parb— (17%4)%6) k= q?25:6% (g + (1= pa) ¢%)

> 0.

Taking the first two terms,

k> k
2 1 2 0\ 2 ~ 1 2 \?
428 (1= pado = (1= ) 50) a6 (1= nato = (1= ny) Fo)
holds if
k
4—q > 6.

Given the constraints 0 < ¢ < 1 and 0 < p4 < 1, the LHS falls into the relevant
range i X , for ¢ > 0.92.
The remaining two terms,
1 2¢(1—q) £6° (pa+ (1 —pa) g?)
2 12
(1,%4%5,(17;%)%5) k—q?246" (g + (1 — pa) @)

>0,

if
k—q?2468” (na+ (1 — py) ¢?)
2
(1 —pagd = (1= pa) 91;5)

>2q(1-q) %52 (ha+ 1 —=pa)d®).

Since 0 < 1— 1436 — (1 —py) 9;6 < 1, the above holds if

1 1
b= 298" (pa + (1= pa) %) > 20 (1= q) 8% (ua + (1= pa) %) -

This holds for
k2
5 5 S > 67
(2¢(1=q) (na+ (1= pa) ) +26° (pa + (1 = p14) ¢%))
This condition always holds since 2 > ¢ (,u A+ (1= py) qz). Therefore for g >

0.92, X<5<4—, 52 >y and P4 < T

Part two:



I T — \/ﬂ'%l —4 (Wm(ST% —¢6? (7’%)2>
&-D) 2 '

Substituting in £ and D and re-arrange, the inequality holds if

(k—¢°D) (k—q*D)

(1= 4 (rm -7 ) (wat (1—p)a3)) [ 68(1=E(m—7) (at(1—pa)a®))
1—4q i (T A A _ ( m A A >

26
1 (1= 36 (pa+ (1= pa)q?))

g %7( k=256 (ua+ (1= pa) g?)

After some re-arrangement, this holds if

(@ g+ )+ @+ g+ )P+ A+ (- ) @) (@ g+ 1)
25 (ma+ (1= pa) @) (¢ +q+1)

0 <

In can be verified that

—(q2+q+1)+\/((12+q+1)2+4(MA+(1—MA)Q2)(Q2+q+1)
28 (na+ (1= pa)g®) (@ +q+1)

S k
4q

From Proposition 3, #4 > r for the given parameter range and therefore
fa > 7“114 > r. Combining the two steps, we have 7 > 74 > r}4 > r and
9f(a) (. Therefore 44 < 0. m

Opg dpa

Analytically, we have demonstrated that %ﬁ; < 0 for ¢ > 0.92 and not too
large 6. We carry out some simulation exercises and the results suggest that for
most of the parameter range, j—Zﬁ- < 0 holds as long as ¢ is not very close to %

The results of the simulation are depicted in Figure 6 with 424 plotted against
dpa

6. Four different combinations of y, and ¢ are examined.

Claim 1 For large q or small p 4, it is more possible for 74 to increase as 4

dr s

di can be

increases. For large q and 6, 74 can increase as [t increases.

positive when 6 is large.

Intuitively, type zero has more incentive to mimic the investment behaviour

of type one when the probability of leapfrogging is high and when the probability
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of B being a type zero is high. That is, when ¢ is high or when u 4 is low, type one
has to invest more to separate itself from type zero and 74 increases. Since f4
depends on rp1, as long as the game stays in the signalling regime, B may push
up the investment level for type one to signal its position by under-investing in

the first period.

Figure 5: Plot g—ZA against 0 for various parameter combinations. In the hori-
zontal axis, ¢ is represented as a fraction of % For example, 1 stands for o = %,
which is the upper boun, and 0.54 stands for 6 = 0.54%. The simulation results

given in the Figure is for k = 1.

—e—dra®dmuA (mu=0.1,9=0.98)

—=— dra®dmuA (mu=0.7, q=0.98)

—a— dra®dmuA (mu=0.1,9=0.87)

—=— dra®"dmuA (mu=0.7, q=0.87)

Figure 6: Plot j—ﬁi against ¢ for various parameter combinations. In the hori-
zontal axis, ¢ is represented as a fraction of % For example, 1 stands for § = %,
which is the upper bound, and 0.54 stands for § = 0.54%. The simulation results

given in the Figure is for k = 1.
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5 First Period Investments

We have seen that a firm’s second period behaviour depends on its and the
rival’s first period positions. In this section, we carry out the analysis on the
first period R&D investment. Note that in the first period, both firms start at
position zero, there is no signalling component in their investment. In the first
period, after A’s move, B forms a belief about A’s position pp;. Since with
investment 741, A moves to position one with probability 741, g, = raz-
Firm B’s expected profit at the beginning of the first period is that with
probability 741751, both firms would advance to position one and B’s profit
is 7H. Similarly, B gets 7% with probability (1 —ra1)7p1, 7% with prob-
ability 741 (1 —rp1), and 7% with probability (1 —741) (1 —rp1). Since A’s
investment differs in the second period depending on if it is in the complete in-
formation regime or in the signalling regime, B’s expected payoffs are different

in the two game regimes. If the second period game is a signalling game and

type one of A invests 74, firm B’s expected payoff is

11 s 1)\2
w1 [Tl = rars (7’11912 [Fa] (T — T406) — M)
01 [,.07\2
+(1=ra)rm (7"10912 [r4] (mm — qr8) — %)
ri 7 a])’
+rar(l—7p1) <q27“}912 [Fa] (T — 748) — M)

701 [07)2
+(1—ra) (I —rp1) <q27“0312 [7“?4] (Wm - qT%‘S) - ‘ (q B22[ AD )

k (T'BI)Q
2

1 .
= ra(rei+a®(1—rp1)) o (T — 746)°

> k(re)’

1
+(L=7ra1) (re1+ ¢ (1 —rp1)) 57 (T — 7940) 5

2k

Similarly, in the complete information regime, type zero and type one of A

invest %4 and 7l respectively and B’s expected profit at the beginning of the
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first period is
1
TB1 [.,ri‘] = ra (7“31 +¢*(1— 7"31)) % (7Tm - r}46)2
2 k(rp)’

(Tm — qr0) 5

1
2k

Proposition 6 For any given ra1 and rp1, B’s profit level in the complete in-

+(1=ra) (re1+¢* (1 —7rp1))

formation regime is always greater than or equal to its profit in the signalling
regime. It follows that, for any given ra1, the optimal profit level in the com-
plete information regime is no less than the optimal profit level in the signalling

regime, that is, T [.,7a] < Thy [ 7h]-
Proof. From the profit functions, for any given r41and rp1, since
. 2 2
(7r7n - 74A6) S (7r’m - T,lé\é) 5
we have g1 [rB1,74] < TB1 [7'3177&1]
It follows that
Tp1 1B [Pal 4] < 71 [7"*31 [ 4] 77",14] :
By definition,
* * 1 1 * 5 1
TB1 [7"31 [TA] 7TA] > TB1 [7"31 [7 4] 7TA] .
Therefore
11 .1 A
TB1 [T*Bl [TA] 77"A] > 71 [y [Pal, Fa].
The equality holds when ri =7,. =
Firm B enjoys higher profit if the second period game is in the complete
information regime. Since the lower bound for the profit difference for the
signalling regime depends on rp;, B may have an incentive to push the game

into the complete information regime by under-investing in R&D.

Differentiating B’s profit function with respect to rp; in the two regimes,

Orp1 . . 1 L2
O, [.Fa] = rar(1— qz) % (T — 740)
1 . Ora
—ra1 (re1+ ¢ (1 —71p1)) E(S (Tm — 740) Dy
1
+(L=7ra1) (1-¢% o (Tm — qrgé)Q
1 orf
- (1 - TAl) (TBl + q2 (1 - TBl)) E(S (7Tm - (17"?45) q@r;
—krp, (5.0.4)
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for the signalling regime, and

87‘(’ 1 2
I8 = (1 ) g (o0
1 N or?
—ran (i1 +* (1= 70)) 36 (o — 748) 52
1
+(1—7ra1)(1— qz) % (Tm — qr%&f
— (U ran) (g (L)) 76 (v *qroé”)qarg‘
Al B1 Bl I m A 67"31
B (5.0.5)

for the complete information regime. For given 741, we can guarantee rp, [7‘114] >

TEI [fA] if
onB1 OBl 1
<
aTBl [7 ] = aTBl [7TA]
The inequality holds if
2 1 A2
(TA1 —q 7"A1) % (T — 740)
2 1 N 67214
_ (TAITBI +q°Tra1 (1 — TBI)) E(S(T('m - ’I"A(S) o
1
< (rai—d’rar) % (Tm — 7’,145)2
2 1 1oy Orh
_ (TAITBI +qra(1— 7"31)) Ec? (7rm — rA(?) B (5.0.6)

N ) 1 " R
Lemma 1 If %};Ll > g, then g—’;fﬁ-[.,rA] < g—:gll [..rh] and 5 [Fa] <

« 1 oF orl . ,
51 [?"A]. If 572 < 572, the sign is uncertain.

The choice of rp; is influenced by three effects. The first one is the in-
vestment effect. When anticipating a higher 745, the probability of getting the
monopoly profit decreases, and rp; decreases. This effect says that B should in-
vest more in the first period if the second period competition is in the complete
information regime. The second effect is the strategic effect of rp; on r4o. If
as rpi increases, r 4o decreases, B should invest more to discourage A’s second
period investment. The third effect is the effect of rp on the realisation of the
second period game regime which we would discuss in the next section. Take

N 1
the second game regime as given for now, if %};‘-‘1— > %};‘1—, the strategic effect
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says that as rp; increases, 74 increase or decreases less then the decrease of
rL. The investment and strategic effects both suggest that r%; [fa] < r, [7"114].
That is, B is more aggressive in the first period if the second period game is in

the complete information regime.

aa .1
If g:A < Bd "4 due to the investment effect, B would invest less when
B1l TB1

A invests 74 in the second period. However, by increasing rgi, 74 decreases

more than 7} does. The strategic effect induces B to invest more in the first

period. The overall effect is uncertain. We can show that as long as gf; is not

too small, the investment effect dominates the strategic effect, and B is more
aggressive in the first period when it anticipates that the second period game is

in the complete information regime.

Lemma 2 If
0ra (=) (28 (7)) (Fa—rh) | (m =) 00
aTBl 2 (TBI + q2 (1 - TBl)) (7r'm - 72A6) (7r7n - 72A6) 6TBI7

then GEEL [ rh] > FEEL[ #4] and iy [rh] > rpy [Pa]. Firm B is more aggres-
sive in the first period if the second period game is in the complete information

regime.

Proof. Note that

(=) (@8 (4 20) (a—rh) | (=) O _ o)
2 (TBl + q2 (1 - TB])) (ﬂ'm - f‘Aé) (ﬂ'm - 'FA(S) aTBl 8TB1

From Equation 5.0.6, r; [rh] >y [Fa] if

1 . or
—ra1 (rB1+ ¢ (1- 751)) 76 (T — 749) 3:;
< a1 (1 - q2) 2%k <(7rm TA(S) - (7Tm - TA6)2>
ory

After some re-arrangement, this holds if

Of 4 - 7(1—q2) ((27rm—6(r114+72A))) (fA—r}L‘)
orp1 2(rp1+¢> (1 —7rp1)) (mm — 740)
(Tm —48) Or}

(ﬂ'm — fA(S) (97"31 '
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We cannot work out analytical conditions on primitives for this inequality
to hold. Simulation results show that this holds for most cases when k > ¢ and

when ¢ is not very close to %

Claim 2 Simulations show that B’s first period best response is downward slop-

ing in ra1, and the investment levels are small for most of the parameter values.

This may be due to two effects. The first one is B’s incentive to push the
game into the complete information regime for the second period by under-
investment. The second one is that due to the high probability of leapfrogging,

the first period success is not that critical.

5.1 Firm B’s ability to affect the regime of the second

period game

The only endogenous variable that B can choose to affect the second game
regime is rp1, through the effects on the lower bar for the incentive constraint
to be violated at (7"94,7“114), X. Recall that the second period game will be in
the signalling regime, that is #4 > r}, if § > X. Since in the first period, by
investing rp1, with probability rp1, B advances to position one. In the second
period, A should assess that with probability rgy, B is at position one. That
is, A’s second period belief, 14, is equal to 1. Substitute u, for rp; into X

gives the condition for the second period game to be in the signalling regime:

6>E 29 —1—+/4¢% -3
2\ q(rp1+(1—7B1)¢?)

With some rearrangements, for g > 32§, this condition holds if

<2q S /v 3) k2 2
r > — .
. 1q(1—¢2) 6’ (1-¢)

Let r5, denote this critical investment level. If B wants to push the game
into the complete information regime, the only instrument available to it is to
under-invest, that is, to invest less than rgl. At rg; = rgl, ri = 74, and

TB1 [.,T%] = TB1 [.,7214}.
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Firm B’s profit is

1 .
TB1 [.,TA] if rg1 < Tgl
TB1 = R . c
g1, 7a]  ifre >71%

It can be verified that 7%, is always less than one for the relevant parameter
range and r§; < 0 if

. <2q717\/m>k2'

6 yvE;

For large 6, the game is in the signalling regime. Otherwise, rp; can impact
on the choices of the game regime. We divide the game regimes according to
the profit differences as follows:

2q—1—+/4¢>-3

q(rp1+(1-r51)q?)

2q—1—+/4¢%-3 L [2q—1—+/4¢>-3
) <6< A T

FICTTE S (e re e Signalling regime.

Complete information regime.

[SIE

. [2g—1—1/442-3
k, /24 q 5

: y < Signalling regime with r§, < 0.

Proposition 7 Ifrj, <1y, then vy, =1}y [rh], and the second period game
is in the complete information regime. If riy, > r$,, then vy, = 15, [Fa], and

the second period game is in the signalling regime.

Proof. By Proposition 3, when § = X, r}4 = 74. Therefore mp1 [T}q] >
7p1 [Fa] with the equality holding when rp; = r§,. Given that the profit

functions are continuous for both cases, mp1 [7314] and mp; [fa] are tangent

dnpy|rh P dnpy|rh
to each other at r§, and dme[ri] Ommlfal) - pp ZEDLTA =
B1 orp1 orp1 c orp1
rg, TB1 r§,
O pulfal < 0, 7§, is greater than the optimal investment levels for both
orp1 c B1

TB1
regimes. Since for rp; < 7§, the game falls into the complete information

. Ay |rl 5 P .
regime and 7, = g [rh]. If TB;B@ L= WTB;IEET—AI o> 0, rG, is less than
B1

"B1
the optimal investment levels for both regimes. Since rp; > r%,, the game falls

into the signalling regime and 7 [} [Fa]] > 75 [r§,]. The optimal investment
isrh =1F [Fa]. ®

The two cases are depicted in the following diagrams.'?
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0 TB1 TB1 Bl
. . or * % 1
Figure 7: When FEL N <0, 75 = rh[ral-
TB1=Tpq

TB1

O c * B1

TB1 "B1
. . or — 2
Figure 8 When JIE| >0, 1y = rj[7al.
B1=Tp
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Depending on the derivative of B’s profit function with respect to rp; at
r§,, we can know the game regime for the second period. In the following
proposition, we show that the game falls into a complete information regime if
r 41 is sufficiently small.

87r51 [Th]

__ Ompi[ra]
orp1 -

Proposition 8 The derivative, Do

< 0, and the game
a8}

c
"B1

falls into the complete information regime with r; = ri, [7‘114] if ran < %,

o mp[rk O a7
defined below. The derivative, %ﬁf‘] = %B[:A} . >0, and the game
rg, "B1
falls into the signalling regime with 15y, = iy [Fa] if ray > 5. Whenra = X,
Omp1 Tzlé __ Ompi[fa _ x _ .C
Ore1 = Tore | 0 and rpy =rg;-

"B1

Proof. From Proposition 7, to show that the game falls into the complete

o1 [rh]

information regime with 7, = rj;; [r}], it suffices to show that ST <

0. Substituting r%, into Equation 5.0.5 gives

87TB1 [7’114]

1
= (=) raig (= )

. 2k

2q—1—+/4¢2—3) k? 2 1
- (<( ! 4q(1_q3)52 ) - (13(12)) (1 - q2) + q2> 7’AIE(S (Wm - T}45)

1
+(1—7ra1) (1—¢%) o (Tm — qr%6)2

29—1—+/492—3) k>
—(1—7ra1) (<( . 4q(1_q3)52 ) - (15;2)> (1- ‘12) + q2>
(zq 11— /a2 = 3) k2 2

4q (1 — ¢2) 62 (1—¢*)

13The concave shape for the profit functions is verified in our simulation exercises.
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With some re-arrangements,

on 1 2
oy 4] g, = () (o)
(2q—1—\/4q2—3)k g O
B 1q6 ran (mm = 70) 5o

1
+(1—7r4a1) (1 - q2) % (ﬂ'm - qr%é)2

2¢—1—+/4¢> - 3) k or0
—(1—7r41) ( 100 ) (Tm — qryd) Q£
(2q—1—\/4q2—3) B ek
a 4q (1 — ¢?) 6° * (1-4?)
The condition %ﬁ' L4 < 0 holds if
TB1=Tg;
(1 — q2) rAli (71' —rl 6)2
P
) (201~ V4> =3) b iy
4q6 AL AT B
1
—rar (1= ¢) 5 (T — ar%8)”
(20-1- VA =3)k 5,0
+ra1 T — qr'36) g2
446 orp1
(20-1- VA =3) k 10
< (Tm — qr'h6) g7 2
4q6 8r31
1
-(1-¢%) o (Tm — qr%6)2
<2q—1—\/4q2—3)k‘3 2k
* 4q (1 — ¢2) 62 (11—
This holds if 741 < % where
2¢—1—+/4¢> -3 ) k 0
( ) (7 — r%6) 4o — (1= ¢2) o (m — ar%5)?
4q ('/Tm - 7Td) orp1 2k

(2q—1—\/m> B 2

+ - )
4q(1 — ¢2) 82 (1—¢?)
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and

29— 1—+/4¢%2 - 3) k 1
N = (1-¢°) L (ﬂm—rh6)2— ( ) T — 740) Ory
2%k 4q (mpm — 7q) Orp1
2 —1—+/4¢2 —-3) k 0
-(1-¢") 51 ( T — ar%0)” + ( ) (Wm_qrg‘s)qau
4q (0 — 74q) Oorp
1
= (1= %) g @rm =6 (rh + ) 8 (arh —rh)
ory

+

4qb drp1 Orp

(20 -1 VaZ=3) < ( oy oy > 5( o %
Tm — —& —r

87"31
If r a1is sufficiently small, the second period game is in the complete infor-

mation regime.

6 A’s First Period Investment

We analyse A’s first period investment behaviour in this section. Standing at
the starting point of the first period, A needs to take the expectation of all the
possible outcomes in the end of the second period. With probability r 41751,
A has expected profit 71l in the end of the first period. Similarly, it gets w9
with probability (1 —r41) 751, 7r}40 with probability 741 (1 —r51), and 7r?40 with
probability (1 —r41) (1 —rp1). If the second period game is a signalling game,
A’s expected profit is

Tail,Fal = rare (M (Tm — 755 [Pa] 6) — k(a) >

+ (I —7a1)7B1 (qT% (T — 7' [ra] 6) — 2

+7ra1 (1 — TBl) ( rA (ﬂ_m - q2T1312 [TA] 6)

(ry)’
+ (L —7a1) (1 —7p1) (qr% (Wm 152 [ ?4] 5) a 2A )

k(ra1)?
o
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Substitute in B’s second period best responses,
. . 0 L1 .
marltal = rafamm + (1= rar) @ramm — rarrpifag (Tm —746) 6

1
—(1—7r4a1) rquroAE (7rm — T%qé) 0

k(7a)
2

. 1 .
—ra1 (1 —rpy) TAQ2E (T — 748) 8 — 71

1
—(1=7ra1) (1 —7p1)7%¢>~ (Tm — r%qé) 1)

k
2
- (1 — 7’A1) i (2?4) - K (T;I)Q.

If the second period game is in the complete information regime, A’s expected

profit in the first period is

1
TA1 [~7 TlA:I = TAlr}q’/Tm + (1 - TA]) qrgﬂ—’m - TAerIT,%E (’/T’m - T,lqé) o

1
—(1=7ra1) 7'31q7'%% (T —1948) 6
2

1 k(r}
—ra1 (1 —7rp1) 7",14(12E (Tm — ry6) 6 —ra1 (2‘4)
1
—(1=7ra)(1- TBl)r%q?’E (7rm - r%qé) 6
k(% k(ra)?
—(1—ra) (2A) _ (;1) '

It is uncertain if w4 [7”114] > 74 [Fa]. In the complete information regime, A
does not have to over-invest in the second period. However, from Lemma 2, B
may be more aggressive in the first period in the complete information regime.
If this investment effect is greater than the distortion effect from signalling, A’s

profit may be higher in the signalling regime.

Lemma 3 If
O 4 _ (1-¢®) (2mm —6(ry +74))) (Pa—71h)  (mm —rkd) orl
87’31 2(r31+q2 (177"31)) (7Tm772,45) (7Tm772,45) (97”31

then wa [ry] > wa[Fa]. Otherwise, the sign is uncertain.

From Lemma 2 and given the range of gfg‘l, B is less aggressive in the
complete information regime. Both the investment effect and distortion effect
suggest 4 [T}L‘] > 74 [f4]. Outside this range of %};‘-‘1—, B is more aggressive in

the complete information regime. The investment effect and the distortion effect
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run at different directions. Whether A’s profit would be higher in the complete
information depends on the relative magnitude of the two effects. Note that
when ra1 = &, rg, = r§,, rh = fa, and A’s profits in the two regimes
coincide.

We use some simulations to analyse how the parameter values would impact
on the game regimes and the variables. The simulation results for some selected
parameter ranges are reported in the appendix and some figures are reported
below. In the simulation, we specify two additional parameters, d and do, with
T = % and T4 = ldgl The parameter d measures the relative size of 7, and k
while dy measures the relative size of m,, and 74.

The first observation is that B always has higher profit in the complete infor-
mation regime. In most cases, A’s profit is higher in the complete information
regime. For some parameter ranges, A has higher profit in the signalling regime.
In both regimes, A has higher profit than B. There is a first mover advantage
despite the fact that A discloses its position by the second period investment
and that A needs to signal when the second period game is in the signalling
regime. The profit difference between the two regimes for A when varying ¢ and
holding other parameters constant is plotted in Figure 9. When ¢ is small, A
has higher profit in the signalling regime. In such a case, although the game is in
the signalling regime, type zero does not have much incentive to mimic type one
and the distortion effect is not that great. We have r%, > 4 for small g and the
second period game is in the signalling regime. As q increases, the probability
of moving for two steps increase, both A and B’s profit increase. A’s profit in
the complete information regime gets higher initially and then the profit for the
two regimes converge when ¢ gets very large. When ¢ gets large, there is not
much difference between being a type zero or a type one and the profit levels
are similar. Firm B’s first period investment decreases as ¢ increase in both
regimes. As ¢ increases, A’s first period investment decreases in the signalling

regime and the effect is uncertain in the complete information regime.
When we vary k, % stays constant and the game is always in the complete

information regime for the chosen parameter range. Both firms’ profit increases

in both regimes. This is due to the way we specify our parameters in the
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Figure 9: Profit difference for A between the complete information and signalling

regimes, 4 [7314] — 74 [#4], when varying q.

simulations. Holding d and ds constant, as k increases, both monopoly profit
and duopoly profit increases and firms’ expected profit increases.

The profit difference for two firms in the two regimes when varying d is
plotted in Figure 10. For d < 2.5, the game is in the complete information since
ry < 3. For d > 25, 74 < r} and the game is in the complete information
regime. In almost all the cases, both firms’ first period investments decrease as
d increases. Both firms’ profit levels decrease as d increases since the monopoly
profit decreases.

When we vary do, the profit difference for A and B are plotted in Figure
11. When ds is small (d2 < 9), 74 < 7} and the second period game is in
the complete information regime. When dy > 9, ra; < A—Z\f and the game is in
the complete information regime. Firm B’s first period investment decreases as
ds increases in both regimes. But the effect on 747 is uncertain. Both firms’

expected profit decreases as dy increases.

41



1.50E-05
n —O— profA-profAhat

I\ — - — ProfB-profBhat

1.00E-05

5.00E-06 -

0.00E+00 4
21 w2
-5.00E-06 1 |

difference

Profit
[ ¢
\

-1.00E-05

-1.50E-05

-2.00E-05
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7 Conclusions

When R&D positions are unknown, the second game is in the signalling regime
if both the probability of leapfrogging and the profit difference between the
monopoly and duopoly are sufficiently high. The probability of leapfrogging
matters in R&D competition, as in the conclusion in Fudenberg et al (1983). In
this game, the high probability of leapfrogging keeps the follower active in the
game and may also makes it necessary for type one of A to signal in the second
period game. Unlike the results in Grossman and Shapiro (1987) where firms
compete more aggressively when they are equal, firms always invest more when
they succeed in the first period. Given A’s over-investment in the signalling
case, B invests less at (1,1) than at (0, 1).

When taking into consideration the first period behaviour, it is shown that
since firms may prefer the complete information regime to the signalling regime,
with the ability to affect the regime by their first period investments, we observe
that the second period game is often in the complete information regime in the
simulation exercises.

There are some papers studying government’s information disclosure regula-
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Figure 11: Profit difference for A and B in two regimes as do varies.

tion. The results of this paper suggest that in many cases, such regulation would
not be necessary since firms have the incentive to actively disclose their private
information. In this model, firms may choose not to get into the signalling
regime by choosing their first period investments. On the other hand, the reg-
ulation would matter most in industries characterised by large profit difference
between monopoly and duopoly and high turnovers in technology leaders. There
is still a first mover advantage despite the fact that A discloses its position by
the second period investment.

There are some possible directions for further extensions. The first one is to
make ¢ related with the investment level. By doing so, by choosing the R&D
investments, firms can target their innovation sizes. In this model, if successful
in the first period research, A has the incentive to signal the R&D advantage,
leading to the result of over-investment. We assume that there is no spill-over
between firms in R&D. If there is some spill-over, we can expect that while the
firm has the incentive to over-invest to signal its type, it also has the incentive
to cut its investment since its investment benefits the rival. Whether or not
firms over-invest would depend on the relative strength of the two effects. On

the other hand, with the spill-over, even if the firm do need to signal its type,
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due to the externality the investment creates, the overall industry profit may

be higher in the asymmetric information regime compared with the complete

information regime. Finally, the problem of firms cooperating with each other in

some market, R&D in this case, and competing in some other market, product

market, has long been a center question in the literature of cooperative R&D.

The problem of R&D coordination with asymmetric information is not yet well

addressed. It may be interesting to extend the model in this direction.
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8 Appendix

8.1 Derive 24,

Brgl
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8.2 Simulation result tables.

8.2.1 Vary q.

Other parameter values given are: k =4, d = 2.43, d» = 9. Note that 7, = §,

(k —qD)?

k

Ty = d ,and § = 7, — mq. In the complete information regime:

q 0.87 0.89 0.91 0.93 0.95 0.97 0.99

TA1 0.0159 | 0.013502 | 0.011131 | 0.008673 [ 0.006227 | 0.003758 | 0.001286

rB1 0.0141 0.0121 | 0.010097 | 0.008201 | 0.006379 0.00465 | 0.003035

9 0.3183 | 0.326431 0.33487 | 0.343719 | 0.353052 0.36296 0.37355

rh 0.3886 0.38737 | 0.386047 | 0.384653 | 0.383182 | 0.381631 | 0.379993

ma | 0.158139 | 0.162371 | 0.166565 | 0.170727 0.17487 | 0.179007 | 0.183159

mg | 0.145367 | 0.147351 | 0.148905 | 0.149976 | 0.150495 | 0.150388 | 0.149571

Tg 1.956 -0.0776 -1.6992 -3.6946 -6.8566 | -13.7643 | -47.2953

% -568.893 37.1402 | 1069.943 | 3810.644 | 13715.96 | 75557.93 | 2305112

In the signalling regime:
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q 0.87 0.89 0.91 0.93 0.95 0.97 0.99
ra1 | 0.015979 | 0.013514 [ 0.010977 | 0.008569 0.00601 0.00327 | 0.000875
rp1 | 0.014056 | 0.012049 | 0.010093 [ 0.008198 | 0.006378 0.00465 | 0.003035

r% | 0.318336 | 0.326431 0.33487 | 0.343719 | 0.353052 0.36296 0.37355
74 | 0.381209 | 0.387789 | 0.393635 | 0.398453 | 0.401731 | 0.402399 | 0.397023
ma | 0.158144 | 0.162371 | 0.166559 | 0.170718 0.17486 0.179 | 0.183157
B 0.1454 | 0.147349 | 0.148882 | 0.149938 [ 0.150459 | 0.150369 | 0.149567

8.2.2 Vary k.

Other parameter values given are: ¢ = 0.889, d = 2.43, dy = 9.

information regime:

In the complete

k 0.5 1.5 2.5 3.5 5 6 7
Tm | 0.205761 | 0.617284 | 1.028807 | 1.440329 | 2.057613 | 2.469136 | 2.880658
mq | 0.022862 | 0.068587 | 0.114312 | 0.160037 | 0.228624 | 0.274348 | 0.320073
ra1 | 0.013244 | 0.010002 | 0.013604 | 0.013638 | 0.013648 | 0.013595 | 0.013634
rp1 | 0.012154 | 0.012162 | 0.012154 | 0.012154 | 0.012154 | 0.012154 | 0.012154
r% | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018
4 | 0.387435 | 0.387435 | 0.387435 | 0.387435 | 0.387435 | 0.387435 | 0.387435
TA 0.02027 0.0608 | 0.10135 | 0.14189 0.2027 | 0.243241 | 0.283781
mp | 0.018409 | 0.055267 | 0.092039 | 0.128853 | 0.184076 | 0.220894 | 0.257707
rg 0.0035 0.0035 0.0035 0.0035 0.0035 0.0035 0.0035
% 3.149782 | 3.149782 | 3.149782 | 3.149782 | 3.149782 | 3.149782 | 3.149782

In the signalling regime:

k 0.5 1.5 2.5 3.5 5 6 7
ra1 | 0.010634 | 0.010001 | 0.010028 | 0.013642 | 0.013636 | 0.010005 | 0.01362
rp1 | 0.012157 | 0.012158 | 0.012158 | 0.012149 | 0.012149 | 0.012158 | 0.012148

r% | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018 | 0.326018
74 | 0.387475 | 0.387475 | 0.387475 | 0.387475 | 0.387475 | 0.387475 | 0.387475
w4 | 0.020268 0.0608 | 0.101334 | 0.14189 | 0.202701 | 0.243201 | 0.283781
TR 0.01842 | 0.055267 | 0.092112 | 0.128853 | 0.184076 | 0.221069 | 0.257699

8.2.3 Vary d.

Other parameter values given are: ¢ = 0.889, k = 4, do = 9.

information regime:
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In the complete




d 2.1

2.2

2.3

2.4

2.5

2.6

3

4

5

10

Tm 1.904762

1.818182

1.73913

1.666667

1.6

1.538462

1.333333

1

0.8

0.4

g 0.21164

0.20202

0.193237

0.185185

0.177778

0.17094

0.148148

0.111111

0.088889

0.044444

T 1.693122

1.616162

1.545894

1.481481

1.422222

1.367521

1.185185

0.888889

0.711111

0.355556

A1 | 0.018841

0.01698

0.015332

0.013688

0.012847

0.011791

0.008897

0.005144

0.003394

0.000927

B1 | 0.015408

0.01432

0.013321

0.012411

0.011582

0.01083

0.008437

0.005045

0.003363

0.000926

0 0.382617

0.363008

0.345724

0.330323

0.316476

0.30393

0.263381

0.199823

0.161963

0.084178

rl 0.466248

0.438262

0.414208

0.393227

0.374703

0.358181

0.306302

0.228769

0.184196

0.094939

™A 0.47251

0.4423

0.416336

0.393713

0.373777

0.356038

0.300722

0.219747

0.174468

0.087256

™A 0.203991

0.189652

0.176861

0.165378

0.155019

0.14563

0.115593

0.07153

0.048622

0.0138

Pip 0.173712

0.165553

0.157447

0.149575

0.142011

0.134836

0.11008

0.070059

0.048084

0.013775

g -0.9516

-0.6769

-0.3894

-0.0891

0.224

0.5498

1.9809

6.4533

12.2034

60.1212

M 0.136782

3.375026

11.51947

7.532438

-30.2851

-120.74

-1276.16

-14460.3

-57353.9

-2064153

In the signalling

regime:

d

2.1

2.2

2.3

2.4

2.5

2.6

3

4

5

10

TAlL

0.018208

0.016291

0.014956

0.013995

0.012829

0.011677

0.009109

0.00517

0.003377

0.000904

"B1

0.015399

0.014313

0.013315

0.012405

0.011578

0.010828

0.008436 0

.005045

0.003363

0.000926

0
TA

0.382617

0.363008

0.345724

0.330323

0.316476

0.30393

0.263381 0

.199823

0.161963

0.084178

A

0.472511

0.442301

0.416336

0.393713

0.373777

0.356038

0.300722 0

.219747

0.174468

0.087256

TA

0.203981

0.189647

0.176859

0.165378

0.15502

0.145631

0.115594

0.07153

0.048622

0.0138

B

0.173702

0.165561

0.157451

0.149562

0.142015

0.134852

0.110088 0

.070066

0.048088

0.013775

8.2.4

Vary ds.

Other parameter values given are: ¢ = 0.889, k = 4, and d = 2.43.

complete information regime:

In the

da

3

5

7

9

10

12 15

20

25 30

g | 0.548697

0.329218

0.235156

.182899

0.164609

L1371

74 .109739

0.082305

.0658

44 0.05487

Tm

— 7y | 1.007394

1.316872

1.481481

.5089

16 .536351

1.563786

.5802

47 1.591221

T Al 0.01

0.013222

0.013568

0
1.410935 1.463192
0

.013975

0.01326

.013405

.013752

0.0135

.0139

22 0.014743

rg1 | 0.013945

0.013005

0.012482 0.012153

0.012032

.011841

.011641

.011432

.0113

01 0.011209

0 P
TA 0.344843

0.334573

0.329251

0.326018

0.324837

.3230

.319177

.3179

74 0.317158

1 P
A 0.398929

0.39273

0.389451

0.387435

0.386693

385544

.384349

.3823

34 0.38181

w, | 0.179765

0.168678

0.164421

0.16216

0.161384

.160234

.159099

.157976

L1573

08 0.156863

R 0.169433

0.155256

0.149973

0.14725

0.146364

[=HE=N =X E=X E=H E=N N =]

.1450

34

0
1
0
0
14 0.321128
0
0
0

.143744

0
0
0.383105
0
0

.142524

o|lo|lo|lo|lo]o]|=]|o

.1417

97 0.141303

C
"B 2.9378

0.8884

0.2881

0.0035

-0.0891 -0.22

17 -0.3473

-0.4663 -0.53

47 -0.5792

M -1721.93

-411.626

-119.235

3.149782

40.55841 92.007

39 138.3337

180.0143 202.97

06 217.4719

In the signalling regime:

da

3

5

7

9

10

12

15

20

25

30

TAL

0.014001

0.013561

0.013562

0.013995

0.013258

0.013681

0.010005 0

.010005

0.010134

.013389

"B1

0.013938

0.013

0.012478

0.012148

0.012027

0.011835

0.011646 0

.011437

0.011307

.011207

)

0.344843

0.334573

0.329251

0.326018

0.324837

0.323014

0.321128 0

.319177

0.317974

A

0.389243

0.389089

0.388214

0.387475

0.38717

0.386664

0.386098 0

.385468

0.385058

.384772

TA

0.179803

0.168683

0.164422

0.16216

0.161384

0.160234

0.15907 0

.157947

0.15728

0
0
0.317158
0
0

.156863

B

0.169367

0.155259

0.149979

0.147249

0.146362

0.14502

0.143866 0

.142638

0.141921

0.141337
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