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# Studies of cardiovascular disease risk estimation: <br> how, and whether, to account for the effect of drug treatment? 

Simon James Thornley


#### Abstract

Cohort studies of individuals at risk of cardiovascular disease (CVD) aim to assess subjects' risk to assist clinical decisions concerning whether patients should be treated with preventive drugs. Since treatment with these drugs is now widespread, it is uncertain how to best account for treatment when modelling CVD risk. Statins and blood pressure lowering agents are considered the principal preventive agents, since meta-analyses generally show between a 0 to $30 \%$ reduction in CVD events in the treated group, compared to placebo. The PREDICT cohort of subjects undergoing risk assessment in New Zealand primary care was studied.

The thesis consists of five analyses of this population presented in separate chapters, with another addressing statin trials. The first explores the strength of association between initiating drug use and incident CVD. In the PREDICT cohort, use of preventive drugs was common, with $21 \%$ of the total taking statins and $32 \%$ taking at least one anti-hypertensive drug at assessment. In a cohort of 56053 untreated subjects, after adjustment for commonly measured risk factors, using a Cox model, those who started both drugs were $50 \%$ more likely to have a CVD event than those who remained untreated ( $95 \%$ confidence interval (CI): $3 \%$ to $117 \%$ increase).

Since treated and untreated people have different risk factor profiles, the second chapter uses propensity score methods to reassess the association between statin use and CVD. The findings were, however, generally concordant with those of the first chapter.

Due to uncertainty about the causal relationship between CVD risk factors, including drug use, the third chapter describes learning Bayesian networks to explore the causal relationships between these factors. The results showed likely causal influence between age and diabetes and baseline drug use; but no relationship between drug use, cholesterol ratio, systolic blood pressure and


CVD. In the fourth chapter, the addition of drug use as a covariate in a Cox model did not improve the classification of the model, using varying cutpoints of risk to assign treatment, over a model which included standard CVD risk factors.

The fifth chapter examines the presence of publication bias in meta-analyses of statin effects, since the preliminary chapters showed drug use was not strongly associated with CVD. In all three highly cited meta-analyses, the number of reported positive trials exceeded the expected, suggesting bias.

The final chapter addresses the magnitude of the association between a novel risk factor, serum urate, and CVD. In this analysis, serum urate was convincingly associated with CVD events. A two standard deviation difference ( $0.45 \mathrm{vs} 0.27 \mathrm{mmol} / \mathrm{L}$ ) was associated with an adjusted hazard ratio of 1.56 ( $95 \%$ CI: 1.32 to 1.84 ), using Cox regression analysis.

Any possible beneficial effects of blood pressure or lipid lowering drugs are likely to be more than compensated for by unmeasured adverse prognostic factors. This suggests that omitting drug use information is unlikely to bias models used for disease prediction. Some of the discrepancy between observational and trial evidence of drug effects may be attributed to publication bias.
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## Chapter 1

## Literature review

### 1.1 Introduction

### 1.1.1 A brief history of cardiovascular disease

The first hint of coronary artery disease was recorded in 1768, when the famous physician William Heberden described angina pectoris, the sensation of being strangled in the chest [78]. At the time, he did not make the connection between these symptoms and the heart.

Historical evidence suggests that although the condition was first described at this time, it was still extremely rare. Heberden himself records only encountering 20 cases of angina during his twenty or so years of clinical practice. Records indicate that few cases were described from the late 18th century until 1912, when Herrick reported a case-series of six with coronary thrombosis, a blood clot in the arteries supplying the heart muscle. Even in the early 20th century, death from coronary disease was a rare event. Michaels reports evidence that deaths from hardening of the arteries (arteriosclerosis) were 200 times more common in 1962 as compared to 1901-10 [78].

A common objection to evidence of a rapid rise in the number of cases of coronary artery disease, was that life expectancy was also increasing in the
early 20th century, and that later populations were much older, and thus more likely to develop disease. Although the number of people aged 50 years or older did increase in the UK over this period, the magnitude was much smaller (threefold; $4,790,000$ in 1901 to $14,158,000$ in the early 60 s) than that observed for increasing rates of disease [78].

By the early 1960s, however, the epidemic of cardiovascular disease (CVD: coronary artery disease, stroke and peripheral vascular disease) was established in Western industrialized nations, and doctors and scientists were seeking an explanation for this rise in incidence.

### 1.2 Study of the risk factors for CVD

To help investigate causes and predictors of disease, a cohort was followed in the U. S. town of Framingham, Massachusetts, from the early 1950s [59]. From the findings [58], the major risk factors for heart disease were derived and prevention strategies started. Major risk factors included: cigarette smoking, raised systolic blood pressure, lipids and diabetes; along with those which are non-modifiable: sex and age [59]. The Framingham study investigators also developed a series of CVD risk prediction scores. Since this time, a number of other cohort studies of CVD risk from other parts of the world have developed risk prediction equations, including QRISK in the United Kingdom [51], SCORE [21] in continental Europe, and the Reynold's risk score 97] from the U. S.

### 1.3 Framingham Heart Study

The Framingham study is important since predictive models derived from the study are recommended for use in New Zealand primary care for the assessment and management of patients considered to be at risk of CVD [83].

The Framingham study sample consists of individuals who were exam-
ined between the years of 1968 and 1971, when measurement of high-density lipoprotein was initiated. Participants were aged between 30 and 74 years, and prediction scores were based on the information supplied by 8491 individuals [25], who were followed up for twelve years. CVD risk factors were measured by a variety of means. Blood pressure was measured twice on the left arm, with the patient seated, so that the mean of the two data points formed the recorded value. Total and serum HDL cholesterol were estimated from peripheral blood samples. Smoking status was self-reported, and diabetes status consisted of a fasting glucose $\geq 7 \mathrm{mmol} / \mathrm{L}$, or, if they were prescribed insulin or oral-hypoglycaemic drugs.

Disease outcomes were closely monitored. The Framingham study population was under continuous surveillance for CVD events, by means of medical histories, physical examinations, hospital records, and communication with personal physicians [25]. If new events were suspected, a panel of three physicians examined the evidence for the claim. Events included coronary heart disease (coronary death, infarction, and angina), cerebrovascular events (ischaemic or haemorrhagic stroke, and transient ischaemic attack) and peripheral vascular disease (intermittent claudication), as well as the incidence of heart failure.

In one analysis from Framingham, sex-specific multivariate Cox models were used to estimate the incidence of a first CVD event [25]. Covariates in the models included age, total cholesterol, high density lipoprotein (HDL) cholesterol, systolic blood pressure, anti-hypertensive drug use, current smoking and diabetes status. All continuous predictor variables were transformed, by taking the natural logarithm, to minimise the effect of extreme observations. Diastolic blood pressure, body mass index and serum triglyceride levels were rejected because they were not 'statistically significant'. The study did not state clearly how this criteria was applied, for example was it part of a stepwise procedure, as it is clear that the collinearity between some variables are likely to be high (diastolic and systolic blood pressure, for example).

The ability of the model to discriminate between individuals who did and did not develop disease during follow-up was measured using Harrell's $c$. The calibration of the model, that is the degree of agreement between observed and predicted disease frequencies, was also assessed using a modified HosmerLemeshow $\chi^{2}$ statistic ( 9 degrees of freedom).

Final models were stratified by sex, and included age, total cholesterol, high density lipoprotein, systolic blood pressure (treated or untreated), smoking and diabetes status. Harrell's $c$ was 0.763 in men and 0.793 in women. The calibration statistics were 13.48 for men and 7.79 for women in the study, which indicated excellent goodness-of-fit [25]. A model which excluded laboratory tests, replacing total and HDL cholesterol for body mass index, resulted in discrimination statistics (Harrell's $c$ ) slightly lower than the laboratory counterparts, of 0.749 for men, and 0.785 for women. These results indicate that the model had a fair ability to distinguish cases from non-cases (discrimination is discussed in further detail in section 1.8.2 on page 16. Goodness-of-fit statistics were similarly excellent [25].

The Framingham models have some strengths countered by limitations. First, the study was carried out during a period of time when drug treatment to prevent CVD was relatively rare, so that assessments were less likely to be contaminated by the subjects being exposed to treatment during follow-up. In addition, the clinical measurements and outcome measures were standardised, which were subjected to scrutiny by a team of clinical investigators. This contrasts to the PREDICT study, the subject of this thesis, which will be discussed in the next section, in which national lists of hospital treatment and mortality are relied upon for recording of disease outcomes.

The Framingham study was, however, limited by relatively small numbers of individuals, who experienced few events. No information about subjects' ethnic group was presented, so these differences were not investigated. Similarly, socioeconomic status was not reported. Statistical procedures did not account for potential threats to validity of the inferences, such as the use age as
the time scale for the study, as is now generally recommended for such analyses. Despite these limitations, the models derived from the Framingham study have generally been considered the standard by which all others have been assessed.

### 1.4 PREDICT

This thesis uses data from the New Zealand PREDICT study [96]. This is a prospective cohort, which enrolls participants through general practice visits in which CVD risk assessment is undertaken, as part of routine clinical care. Software provided by the PREDICT group allows family doctors to give their patient an estimate of their 5-year predicted cumulative incidence of CVD, based on a modified Framingham equation [1]. The raw Framingham scores are modified if, for example, an individual identifies with an ethnic group (Māori, Pacific and South Asian) which, from local research, is associated with raised risk of disease [83].

### 1.4.1 Baseline information

The recorded clinical information used by the general practitioner is stored and linked with national health information, which enables further baseline covariates and outcome data to be determined. The variables available from the risk assessment include: age, gender, smoking status, diagnosed diabetes status, systolic blood pressure, premature family history of CVD, and total: low density lipoprotein cholesterol ratio. Drug use at risk assessment and during follow-up is available from a national database in which information from redeemed prescriptions from community pharmacies are recorded. These data form the baseline information, at study enrolment. The PREDICT study was established in 2002, with ongoing recruitment, but drug use data has only been reliably available since the start of 2006 , so that cohorts in this thesis are limited to subgroups that were recruited from this year on.

### 1.4.2 End points

Outcome information is drawn from national lists of cause-specific mortality and hospital discharge records. Codes from these sources which indicate a first diagnosis of CVD (angina, acute coronary syndrome, ischaemic or haemorrhagic stroke, or peripheral vascular disease) are considered disease outcomes, along with the date of event. Individuals who die during follow-up from causes other than CVD are considered censored.

Compared to studies which scrutinise outcomes individually with a team of investigators, such as Framingham; outcomes in PREDICT are more likely to be subject to measurement error. Since coding is conducted independently of the study, there may be changes in how conditions are coded as standards for coding change with time and between individual assessors.

### 1.4.3 Progress with PREDICT

Although there have been many publications resulting from the PREDICT study to date, no risk prediction equations of CVD status have been published because of insufficient follow-up time, although this is one of the aims of the research programme. At the time of writing, about 400,000 individuals had been enrolled in the study. Although a national programme recommends CVD screening of patients from the age of 35 years onward, depending on risk group, the PREDICT tool is not universally used in general practice in New Zealand. The PREDICT population is, therefore, considered to be a convenience sample, albeit a large one. Covariates used as predictors are largely complete, however, a range of other variables are available, such as laboratory test results, which are linked from regional databases held by laboratories. These have some missing information due to the nature of clinical care and the regional coverage of these sources.

### 1.5 New Zealand guidelines for managing CVD risk

National care pathways for general practitioners probably influence those enrolled into the PREDICT study. CVD risk screening guidelines, in NZ, were updated in 2009 [84]. Summarised, this consensus document recommends the screening of people without known risk factors from the age of 45 years in men, and at 55 in women. Māori, Pacific and Indian people are recommended to be screened 10 years earlier, and similarly, those with known risk factors, such as cigarette smoking, gestational diabetes or polycystic ovary syndrome, blood pressure $\geq 160 / 95 \mathrm{mmHg}$, or prior total cholesterol: HDL ratio $\geq 7$, impaired glucose tolerance or impaired fasting glucose, a family history of diabetes in a first degree relative, body mass index $\geq 30 \mathrm{~kg} / \mathrm{m}^{2}$ or truncal obesity (waist circumference $\geq 100 \mathrm{~cm}$ in men or $\geq 90 \mathrm{~cm}$ in women), an estimated glomerular filtration rate of $\geq 60 \mathrm{~mL} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$, or a family history of premature coronary disease (father or brother $<55$ years or mother or sister <65). Anyone with a diagnosis of diabetes is recommended to be screened annually from the time of diagnosis. At the clinical interaction, 5-year cumulative incidence of CVD is calculated from the clinical data and the historic Framingham cohort study [1], with modifications [84].

Analyses of the observed and predicted risk of disease (calibration), were undertaken with a mean follow-up of 2.11 years [96]. This study revealed that the New Zealand adjusted risk score generally overestimates risk scores, whereas the original Framingham score overestimates risk for Europeans but underestimates risk for Māori, Pacific and Indian people.

### 1.5.1 Critique of the New Zealand Guidelines

In an editorial, cardiologist Harvey White pointed out some of the deficiencies and contradictions of current guidelines [137]. The predictions used in New Zealand, based on Framingham derived equations, come from a cohort with a restricted age range from those who participated in the U. S. study [1]. People
outside the age range between 35 to 74 years have risk extrapolated from other studies, or have figures extrapolated from risk assessed at the limits of age. People who have had a previous CVD event, or therapeutic procedure, familial dyslipidemias, or diabetes with nephropathy or renal impairment judged to be at high ( $\geq 20 \% 5$ year) risk, so that screening is deemed unnecessary. Framingham risk calculations are also adjusted for individuals with adverse factors that were not included in the original study design. Those in high risk ethnic groups, with a family history of CVD, a history of diabetes, with microalbuminuria or poor glycemic control ( HbA 1 c consistently $\geq 8 \%$ ), have their 5-year cumulative incidence prediction raised by an additional 5\% over baseline levels. These increases are relatively arbitrarily applied outside of the usual statistical framework for developing risk prediction models.

This critique highlighted the ad hoc nature of CVD risk assessment in New Zealand. White's editorial suggests the need for suitable equations derived from local studies.

### 1.6 QRISK

In the United Kingdom, a cohort study to estimate CVD risk has been conducted. Until recently, the data was captured very differently from PREDICT. It was retrospectively extracted from medical records and linked to events, also extracted from medical records. At present, however, data is captured in a similar manner to the PREDICT study, using a QRISK calculator available to the primary care clinician. The QResearch data source has provided larger numbers of individuals for analysis than PREDICT, for example; but the study faces different problems of widespread missing data, and few covariates available for analysis. One publication [49], for example, describes the cohort and the derived models. The study consists of 563 enrolled 'QResearch' practices, spread throughout England and Wales. In one risk estimation analysis, the study population, over 3 million individuals, was split randomly, by prac-
tice, with two-thirds contributing to a derivation and one-third to a validation sample on which the prediction model was derived and its accuracy examined [49].

A range of variables were available for analysis, including:

- age
- area-based socioeconomic deprivation (Townsend score)
- ethnic group
- clinical conditions (including diabetes, treated hypertension, atrial fibrillation, chronic renal disease, and rheumatological conditions)
- family history of coronary heart disease (in first degree relative aged $<$ 60 years)
- clinical data (systolic blood pressure, body size, total and HDL cholesterol).

Final models were sex-specific and included the following candidate risk factors: smoking status, ethnic group, systolic blood pressure, ratio of serum total serum cholesterol to HDL, body size, area-based socioeconomic status, treated hypertension, rheumatoid arthritis, atrial fibrillation, type- 2 diabetes, and chronic renal disease. Much data was missing, for example, less than 30\% of participants had their serum cholesterol recorded, so that analyses were carried out using multiple imputation to fill missing values. This means that a distribution of predicted values for the missing data points is calculated, given other baseline covariates and whether a disease event had occurred during follow-up.

Results were summarised in terms of both ten year, and life-time risk. Socioeconomic status, body mass index, systolic blood pressure, smoking, South Asian ethnic group, and the clinical conditions all contributed to the final model. The comparison of lifetime and 10 year risk was informative. Ten year risk was
heavily dependent on age, with the median increasing sharply between 50 and 60 years. Median lifetime risk, calculated from date of entry in the study, in contrast, was less age-dependent, with lower values at both ends of the age spectrum. The receiver-operating-characteristic statistic, was high compared to the Framingham $c$ statistic, with estimates for the 10 year calculations at 0.842 among men, and 0.828 among women. These figures indicate good model discriminative ability, so that, on average, the model assigns higher risk status to those who become eventual cases compared to those who do not.

The QRISK study has incorporated a larger number of risk factors into prediction equations, and seems to perform better than the simpler Framingham counterpart when assessed according to indices of calibration and discrimination. However, the quality of the data is probably better in the American study, with data collection standardised, which is not the case in routine clinical practice. The statistical power, however, is much greater in the UK study, with a broader range of risk factors considered. Another detraction from the QRISK estimates is the reliance of the calculations on statistical imputation to account for missing data. Since little information is given about why subjects had missing information, it is difficult to assess the likely nature of the bias due to this feature of the study.

### 1.7 The problem: the distorted natural history of cardiovascular disease

In 2011, Paul Glasziou, a professor of clinical epidemiology, and other authors, drew attention to the potential problem posed by the use of drugs by subjects in studies which consider time to first CVD event [69]. If the goal of a study is to predict the natural history of disease, the authors argued, then any treatment received by patients will reduce the risk of disease and lead to a distorted natural history, when statistical methods are used to link baseline characteristics with disease events. Moreover, measures of association between risk factors
and disease are likely to be distorted. Glasziou argued that people with high levels of the risk factor, such as systolic blood pressure, are more likely to be treated. When treated subjects are enrolled into a study, they will have a lower blood pressure recorded at enrolment to the study than if they had otherwise been untreated. This treatment is then likely to distort the estimated relationship between the risk factor and disease incidence.

No study is exempt from this problem. Even the first Framingham study, which began in the 1950s and had an analysis published in 1976 [59], had antihypertensive drugs in common use during follow-up, with beta-blockers released in 1967 and thiazide diuretics in the late 1950s. Since this time, further blood pressure lowering drugs are commonly used for clinical care, and statins, which lower serum cholesterol, appeared in clinical use in the late 1980s [69]. Statin use, however, was not widespread in New Zealand until the late 1990s, starting first in patients with CVD, and later used in people considered to be at high risk of CVD.

Since the PREDICT study has recruited subjects since the early 2000s, the analysis of these data is also affected by drug treatment. How best to account for these drug effects forms the basis of this thesis. Other aspects of risk prediction, such as the possible link between novel risk factors and CVD, such as serum urate, will also be examined.

Glasziou and colleagues identify that authors have, in the past, worked around the issue of drug treatment in a number of different ways. In the majority of surveyed studies, use of anti-hypertensive agents was identified as a baseline exposure with about half of these including the variables in the final model. In one of the Framingham studies, two separate terms were included for systolic blood pressure, one accounting for the treated and the other for the untreated [25]. The main concerns from the Liew review were the lack of accounting for treatment during follow-up. Some studies included treatment as a baseline variable, such as blood pressure lowering, however, items that were not included were people initiating treatment during follow-up, and
other classes of drugs thought to be beneficial to the prevention of CVD, such as anti-platelet agents (aspirin and clopidogrel), statins, and smoking cessation therapy. These were not considered either at baseline nor follow-up in the studies which were reviewed [69].

Liew and Glasziou's review concluded that the only options were to:

1. favour old studies and discard new ones
2. monitor treatment uptake and use a penalised Cox model to account for study treatment, or
3. study cohorts over short time periods with larger numbers.

Elsewhere, in communication to the British Medical Journal, these authors asserted that:
'... risk prediction that ignores treatment effects is dangerous nonsense.'[70]

Other authors, such as Professor John Simes, from the University of Sydney, have taken up Liew and Glasziou's second option in the analysis of the results of randomised controlled trials of the effect of fibrates on the prevention of cardiovascular disease events [106]. In this analysis, the authors assume a beneficial effect of statins used during follow-up, and adjust for this information to modify the estimation of the effect of fibrates, which is the a priori subject of the trial.

This view assumes that drugs exert powerful influence on disease risk, which are likely to distort model predictions. On the surface, these arguments seem sensible, but are they?

Liew, Doust and Glasziou appropriately argue that main aim of risk prediction of CVD is to assess the natural history of disease, in the absence of drug treatment. However, an assumption of their overall argument is that drugs convey large beneficial effects on risk of CVD. Their listed options are all based on this assumption. In a later section in this chapter, this assumption will be contested from the published results of meta-analyses of randomised
controlled trials (section 1.9 on page 23). This argument is supported by a later chapter which addresses whether publication bias is present in meta-analyses of trials of statins for the primary prevention of cardiovascular disease (chapter 7 on page 94 ).

A broader discussion of which factors influence the effect of prediction models will be considered in the next section.

### 1.8 What factors influence the accuracy of a risk prediction model?

This issue of treatment during follow-up, with the proposed solutions, are based on a number of assumptions that will now be examined. The first is that drugs intended to prevent CVD have a beneficial effect, and that this improvement is large enough to distort the accuracy of prediction models. The second is that it is useful to include follow-up information in a prediction model and that this information will improve model accuracy. In order to examine these notions, the accuracy of prediction models is explored together with the magnitude of effects, associated with baseline risk factors, which are likely to influence disease risk.

### 1.8.1 Epidemiological use of regression models for prediction

Regression models are used for two main purposes. Most often, they control for confounding when assessing the statistical evidence for causal association between an exposure and a disease outcome.

Causal modelling involves different considerations when choosing covariates to include in the model, than their other main use in studies which aim to predict disease risk. Variables which are causally influenced by the exposure of interest should not be included in the causal model. These variables are called mediators.

In addition to the problem of mediators, barren proxies [90] are variables which exert no influence on either exposure or disease, but are themselves influenced by a variable or variables which influence disease, or exposure, or both. These variables are again best avoided when estimating causal effects. In this situation, or assessing the strength of association between exposure and disease, directed acyclic graphs either derived from informed scientific knowledge or from computer algorithms may help decide on the structure of the model. This approach is explored further in chapters 5 and 8

Another use for regression models is to predict disease status from a number of risk factors, or signs or symptoms. From a statistical perspective, it is not so important whether a variable is classified as a mediator or confounder. The accuracy with which the model fits the data, penalised for the complexity of the model, is the most accepted criterion by which models are assessed, and are used to select variables.

When developing prediction models, with a range of candidate predictors, various different variable selection procedures are used, such as stepwise backward, forward or best subsets, which minimise an information criterion, such as Mallow's $C_{p}$. Other criteria include Akaike's information criterion (AIC) or the Bayesian information criterion (BIC). These measures take the difference between the model fit (represented by the model $\chi^{2}$, with the complexity of the model represented by the number of degrees of freedom of the model. This means that for candidate covariates, which include only one degree of freedom, such as gender, the incremental change in model $\chi^{2}>2$ degrees of freedom, is equal to a $P$-value of less than 0.157 with the outcome, required to justify inclusion in the model [110]. For BIC, the $P$-values for selection are much lower, with the increase in model $\chi^{2}>\log (n)$, where $n$ is the number of events in the Cox regression, for example. So, for a scenario in which there is 100 outcomes, the equivalent $P$-value selection criterion is less than 0.032 . Thus, the strength of the conditional association between the candidate covariate (or predictor) and the outcome, forms the statistical evidence on which the variable selection
decision is made.
This information has some relevance to the study of causal structures using directed acyclic graphs (DAGs), in that those variables which are directly related to the outcome will continue to demonstrate an association with the disease, even when applied to different populations, in different circumstances. DAGs represent an alternative method to traditional regression to examine possible causality [90] and will be explored further in chapters 5 and 8 In the next section, more traditional methods of assessing model performance will be discussed

### 1.8.2 Measuring the validity of a model: discrimination and calibration

Competing models may be ranked by their performance, particularly when estimating their ability to predict. In general, clinical prediction models are poor predictors of disease status when applied to individuals, and they show relatively poor discriminatory performance. That is, that if a cut-point is used to define a threshold for treatment, generally, many who are deemed to be high risk, from the use of a particular cut-point, will not develop disease [10].

Two measures of model prediction are used, and give complementary information about model performance. Discrimination refers to the ability of a model to distinguish those who go on to experience an event during follow-up from those who do not, whilst calibration refers to the long run predicted frequency of disease events from the model, compared to the observed frequency in the study population.

## Calibration

Calibration of survival models, is calculated at arbitrarily defined time points (for example, five years) during follow-up in which predicted and observed survival is compared. To account for censoring, the cohort is divided into
time intervals, which generally consist of about 50 subjects per interval. Mean model predicted survival are compared with the observed, which is derived from the Kaplan-Meier estimate [44]. The observed and predicted risk categories are plotted and agreement is then measured by a regression of the observed on the predicted survival (the fit may be summarised in the calibration slope statistic).

## Discrimination

This measure of validity is often measured in survival data by using Harrell's $c$ statistic, with the ' $c$ ' short for concordance. It is defined, in survival analysis, by considering the proportion of usable subject pairs, in which at least one of the individuals has experienced the event [44]. If the predicted survival is higher for the patient that lived longer, then the predictions concur with outcomes. These pairs score 1 and, conversely, 0 is assigned to those pairs that have predicted and observed measures of survival that disagree. Concordance may not be assessed in pairs in which one subject has developed the outcome, but the other has been censored before the outcome occurred in the comparator.

The interpretation of the $c$-statistic corresponds to the probability that a randomly selected case will have a higher ranking risk score (linear predictor) than a non-case. The $c$ statistic has similar properties to the area under an receiver-operating-characteristic curve, often used to assess the performance of logistic models. A value of 0.5 indicates no discrimination, and 1.0 indicates perfect separation of patients with differing survival outcomes. In a review of a large series of cardiovascular risk prediction models, the area-under-the-curve statistics ranged between 0.68 ( $95 \%$ CI: 0.63 to 0.74 ), to 0.86 ( $95 \% \mathrm{CI}: 0.86$ to $0.96)$, with most models in the 0.7 to 0.8 range [107].

## Critique of discrimination and other indices

Some authors have criticised the use of discrimination as an artificial construct, not of clinical relevance [22]. Clinicians are primarily interested in the proba-
bility of disease given that an individual is high risk, rather than the inverse (probability of being high risk given disease status) [22], which is estimated by the $c$ statistic.

It is also argued that since concordance is a rank statistic, so it is insensitive to changes in predicted probability, which may be large and clinically significant, yet the $c$ statistic associated with the model will not change if the rank order of predictions are maintained. As an example, if an established model with a two standard deviation difference in linear predictor yields an odds ratio of 16 , such as one derived from the Framingham cohort [1], a further independent predictor, added to the original model, with an odds ratio of 2 (such as cigarette smoking), will result in minimal change in the $c$-statistic (both models will have a $c$-statistic of 0.84 ) [22]. In this scenario, an independent factor with an odds ratio of 9 (for a two standard deviation comparison) will need to be added to a model to alter the $c$-statistic from 0.84 to 0.90 . Nevertheless, the $c$-statistic is independent of the incidence of disease, thus allowing for comparison between different models, derived from differing populations. The statistic is also frequently reported in CVD risk prediction studies, and may be used to assess the clinical utility of a prediction model, derived from decision analysis (for further discussion see section 6 on page 79 .

The validation of the model is generally considered over optimistic if carried out on the same dataset, used to derive the model, due to potential overfitting. Overfitting refers to models which fit random, rather than systematic variation in the data that may be difficult to detect. For this reason, fitting an established model to a new population is generally considered the best means of testing the validity of a model and detecting overfitting [110].

Due to the impracticalities of conducting two separate studies, internal validation is more commonly carried out. Frequently used methods include datasplitting, cross-validation, and bootstrapping. Splitting involves dividing the data into a training portion to derive the model, then testing the discrimination of the model on the remainder. Cross-validation involves partitioning the total
available data into subsets, using one subset to estimate the predictive model, and another to test its performance. The testing is carried out repeatedly, and the results averaged. While cross-validation has been shown superior to datasplitting, both methods are generally considered inferior to the third method: bootstrapping [44].

The bootstrapping technique may be applied to both measures of both discrimination and calibration. Harrell [46] describes the bootstrapping process for the $c$ statistic as follows:

1. Derive the model based on all $n$ subjects. Let $c_{\text {app }}$ denote the apparent $c$ statistic of the model. The 'stopping rule' for adding further predictors, devised by Harrell [44], is to only test a pre-specified number of predictors, and delete them if the total change if chi-square between the model with and without the variable $\chi^{2}<2 \times$ d.f.. Harrell reasons that if the increment in $\chi^{2}$ is that small, the improvement to the model accuracy is likely to not be improved, because Akaike's Information Criterion is a commonly used to adjudicate the extra information derived from competing models, derived from the $\chi^{2}$ by the formula $\mathrm{AIC}=\chi^{2}+2 \times$ d.f..
2. Sample the original population with replacement to derive a second sample of size $n$.
3. Fit a full model on the sampled population and derive a new $c$ statistic, called $c_{\text {boot }}$. Use a stopping rule as described in the first step.
4. This second model is then evaluated on the original dataset, and the new $c$ is called $c_{\text {orig }}$.
5. The optimism in the fit, derived from the bootstrap sample is $c_{\text {boot }}-c_{\text {orig }}$.
6. Repeat steps 2 through 4 about 200 times.
7. Average the optimism estimate $O$.
8. $c_{\text {app }}-O$ is the nearly unbiased estimate of the expected value of the discrimination of the original model from which $c_{\text {app }}$ was derived, accounting for overfitting.

## How accurate are risk models for CVD?

Models of CVD risk derived from Framingham have been most closely studied and tested in other populations. Studies which compared observed 10-year risk with predicted, based upon Framingham equations, show that the predicted to observed ratios of disease varied between a $53 \%$ under-estimation of risk ( $95 \%$ CI: $73 \%$ to $33 \%$ ), to a $187 \%$ overestimate ( $95 \%$ CI: $91 \%$ to $331 \%$ ), depending on the incidence of disease in the population [10]. This finding suggests that the Framingham equation does not accurately predict risk in populations with different burdens of CVD, and that much of what causes cardiovascular disease remains unexplained.

### 1.8.3 Critique of predictive modelling

From a clinical perspective, a CVD risk prediction model is designed to inform a one-off clinical decision. It assists the clinician to answer the question 'is my patient at sufficient risk of a CVD event to justify the risks (and potential benefits) of initiating, among other things, drug (or lifestyle) treatment to reduce this risk?'. It considers a single clinical interaction, so that future disease events, such as the diagnosis of diabetes, that occur after risk assessment, or during follow-up, may change the need for treatment.

It seems logical that every study which aims to predict prognosis is conducted within a specific environment and healthcare context which may influence risk of disease during follow-up. If drug treatment is considered necessary to include in prediction models, then other changes to the natural history, of similar magnitude, must also be included into such a model. For example, population tobacco control measures may lead to individuals within a cohort stopping smoking at a greater rate than they would have otherwise and 'dis-
torting' the natural history of disease. Should such an intervention also be introduced into a Cox model to recreate the 'natural history' of disease? It raises the point that every prediction model is developed within a particular environment that may change over time, so complicating the question of what exactly constitutes a 'natural history', which suggests lack of treatment, and is difficult to define.

As discussed in section 1.8 .2 on page 15 , overfitting is a common consequence of predictive modelling [44]. This leads to differences in prediction performance when a model is used to predict disease events in a population other than that which it has been developed on. This optimism has been dealt with by statistical methods such as cross-validation and boot-strap resampling. Although these methods deal with the problem to some extent, they also have limits. The methods assume that when carrying out prediction modelling, relationships between risk factors and the outcome, which are specified by betacoefficients, remain consistent. That is, if, in the future, a person's risk factor profile changes, their risk will accordingly change. This is not necessarily the case, and carries a causal assumption. Therefore, it is speculated that if causal variables are used in the model, the model will be more reliable and accurate in its predictions applied to different populations. Therefore, although prediction and causation have been considered separate, it is argued that they are linked.

To illustrate this issue further, an example is presented. Suppose that red wine drinking in a population is a protective factor, not because of its causal influence on CVD, but due to its association with other healthy behaviours, which are causally related with CVD. Suppose further that this variable is selected in a regression model used for prediction, and that this model continues to be used, without further development, like the Framingham model. If environmental conditions change, such that red wine intake were to become instead associated with unhealthy behaviours, the model may then become unreliable, as the association between red wine drinking with the truly causal variable (healthy behaviour) has changed. Drug treatment is one such exam-
ple, in which trial data suggests beneficial effects of treatment, yet observational studies suggest increased risk associated with drug use (for more details, see section 1.9 on page 23). These examples suggest that causal considerations should be taken into account when designing prediction models [120], or models should be regularly updated, so that the causal assumption implicit in regression models is not so necessary to depend upon.

From this argument, the information contained in drug treatment variables, either at baseline or during follow-up, may be subject to causal influence from unobserved variables, such as a patient's or doctor's propensity to take treatment. It is, therefore, plausible that including these variables will cause more harm than good when such a model is applied to risk prediction in future populations, due to the possible influence of collider bias. This point is discussed further in chapter 8 on page 105 .

## Time-varying covariates

An issue that complicates estimating the association between drug use and CVD incidence is that, during the time they are studied, they stop and start taking drugs. This may be accounted for in an analysis of risk, using an extension of the Cox model, which allows for time-varying exposures (or covariates) [35]. This does, however, complicate the interpretation of the statistical model and the measures of association derived from it. Hazard ratios extracted from a Cox model with time-varying terms do not compare disease hazards between groups of people who are either treated or not at a certain time point (usually baseline). Time-dependent hazard ratio estimates will instead compare, at any given time during follow-up, the hazard of outcome for an individual with treatment, compared to no treatment, at the same time point.

Fisher and Lin discussed a number of problems which arise with the use of time-varying exposures, such as drug treatment, in observational studies [35]. The first was that of time-varying confounding. In one example, researchers assessed the likely benefit of giving up smoking after being diag-
nosed with coronary artery disease [14]. The investigators were surprised to find that the time-varying survival analysis yielded an association for smoking cessation that indicated increased, rather than reduced risk of mortality, as would be expected. When individual subject's histories were analysed, they found that a hospital admission or severe health condition often immediately preceded smoking cessation. Unless the adverse health event, here, a 'timevarying confounder', was also accounted for in the time-varying model, then counter-intuitive results were obtained.

This raises an issue of relevance to the problem considered in this thesis. Drug treatment that is started during follow-up is likely to occur due to deterioration in health status, such as an admission to hospital or receiving a new diagnosis as a result of developing new symptoms. If this is so, then adverse prognostic information may also act as a time-varying confounder and offset the beneficial effects of drugs, just as it was shown to do in the smoking cessation study [14]. This poses a problem with including information about drug treatment during follow-up, since the factors that lead to initiation of drug treatment may not be available in the database, as with PREDICT.

Fisher and Lin [35] also point to the need to consider lag time (between exposure and likely risk of disease), and the functional form of the relationship between the time-dependent factor and the outcome under study. From a causal perspective, changes in treatment status that occur during follow-up are likely to be related to treat (or not) at baseline. Adjusting for subsequent treatment changes, like undertaking a per protocol analysis for a randomised trial (compared to the usually favoured 'intention-to-treat' method), may bias estimates of the effect of baseline exposure status, since this method introduces adjustment for changes which are likely to be on the causal pathway between baseline (drug) exposure and disease status.

These issues render the use of time-varying information in the present study difficult to implement and interpret. Whilst objections here are mainly posed at the use of regression models with time-varying exposures for causal inference,
the same issues are likely to apply for modeling for prediction.

### 1.8.4 How useful is a predictive model?

Indices of model performance, such as the $c$-statistic, or calibration slopes, may not, of themselves, lead to decisions of how clinically useful a model is, or allow for comparisons between models. In order to take a model to the next step, that is decide its clinical usefulness, one may consider the clinical consequences of clinical decisions made as a result of using the model to decide a cut-point which is used to treat or not to treat patients [133]. An analysis of the net-benefit of a model with and without drug use information is presented in chapter 6 on page 79

### 1.9 How effective is drug treatment for the primary prevention of CVD?

In order to decide which drugs are important to use in predictive modelling, those drugs which have strong evidence to reduce risk of CVD events in patients free of the disease (primary prevention) need to be identified. The major classes of drug thought to reduce the risk of CVD are: statins, anti-hypertensive agents, smoking cessation aids and anti-platelet agents.

To help decide the efficacy of drugs, meta-analyses of individual randomised controlled trials are often used [43]. Meta-analyses of randomised trials are very good at reducing type-2 error, by increasing effective sample size; however, they may increase bias (such as from publication bias, measurement error, selection or loss to follow-up), by combining the results of studies with differing designs. The evidence of the effect for each class of drug used to reduce CVD risk is now considered in turn.

This section does not seek to exhaustively review the evidence for the drug treatment for the primary prevention of cardiovascular disease. Instead, it re-
views the most frequently cited meta-analyses in major journals.

## Statins

In recent years, statins have been considered the strongest candidate drugs to reduce the incidence of CVD, in people judged to be at moderate to high risk of disease [71]. Many randomised studies have been conducted, and these results have been analysed together in several meta-analyses.

One such meta-analysis was conducted by Ray and colleagues [95], to assess the effect of statins on all-cause mortality in people who were at intermediate or high risk of disease. This study excluded patients with disease, and included a range of subjects between the ages of 50 to 75 years. The study only included published studies. A total of 244,000 person years, from 65,229 individuals were included, drawn from 11 randomised trials. The random effects pooled risk ratio was 0.91 ( $95 \% \mathrm{CI}: 0.83$ to 1.01 ), comparing those on statins with placebo treated controls. No evidence of between study heterogeneity was found ( $I^{2}=23 \%$; $95 \%$ CI: $0-61 \%$ ). Similarly, no evidence of publication bias was found, either from an Egger test or funnel plot. Meta-regression showed no relationship between percentage or absolute change in lipid level (low density lipoprotein cholesterol), or baseline lipid level and total mortality. At face value, the study does not convincingly support the use of statins to reduce CVD risk, since the summary measure of effect did not show a significant difference between the two treatment groups. Alternatively, it is also possible that the study is underpowered to detect a small effect on total mortality.

A second meta-analysis was published in the Cochrane library [114]. In contrast to that carried out by Ray, the Taylor review included studies which had recruited up to $10 \%$ of individuals with CVD (stroke, angina, myocardial infarction or stroke). In the total mortality analysis, the authors included thirteen randomized trials with over 48060 patients, with 1077/24408 (4.4\%) dying in the statin group and 1223/23652 (5.1\%) in the placebo group. All cause mortality was reduced, with a pooled odds ratio of 0.86 ( $95 \% \mathrm{CI}: 0.79$ to 0.94 ), indi-
cating a significant difference in outcomes. This study does, however, support the use of statins to prevent CVD.

In one other meta-analysis of randomised trials, which reported beneficial effects of statins for primary prevention, the selection criteria included trials with up to $50 \%$ of subjects with coronary heart disease [79].

The influential Cholesterol Treatment Trialists' study, reported in 2012 [18], that in individuals without vascular disease, the summary measure of effect of pooled studies indicated that statin use reduced CVD incidence with a hazard ratio of 0.75 ( $95 \%$ CI: 0.70 to 0.80 ), comparing people with an LDL-cholesterol level $1.0 \mathrm{mmol} / \mathrm{L}$ lower with those $1.0 \mathrm{mmol} / \mathrm{L}$ higher, in statin trials for which individual patient records were available. The authors used an unusual method to combine the effect of trials which compared trials one statin with another to those that compared statin to placebo.

The meta-analysis with the design most appropriate to answer the question of the efficacy of statins, in a population without CVD, would be that written by Ray [95]. From a theoretical perspective, no good reason stands out to include patients with existing disease in a meta-analysis, designed to answer the question of the efficacy of statins in a primary prevention population. So, taking the conclusion of the Ray study, it is likely that statins have no large effect on survival when used in people without CVD, since the effect is small ( $9 \%$ survival difference between the two groups which was not statistically significant). In contrast, however, both the Cholesterol Treatment Trialists' and the Taylor Cochrane review support the use of statins to prevent CVD in low risk populations. The discordance between the Ray and Taylor study conclusions, however, show that there is some uncertainty in the benefits of these drugs to improve overall survival. Further, these studies may be affected by publication bias, which was not detected in the original studies. This possibility is explored in detail in chapter 7 on page 94

## Antihypertensive drugs

Like the evidence that statins reduce the incidence of CVD, that for blood pressure lowering agents reducing the incidence of CVD or all-cause mortality is inconsistent. In people without CVD, one meta-analysis, in which individuals, without coronary disease, with mild hypertension (defined as a systolic blood pressure between 140 and 159 mmHg , or a diastolic blood pressure between 90 and 99 mmHg , or both) were assigned to active treatment or placebo, reported a null effect of treatment status on disease, whether coronary heart disease, stroke, or total mortality [29].

Other meta-analyses have reached opposing conclusions. For example, one conducted by Wright, which included a larger subset of patients with hypertension (blood pressure $>140 / 90 \mathrm{mmHg}$ ), $70 \%$ of whom had no underlying vascular disease at baseline, reported beneficial effects for all CVD-related outcomes (mortality, coronary heart disease, stroke, and all CVD events) for lowdose thiazide diuretics, ACE-inhibitors, but not for beta-blockers and calcium channel blockers [142]. Evidence from other meta-analyses report a similar null association, such as the study by Wiysonge [140]. This analysis reported no effect of beta blockers on all-cause mortality (pooled risk ratio of 0.99, 95\%CI 0.88 to 1.11), compared to placebo treated controls. In contrast to total mortality, a small beneficial effect on CVD was reported (pooled relative risk: $0.88,95 \% \mathrm{CI}$ 0.79 to 0.97 ). No meta-analysis of the effect of blood pressure drugs, outlined here, assessed publication bias in the sample of selected trials.

Perhaps the largest meta-analysis of the effects of blood pressure lowering drugs in people with CVD and without was conducted by Law, Morris and Wald [65]. The authors pooled data from studies which compared active drugs with placebo and those that compared two or more active treatment groups. The authors concluded that reducing systolic blood pressure by 10 mmHg , using drugs, would translate to a $25 \%$ reduction in CHD events, with a one third reduction in stroke events. Although this paper is frequently cited as evidence of the benefits of blood pressure reduction, the methods used are likely to in-
troduce bias, since the authors adjust for variables collected after randomisation (change from baseline systolic blood pressure). As is discussed further in section 1.9.1 on page 29 , adjustment for variables which are collected after randomisation are unlikely to give accurate estimates of the treatment effect.

From this brief review, several factors suggest that one can not be confident about the effect of anti-hypertensive drug treatment to prevent CVD. The first is the inconsistency in the results of meta-analyses. If meta-analyses are all, theoretically, reporting the same overall effect of treatment and disease, it is puzzling that different studies arrive at different conclusions. In addition, the effects of drug treatment, in relative terms are small.

The differences in conclusions based on summary measures of effect of the drugs, between CVD and total mortality outcomes are also interesting. It can be assumed that total mortality effect (RR) is a weighted average of the effect of the drug on CVD death $\left(R_{\mathrm{CVD}}\right)$ and its effect on death from other causes ( $\mathrm{RR}_{\text {Other causes }}$ ):

$$
\mathrm{R} R=w \mathrm{R}_{\mathrm{CVD}}+(1-w) \mathrm{R}^{\text {Other causes }}
$$

where the weight $w$ is:

$$
P(\mathrm{CVD} \text { death } \mid \text { untreated }) / P(\text { All deaths } \mid \text { untreated }) .
$$

The weight $w$ can be considered the proportion of all deaths that are attributable to CVD. So, if it is assumed that the effect of the drug on death from other causes is 1 (no effect), then the effect of the drug on total mortality will be located between the measure of association for CVD death and all-cause mortality. If the statistical power is great enough, based on the total sample size and number of outcomes, it may be expected that a significant reduction in CVD deaths would also be accompanied by a significant reduction in total
mortality. From an epidemiological standpoint, total mortality is likely to be less prone to measurement error, because a person's vital status is likely to be more consistently recorded, compared to diagnosing a myocardial infarction, for example. The discordant significance of summary measures of effect between total mortality and CVD suggests either that the drugs are increasing the risk of other causes of death, or that bias is likely to be present when trials report CVD outcomes.

Also, in meta-analyses of RCTs in low CVD risk patients, they will generally have low statistical power to assess the effects on total mortality. If CVD is a relatively small component of all cause mortality, then even a significant beneficial effect on CVD risk will not necessarily demonstrate a benefit on overall mortality.

## Anti-platelet agents

Aspirin is commonly advocated for use to prevent the onset of CVD. Like the other drugs discussed so far, the evidence that this drug is beneficial in the primary prevention setting is again inconsistent.

In the most comprehensive meta-analysis of study findings, which included only individuals without disease, the authors found that although evidence suggested a reduction in CVD events ( $15 \%$ relative reduction in myocardial events [ $95 \%$ CI: 6 to $22 \%$ ]), there was no effect of the drug on total mortality, due to an increased risk of the complications of bleeding [101]. However, the authors continued to advocate aspirin treatment to prevent coronary disease in those who were at high risk (greater than $1.5 \%$ annual risk). This was proposed by stating that the relative benefit of aspirin (at varying absolute risk levels), would translate into greater absolute risk reduction, in high risk patients, whereas the bleeding risk was assumed constant. The assumptions of this analysis are at odds with the manuscript's report of the summary statistical data for total mortality [127]. In this reference, it is argued that total mortality provides a better estimate of risk and benefit of treatment than simulations
based on disease specific outcomes.
Thus, for aspirin, there is no compelling evidence for an overall survival benefit from taking the drug, although there may be a reduction in CVD events, balanced by increased adverse events. A later meta-analysis, which addressed the effect of aspirin for primary and secondary prevention of CVD, re-inforced this view, with no significant difference detected in vascular mortality for patients with no clinical evidence of CVD at baseline [7].

## Smoking cessation aids

The incidence of first CVD event is likely to be influenced from drugs designed to help smokers quit. Cigarette smoking is consistently found to increase risk of CVD in observational studies [50, 1, 25, 27]. The absolute benefits of drugs to help people stop smoking, however, are likely to be small, as the therapy only benefits those in the population who smoke, and success in giving up smoking is rare [104]. However, meta-analyses of randomised studies consistently highlight an almost doubling of six monthly quit success when compared to those assigned to placebo [104]. At a population level, however, the effect of smoking cessation on the incidence of CVD is more modest when tested in a population of smokers [3].

### 1.9.1 Sources of bias in meta-analyses of randomised studies

A major threat to the validity of the conclusions of meta-analyses of randomised trials is from publication bias. In a systematic review and meta-analysis of this subject, in which authors were given access to a source of published and unpublished trial data, revealed that:
'Trials with positive findings were more likely to be published than trials with negative or null findings (odds ratio 3.90; 95\% confidence interval 2.68 to 5.68$)^{\prime}$ [56].

This study contrasts with the relatively infrequent reporting of publication bias in meta-analyses. Part of the lack of detection of bias may be related to the limits of existing methods, and alternative analytical techniques are used in chapter 7 on page 94 to explore whether bias is likely to influence the results of meta-analyses of the effects of statin use.

Other studies support the idea that industry funded studies are more likely to be biased than independently funded trials. A review found that of 95 industry funded studies including statins (either compared with placebo, or comparing to other statins), the results and conclusions were 20 times more likely to support the sponsor's drug, compared to the comparator group (odds ratio $=20.2$ [ $95 \%$ confidence interval 4.4 to 93.0])[9]. This review included only three larger phase 3 trials, and was conducted almost exclusively on smaller phase 2 studies, which may be more likely to be biased. This finding, does, however, raises suspicion of the findings of meta-analyses which are based on industry sponsored trials. Other studies support the idea that industry funded studies are more likely to be biased than independently funded trials. A review found that of 95 industry funded studies including statins (either compared with placebo, or comparing to other statins), the results and conclusions were 20 times more likely to support the sponsor's drug, compared to the comparator group (odds ratio $=20.2[95 \%$ confidence interval 4.4 to 93.0])[9]. This review included only three larger phase 3 trials, and was conducted almost exclusively on smaller phase 2 studies, which may be more likely to be biased. This finding, does, however, raises suspicion of the findings of meta-analyses which are based on industry sponsored trials.

Some evidence of bias is evident in the way some meta-analyses are conducted. For example, the Cholesterol Trialists' Collaboration [18, 17, 8] has published studies which have inflated measures of effect, using post-randomisation variables (for example: low-density lipoprotein cholesterol measured one year after the start of treatment). These studies combine studies which compare one statin with another, and those that compare statin to placebo. The au-
thors summarise the effects of each trial by raising the relative risk of the effect of the drug by the power of the mean difference in low density lipoprotein cholesterol between the two groups after one year. In seeking to pool as much data as possible, the authors have introduced further complicating factors into their analyses. Firstly, a relative risk raised to the power of a mean difference in risk factor is no longer a relative risk and should not be labelled as such. This analysis also entails the assumption that the benefits of statins are mediated entirely through the change in the cholesterol risk factor. This assertion about the effects of statins is not universally accepted [76]. Some evidence of bias is evident in the way some meta-analyses are conducted. For example, the Cholesterol Trialists' Collaboration [18, 17, 8] has published studies which have inflated measures of effect, using post-randomisation variables (for example: low-density lipoprotein cholesterol measured one year after the start of treatment). These studies combine studies which compare one statin with another, and those that compare statin to placebo. The authors summarise the effects of each trial by raising the relative risk of the effect of the drug by the power of the mean difference in low density lipoprotein cholesterol between the two groups after one year. In seeking to pool as much data as possible, the authors have introduced further complicating factors into their analyses. Firstly, a relative risk raised to the power of a mean difference in risk factor is no longer a relative risk and should not be labelled as such. This analysis also entails the assumption that the benefits of statins are mediated entirely through the change in the cholesterol risk factor. This assertion about the effects of statins is not universally accepted [76].

A method that adjusts the summary measure of effect of treatment by 'posttreatment' variables is likely to bias results and be inferior to traditional metaanalyses which compare disease outcomes by treatment allocation. As discussed by Gelman and Hill [38], controlling for post-treatment variables leads to comparisons that are frequently not what was intended to answer the research question. In the Trialists' studies, adjusting the overall treatment effect
by the mean change from before to after treatment LDL compares those who have a reduction either due to dietary or drug means, with those who have not reduced their level, who may or may not have received the drug. The 'posttreatment' adjusted risk ratio is therefore not addressing the issue of whether those who were treated with drugs were better off than those who were not.

While other authors have questioned the conclusions of the Trialists' studies [108], the objections of these authors relate mainly to the lack of statistical evidence that the benefits of statins are mediated through reduction in cholesterol levels. Questioning the validity of this aspect of the statistical analysis has not been raised in relation to the Trialists' assessment of statin efficacy.

Guidelines which support the use of drugs to prevent CVD, generally, do not discuss the possibility of publication bias (see [83] for example), and in some cases, overlook the shortcomings of analyses that justify their recommendations. In a recently published North American guideline, for example, the Trialists' study was extensively referenced in support of lowering the threshold at which to initiate statin treatment in individuals judged to be at high risk of CVD [111]. The guideline indicated that the summary study was the highest possible level of evidence, without discussion of the validity of the study design, raised here.

### 1.10 Summary with hypothesis, aims and contribution

The conclusion of this brief literature review is that uncertainty exists about whether drug treatment prevents CVD. The differences in frequencies of CVD or mortality among the treated and untreated in drug trials is small, and it is widely accepted that small effect sizes are more likely to result from bias, rather than represent a true effect [55]. Moreover, evidence of inconsistency in results of meta-analyses of drugs designed to reduce blood pressure are reported, such that some drugs show evidence of benefit, while others do not.

It seems plausible, then, that drug treatment is unlikely to seriously distort the accuracy of CVD risk prediction equations, since the effects of the drugs, from randomised trials, are small. Or, the findings are, at least, not large enough to produce consistently positive findings in meta-analyses.

This conclusion, that any beneficial effects of drugs to prevent the onset of CVD were small and inconsistent, may be at odds with the understanding of the medical community, and to suggestions for a polypill to reduce the incidence of CVD [135]. At the time of writing, no studies appear to have been published of the effects of the polypill to reduce the incidence of disease.

The aim of this thesis, therefore, is divided into research themes. First, the proportion of people who are treated with drugs will be estimated, along with the magnitude of the association between drug use and disease incidence from the PREDICT cohort. This analysis seeks to quantify the magnitude and the direction of the effect of drug treatment, since only a large association between drug use and CVD survival is likely to bias risk estimation. This is estimated for both statins and anti-hypertensive drugs in chapter 3 on page 41 . This study was initiated, analysed and written by the author, but editing was contributed by the author's supervisor and co-supervisor. This analysis has not been submitted for publication.

To address the potential weaknesses of the first analysis, a second similar analysis was conducted to address potential threats to the study validity. A potential weakness of the analysis in chapter 3 is that unmeasured confounding by indication for the drug may bias the measures of association between drug and disease. That is people at higher risk than measured from available information were selected for treatment. Several different methods will be used to enhance causal inference from observational data, such as by propensity score matching, in which people who are initiated on statins are matched with subjects who share similar characteristics, but are not taking these drugs. This analysis is presented in chapter 4 on 53 This analysis was carried out to compare the risk of treatment in this cohort with drug effects reported in meta-
analyses. The study was initiated, analysed and drafted by the author, with editorial and design assistance from the author's supervisors. It has not, at the time of writing, been submitted for publication.

A limitation of both previous chapters was that they rely of statistical models which are not designed to assess causal questions, but instead provide evidence of statistical association. Learning Bayesian networks are an alternative to traditional regression methods, and are used to explore the likely causal relationships between variables commonly used to predict CVD risk, including drug treatment assessed at baseline (chapter 5 on page 66). This analysis was initiated by the author, with editorial and methodological assistance from supervisors and Dr Susan Wells. The study has been published during the course of this work [123].

Other themes explored in this thesis include the clinical utility of CVD risk prediction equations as a decision making tool. A metric of clinical utility, netbenefit, is used to decide whether a patient's drug use is important in their assessment of risk, used to guide treatment decisions (chapter 6 on page 79). This study was initiated, designed and drafted by the author, with editorial assistance from the author's supervisor. It has not been submitted for publication, but has been presented in an epidemiology conference [121].

Since they are considered the highest level of evidence, meta-analyses of randomised controlled trials will be examined for publication bias, using methods which obviate some of the problems of existing techniques [57] (chapter 7 on page 94 . This study was initiated, analysed and preliminary writing completed by the author, with editorial and design input from the author's supervisor and Dr Federica Barzi. The study has been submitted for publication (BMJ Open), but at the time of writing was still in peer review.

To compare the influence of drug treatment with other possibly important predictors of CVD risk, chapter 8 explores the statistical evidence for a causal link between serum urate and CVD. This study was designed, analysed and preliminary drafts were written by the author. Editorial and analytical assis-
tance was given by the author's supervisor and co-supervisor, with other researchers (Sue Crengle, Dudley Gentles, Susan Wells, Nicola Dalbeth and Andrew Kerr) providing editorial assistance. This work was published during the course of work toward this thesis [125].

A number of other published works have emerged from the work undertaken toward this thesis. They include methodological points, summarised in editorials ([124, 120]), a criticism of a meta-analysis of the effect of aspirin identified during the literature review [127], and a review and critique of the evidence for the dietary cause of CVD [126].

The conclusions drawn in this thesis are the author's own, although editorial assistance has been given by the author's supervisor and co-supervisor. The author had no input into the design of the original PREDICT cohort study, and did not conduct the data linkage necessary to undertake these analyses. The author is indebted to members of the PREDICT team, Romana Pylypchuk and Tadd Clayton, who assisted with these tasks. All studies were, however, designed, analysed and drafted by the author.

## Chapter 2

## Methods

Liew, Doust and Glasziou [69] argue that treatment received during followup is a major problem of contemporary CVD risk prediction studies. From the introductory literature review, however, this problem is too difficult to untangle using available statistical methods, due to the issues raised by Fisher and Lin [35] about the difficulty of estimating time-varying effects from observational studies. Particularly, when exposure is likely to be confounded in a time-varying manner by other prognostic variables. From the review of the effects of drug treatment, it is not possible to say with confidence what the effects of individual drugs are, so accounting for these effects during follow-up, in the manner proposed by Liew seems to be of limited value.

The rest of this thesis, apart from one chapter about serum urate and CVD incidence, addresses how best to deal with baseline treatment status or that initiated after risk assessment. So, the magnitude of the association between drug treatment and CVD is investigated in the PREDICT cohort, to ascertain whether people who take the drugs or are initiated on to them are at higher or lower risk of disease, conditional on other commonly measured risk factors for CVD. This chapter provides an overview of the PREDICT sample available for analysis.

### 2.1 The study sample: the PREDICT cohort

The analyses presented in the following chapters are based on subgroups of a cohort assembled by general practices in the Auckland and Northland regions of New Zealand using 'PREDICT', a web-based, clinical decision support system for CVD risk assessment and management [96]. Cohort participants were patients attending a GP who were assessed for CVD risk (currently using a modified Framingham Heart Study CVD risk prediction score [1]). The information, from participating GPs, was simultaneously recorded in patient records and on a secure PREDICT web server. Data on each patient was then linked to national health databases, using an encrypted unique identifier, the New Zealand national health index (NHI). Databases that were linked included: hospital discharge diagnoses, mortality, drug dispensing, and laboratory test results. Enrolees between 1 January 2006 and 15 October 2009 were selected for this analysis since comprehensive dispensing data were available for this period. Subsets of this population were selected, depending on the nature of the study design. Follow-up was limited to the end of 2009 (31 December). In the following chapters, individuals aged under 30 or 80 years and over at the time of screening were excluded from analyses, since coding of endpoints was thought to be less consistent in older age groups, and CVD is rare under the age of 30 years. People with a history of prior CVD or heart failure, identified by a family doctor as having a diagnosis of CVD or hospitalisation with CVD in the last five years, or those dispensed a loop diuretic in the six months before assessment, who were assumed to have a diagnosis of congestive heart failure, were excluded. These individuals were left out since they were likely to have already developed one of the CVD endpoints and were therefore no longer at risk of disease. In the analysis which considered initiation of drug treatment after risk assessment, people already treated with either statins or blood pressure lowering agents, or both drugs, were excluded from the study sample.

### 2.1.1 Other covariates

As part of the PREDICT protocol, patients had their age, sex, ethnic group, smoking and diabetes status, blood pressure (both systolic and diastolic), and most recent serum lipid profile (serum total: high density lipoprotein cholesterol ratio) recorded. In the chosen cohort, these variables were completely recorded with no missing data. Other covariates were incompletely recorded and were made available by linking information to a community laboratory test database. Serum urate concentration, $\mathrm{HbA1c}(\%)$, individual components of the lipid profile (such as low density lipoprotein cholesterol, triglyceride and HDL concentration) were available from this data source, although not all individuals had these tests available. In the following analyses, tests that were conducted up to five years before baseline CVD risk-assessment were included, or up to two weeks after this event.

### 2.1.2 Outcomes

CVD events (acute coronary syndromes, coronary procedures, stroke, transient ischaemic attack, haemorrhage stroke, peripheral vascular disease, peripheral arterial procedures and congestive heart failure) were identified by using unique alphanumeric codes to link to hospital discharge and mortality records. International Classification of Disease Codes (ICD) which included these conditions or a procedure to exclusively treat one of these conditions were used, as previously described [96]. In some analyses, follow-up time was recorded from the date of baseline assessment, whereas in other analyses, in which treatment was defined in the first six months after follow-up, it was started after this time. Subjects who had an event between assessment and six months afterward were excluded. The analysis was of the outcome 'any CVD event', including immediate death that was coded as caused by CVD. Loss to follow-up, such as from external migration, could not be tracked. If individuals stayed in New Zealand, however, it was very likely that their event would be
recorded, because New Zealand has very few acute-care private medical care facilities to treat CVD, so most diagnoses of CVD are likely to be recorded in lists from public hospital discharge diagnoses.

### 2.1.3 Overview of the cohort

The recruitment period for the PREDICT cohort started in 2002, however, as drug dispensing information (loop diuretic use) is used to exclude people with disease, the analyses use subjects who are recruited after these data became available (Jan 2006; with drug based exclusions applying from July 2005). The methods in chapters 3, 4 and 8 are based on survival estimation, so they include a larger number than those analyses of chapters 5 and 6 which require observed outcomes (figure 2.1). Chapters 5 and 6, therefore, are based on a much more restricted cohort recruited during the 2006 calendar year.


Figure 2.1: Recruitment periods of the cohorts used in the different chapters of this thesis.

This description relates to data available for all of the analyses conducted in this work, however, subtle variations in the sample and methods underlie each analysis, so they will now be discussed in turn. First, some basic exploratory analyses were carried out, documenting the proportion of individuals in the cohort who at baseline took drugs which potentially prevent CVD.

## Chapter 3

## Analysis 1: The magnitude of

## the association between drug

## initiation and CVD

### 3.1 Introduction

### 3.1.1 Drug use at baseline risk assessment

The aim of this chapter is to assess the magnitude of the association between drug initiation and CVD risk. Before this is carried out, a brief descriptive analysis of those treated on preventive drugs, both at baseline and during followup, will be presented.

First, the magnitude of the prevalence of drug treatment at baseline was estimated. In the 79027 individuals who were enrolled over the selected time period, who were free of CVD or heart failure and who had complete data available on which to make a CVD risk assessment (3 individuals had a missing total: HDL-cholesterol ratio), $21 \%$ of the total were taking statin treatment in the six months before baseline assessment (16257/79027). A higher proportion
of the total ( $32 \%$ ) were taking at least one anti-hypertensive agent at baseline (25503/79027). About $12 \%$ of the total $(9516 / 79027)$ were treated with two drugs at baseline.

Of the drugs that will not be considered further, $0.6 \%$ (467/79027) were taking nicotine replacement therapy, whereas $16 \%(12920 / 79027)$ were recorded as taking aspirin at baseline. In the case of aspirin, however, many more individuals may have been sourcing the drug 'over-the-counter', and were not recorded as using it.

The relationships between drug use at baseline are depicted in a scaled rectangle diagram [75] (figure 3.1). The outer square represents the total PREDICT cohort. Inside this are the different drug use categories which are proportional in size to the total PREDICT sample, along with the overlap between use of different agents, and diabetes status. Numbers in the figure represent the total in each combination of diabetes and drug use category. There is considerable overlap between use of the different drugs, with many subjects taking all three classes at baseline. Further, the majority of people with diabetes are taking at least one preventive drug.

### 3.1.2 Drug use during follow-up

Since statins are the most homogeneous of the drugs used to prevent CVD, and are generally considered to have the best evidence of efficacy, this section will consider the issue of treatment at baseline, and during follow-up with these drugs. Table 3.1 shows that about $10 \%$ of patients not treated with statins go on to receive treatment during follow-up, so that during follow-up, about $20 \%$ of individuals receive treatment. This table, does not, however, show individual treatment trajectory.

To examine individual trajectories of statin treatment, a subset of the total sample (79030 individuals) was examined, who had at least two years followup ( $n=26408$ ), and were recruited between the 1st of January 2006 to the 31st of December 2007 (this differs from the more restricted, cohorts recruited over


Figure 3.1: Scaled rectangle diagram [75] depicting preventive drug use at risk assessment and diabetes status in the PREDICT cohort who were recruited in the years 2006 to 2009.

Table 3.1: Proportion of PREDICT cohort, using statins at baseline and during follow-up.

| Time after <br> enrolment <br> (months) | Total at risk <br> $(n)$ | Proportion <br> taking statin | Total not <br> taking <br> statins at <br> enrolment | Proportion <br> taking <br> statins, of <br> those not <br> treated at <br> enrolment |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 79030 | 0.20 | 62889 | 0.00 |
| 6 | 70369 | 0.23 | 56053 | 0.09 |
| 12 | 53763 | 0.24 | 42724 | 0.10 |
| 18 | 38919 | 0.24 | 30779 | 0.11 |
| 24 | 26408 | 0.26 | 20610 | 0.13 |
| 30 | 15525 | 0.14 | 11769 | 0.09 |
| 36 | 6033 | 0.21 | 5195 | 0.14 |
| 42 | 2900 | 0.13 | 2489 | 0.09 |

one year ( $n=6256$ ) analysed in chapters 5 and 6. Figure 3.2 is a scaled rectangle diagram [75] depicting the proportion of the subset who received treatment at baseline, between 7 and 12 months after baseline and later, at 19 to 24 months follow-up. The outer rectangle represents the total cohort, with the overlapping inner rectangles representing treatment status (any dispensing during the relevant period). The diagram shows considerable overlap between the three different groups, suggesting that the majority of people who are treated at baseline, remain on the drugs during follow-up. For this reason, drug use, either at baseline or in the first six months of follow-up, is used in the following chapters.


Figure 3.2: Scaled rectangle diagram [75] depicting statin use trajectory in a subset of the PREDICT cohort who were recruited in the years 2006 and 2007 and had at least two years of follow-up ( $n=26408$ ).

### 3.2 An overview of the analyses

### 3.2.1 Design

The aim of this chapter is to estimate the magnitude of the association between drug use and CVD incidence. This analysis was carried out on the cohort described earlier (section 2.1 on page 37), but excluded all participants who had had been dispensed either an anti-hypertensive agent or statin in the six months before enrolment in the study. Usually measured baseline variables of CVD risk were included, with preventive drug initiation defined as redeeming a prescription of the drug within six months of the risk assessment. Individuals who had an event during this six month period were excluded, and follow-up time was restricted to the period after the drug treatment variable had been defined, that is, from six months after CVD risk assessment. The rationale for shifting the time of observation forward by six months was to ensure a temporal separation between drug treatment status (the exposure of interest) and the outcome (CVD survival). This obviates a potential bias of reverse causation for those who may have experienced an event during this six month period.

### 3.2.2 Statistical Analysis

Statistical analysis centred on developing a survival model for incidence of any CVD event from 6 months after assessment. A Cox regression model was used, with time-to-disease-event from 6 months after baseline enrolment considered the disease outcome. Individuals were censored if they either died from other causes, or reached the end of follow-up without experiencing a CVD-related hospital admission or death. Restricted cubic splines were used to investigate the relationship between continuous variables and time-to-event, as a check on the modelling assumption of linearity. Hazard ratios for continuous variables were reported by comparing the relative hazard between the risk at the 16th and 84th centiles of the variable (one standard deviation either side of the mean for a normal distribution). This allows direct comparison to relative hazards of
binary variables [124]. Drug treatment was defined as one of the following categories: 'none', 'statin', 'anti-hypertensive', or 'both agents'.

### 3.3 Results

A total of 43366 individuals were enrolled during the period of the study, and met the selection criteria. Table 3.2 shows the characteristics of those enrolled in the analysis, by treatment status at 6 months follow-up. The majority were untreated by the start of follow-up $(87 \% ; 37744 / 43366)$, with the remainder initiating one or both treatments. Women were more likely to initiate statins or both treatments, whereas men were more likely to receive anti-hypertensive drugs only. Older subjects were more likely to be given CVD drugs, particularly both together or anti-hypertensive drugs only. Pacific people were about twice as likely as other ethnic groups to be prescribed both drugs. People with diabetes were much more likely than non-diabetics to be initiated on one or both drugs (odds ratio: $9.73 ; 95 \%$ CI: 8.60 to 9.72 , comparing the odds of starting both drugs compared to none).

Among the 13677 participants who had at least one HbA 1 c test available, those given both drugs were more likely to have higher mean HbA 1 c recordings than others. Patients treated with one drug had a median Framingham risk score almost twice those who remained off treatment. However, those on both treatments had, on average, almost twice the predicted 5-year cumulative incidence of disease, compared to those on one drug alone.

Strong associations were observed between those taking a specific drug, and the CVD risk factor that is influenced by that drug. For example, those given statins only were more likely to have a high total-to-HDL cholesterol ratio (and positive family history of premature CVD) compared to other categories of drug use. Similarly, those initiated to blood pressure lowering drugs had higher levels of systolic blood pressure than all other categories.

During follow-up (median 408.4 days; interquartile range 203 to 688 days),

Table 3.2: Total PREDICT cohort, by statin and anti-hypertensive treatment status in the six months after enrolment. Data are complete unless indicated otherwise.


412 CVD events occurred. The results of the Cox model analysis are summarised in table 3.3. Hazard ratios for the drug treatment variable were progressively attenuated with increased number of variables included in the model. Of the drug treatment categories, the highest risk group was those taking both drugs after baseline assessment (adjusted hazard ratio 1.50; 95\% CI: 1.03 to 2.17). Similarly, a progressive reduction in the magnitude of the blood pressure and diabetes measures of association occurred with increasing numbers of covariates added to the model. The point estimate for the 'statin only' category was reversed in the fully adjusted models. No evidence was found of time-varying associations using the Grambsch and Therneau test for the proportional hazard assumption. Similarly, no evidence of interaction was found between age and drug category, diabetes status and drug category, or age and diabetes status from likelihood ratio tests

In contrast, adjustment resulted in increased magnitude of variables associated with ethnic group, such that in the full model, the effects of the Indian and Māori ethnic groups were associated with a $40 \%$ increased risk, compared to 'Others'; whereas Pacific peoples were at almost twice the risk of disease (compared to 'Others').

Although diabetes is a factor in the above model, the imbalance observed in diabetes diagnosis by drug treatment status suggested that it was also worthwhile to conduct an analysis excluding those diagnosed with diabetes at baseline ( $n=39959$, number of events=364). The results were not substantially different: adjusted hazard ratios for use of 'both drugs' was 1.40 ( $95 \% \mathrm{CI}: 0.89$ to 2.20), for 'anti-hypertensive drugs only' was 1.39 ( $95 \%$ CI: 0.97 to 1.97), and for 'statins only' was 0.89 ( $95 \% \mathrm{CI}$ : 0.57 to 1.38), compared to those who remained untreated.

Table 3.3: Crude and adjusted associations from a Cox model of CVD incidence including categories of anti-hypertensive and statin use ( $\mathrm{n}=43366$; 412 CVD events).
$\left.\begin{array}{llllll}\hline \text { Exposure } & \begin{array}{l}\text { Low } \\ \text { risk }\end{array} & \begin{array}{l}\text { High } \\ \text { risk }\end{array} & \begin{array}{l}\text { Crude } \\ \text { hazard ratio } \\ (95 \% ~ C I)\end{array} & \begin{array}{l}\text { Adj. } \dagger \text { hazard } \\ \text { ratio }(95 \%\end{array} & \begin{array}{l}\text { Adj. }\end{array} \text { hazard } \\ \text { ratio }(95 \%\end{array}\right)$

### 3.4 Discussion

In this analysis, after adjusting for confounders, those treated by both a statin and anti-hypertensive drug were at raised risk (HR: 1.50; 95\% CI: 1.03 to 2.17) of CVD compared to those who took neither drug class. Subjects initiated on anti-hypertensives were also at raised risk (HR: 1.34; 0.96 to 1.87 ) while those on statins alone were at a lower risk (HR: $0.83 ; 0.55$ to 1.27 ), although single treatment hazards were not statistically significant. Since treatment with antihypertensives and statins are likely to be beneficial, the results suggest that, at least, for statins and anti-hypertensives combined and anti-hypertensives alone, those initiated on treatment are at an intrinsic higher risk than is adequately adjusted for in the statistical model. As shown in table 3.2, people who were given one or both drugs had a poorer prognostic profile, particularly with diabetes status and overall CVD risk calculated by a Framingham risk equation [1].

The strengths of this analysis included the large database of patients who were risk assessed and managed in routine primary care, yet with largely complete data available. The use of a standard risk tool linked to routine health data is likely to reduce both selection bias, and loss to follow-up, other than from external migration. This analysis differs from most other CVD risk prediction studies, as it separates temporally baseline clinical and demographic characteristics from drug treatment, and CVD events. This means that the drugs could not have influenced baseline risk factors, as would have happened if drug use and risk factors were recorded at the same point in time. Most other studies measure all predictor variables, including drug treatment, at the same point: enrolment into the study [49, 97]. This design, which incorporates the intervention of providing absolute risk and access to drug treatment guidelines, is more likely to provide insight into what factors lead clinicians to initiate treatment based on assessment of CVD risk, and avoid the distortion that use of drugs have on baseline risk factor profiles.

A limitation of the analysis was that it did not address changes in treatment during follow-up. Time-varying effects of changing treatment during follow-up were not adjusted for, as time-varying confounding is likely to bias measures of association [35], and patients were known to, in general, have a high probability of staying on treatment if they received the drug in the six month period after assessment [77]. If patients with a generally poor prognosis, classified in this analysis as untreated, are likely to go onto treatment during follow-up, this may lead to underestimation of the beneficial effects of drug treatment. The lack of information available about change in subjects' prognosis during follow-up, which were likely to influence decisions to start drug treatment during the study, precluded an analysis of the time-varying nature of exposure. Further, follow-up time was relatively short. If the increased risk in the combination treatment variable represents the difference between adverse prognostic factors and beneficial effects of the treatments, then doctors are actually appropriately targeting those at higher than average risk with this treatment.

There are few other studies with which to directly compare these results. Compared with 17 analyses which report CVD risk assessment and were carried out in the era between 1991 and 2010 [2, 138, 25, 4, 15, 72, 51, 49, 52, 97, 98, 141, 66, 143, 37, 89, 21], only two, both conducted by Reynolds [98, 97] report information about prevalence of statin use at baseline assessment. Unfortunately neither Reynolds study reported the associated hazard ratio. Other studies, like QRISK, have deliberately omitted individuals treated with statins [51], and some have reported measures of association with blood pressure, and most indicate increased, rather than reduced, risk of disease. For example, in the QRISK cohort, blood pressure treatment was associated with an adjusted hazard ratio of 1.85 ( $95 \%$ CI:1.79 to 1.91) [49]. Similarly, a Framingham analysis reported increased risk associated with high blood pressure at enrolment, comparing treated with untreated subjects at baseline [25].

In conclusion, this analysis shows an apparent increased CVD risk among
people taking antihypertensive drugs alone or combined with statins, and a modest decrease in statin treated patients. This analysis does not provide a satisfactory resolution of whether treatment should be included in risk prediction models. However, for it to be worth including a new independent covariate in a predictive regression model, to improve discrimination in a clinically significant way, the associated hazard ratio for a binary variable must generally be large, more extreme than 2 or 0.5 [48]. The adjusted association between initiation on single agents was not significantly associated with disease incidence, and initiation on to both drugs was marginally significant. So, in this cohort, this information provides little overall influence on disease risk. Taken with arguments that including drug treatment in risk prediction models may reduce their reliability [120], there is not a strong case for treatment to be included.

Despite these findings, people who are started on drugs have different characteristics than people who are not. This makes the findings of the analysis somewhat model dependent. This may be addressed by the use of propensity scores, which are considered in the next chapter.

## Chapter 4

## Analysis 2: Propensity scoring

## to estimate the association

## between statin initiation and

## CVD risk

### 4.1 Background

In the previous chapter, those who were initiated on drug treatment after having their risk assessed went on to have a higher incidence of disease compared to those were not. A possible explanation for these results is that those subjects initiated on treatment had a poorer adverse prognostic profile, and that traditional regression methods did not adequately adjust for these differences. This chapter aims to address this problem using propensity score methods.

Propensity score methods are designed to address the problem of bias in causal inference when confounders do not have similar distributions in the treated and untreated groups which are being compared. The differences in
distribution is referred to as a 'lack of balance' [38]. The imbalance in confounders between the two groups means that the form of the regression model is relied upon more, than if the samples were balanced.

The rationale for using this method is illustrated in the following example adapted from Gelman and Hill [38]. Consider an observational study in which the true model for the relationship between treated and controls for a continuous outcome $y$, binary effect of treatment $\theta$, and continuous confounding exposure $x$ is given by:

$$
\begin{aligned}
\text { treated: } y_{i} & =\beta_{0}+\beta_{1} x_{i}+\beta_{2} x_{i}^{2}+\theta+\text { error }_{i} \\
\text { controls: } y_{i} & =\beta_{0}+\beta_{1} x_{i}+\beta_{2} x_{i}^{2}+\text { error }_{i}
\end{aligned}
$$

Assume, that the true relationship between $x$ and the outcome $y$ is as indicated, by the quadratic for both treated $(i=1)$ and untreated $(i=0)$ groups. After averaging values over both treatment groups, and rearranging, leads to the following expression for the treatment effect in the sample:

$$
\hat{\theta}=\hat{y_{1}}-\hat{y_{0}}-\beta_{1}\left(\hat{x_{1}}-\hat{x_{0}}\right)-\beta_{2}\left(\widehat{x_{1}^{2}}-\widehat{x_{0}^{2}}\right)
$$

If the differences between treated and untreated groups have similar levels of the confounder $x$, then $\left(\hat{x_{1}}-\hat{x_{0}}\right)$ will be close to 0 , so that the effect $\hat{\theta}$ will be unbiased. The magnitude of the bias is related to the size of $\beta_{1}$ and $\beta_{2}$ and the mean difference in distributions of $x$ in the two groups. If $x$ is balanced between the two groups, a linear model, without the quadratic term, will also give an unbiased estimate of the treatment effect $\theta$, since $\left(\widehat{x_{1}^{2}}-\widehat{x_{0}^{2}}\right)$ will be close to 0 . In this way, propensity score analysis uses either weighting of observations, or matching, to balance the confounding factors among the treated and untreated groups, so making the causal effect estimate less dependent on
the structure of the model [5].
Austin [5] also argues that it is easier to assess whether a propensity score model has been correctly specified, since the distribution of covariates can be compared between the treated and untreated, compared to a usual regression approach. Similarly, he argues that the two step approach, of first checking for baseline balance in covariates, then treatment effect, more closely mimics the structure of a randomised trial.

### 4.2 Study design

The aim of this analysis was to determine the association between the initiation of statin treatment in a cohort of people who were untreated with this drug in the six months before undergoing their risk assessment, and the incidence of CVD. This differs from that of the previous chapter which considers both blood pressure lowering and statin treatment. This is due to the necessity to focus on a binary treatment variable, which propensity methods are centred on. In addition to the age and diagnosis (heart failure and previous CVD diagnosis) exclusions already described, patients were eliminated if they were treated with statins in the six months before undergoing risk assessment. Therefore, the selected sample is similar to that described in chapter 3 , but fewer subjects were discarded, as those taking anti-hypertensive drugs at baseline assessment were retained in this sample. Matching and weighting by propensity to be treated (propensity score) were carried out to address the issue of lack of balance from potential confounders.

### 4.2.1 Drug exposure

Baseline statin and anti-hypertensive treatment was classified as redeeming a prescription for either therapy in the 6 month period after being enrolled in the cohort, so that other baseline variables were separated temporally from statin treatment, and so were unable to be influenced by the drug. Anti-hypertensive
drugs included: beta-blockers, calcium channel blockers, ACE inhibitors, angiotensin2 blockers, alpha blockers and thiazide diuretics. Statins available at this time, in New Zealand, were either simvastatin or atorvastatin.

### 4.2.2 Statistical analysis

Statistical analysis consisted of developing a survival model for the incidence of any CVD event from 6 months after assessment. A Cox regression model with time-to-disease event from baseline enrolment was included as the outcome. Individuals were censored if they either died from other causes, or reached the end of follow-up without experiencing a CVD-related hospital admission or death. Restricted cubic splines were used to investigate the relationship between continuous variables and time-to-event as a check on the modelling assumption of linearity. Hazard ratios for continuous variables are reported by comparing the relative hazard between the risk at the 16 th and 84th centiles of the variable (one standard deviation either side of the mean for a normal distribution). This allows direct comparison to relative hazards of binary variables [124].

To allow for the effects of imbalance in covariates among those treated and untreated with statins, propensity score matching was used to improve estimation of the causal effect of statin use. This involved building a logistic regression model to predict the probability of being initiated on treatment with a statin, matching each statin treated individual with an individual who was not treated. Those who were not chosen for matching were discarded. Matching was carried out by finding someone who was the 'nearest neighbour' based on the model predicted propensity (log-odds) for treatment. The covariates included in the propensity model included: age, sex, diabetes status, systolic blood pressure, total: high density lipoprotein cholesterol ratio, smoking status, and anti-hypertensive drug use.

Imbalance between statin treated and untreated samples was assessed by using standardised mean differences. Values which indicate differences which
are $20 \%$ or greater than the average standard deviation of the two groups, after matching, are generally thought to lead to indicate 'large' residual imbalance in covariates [99].

A Cox regression model was then used to estimate the effect of statin treatment on the 'propensity matched' sample. The matching was accounted for in the Cox analysis, by including separate baseline hazards for each matched pair. Variance inflation factors were checked in adjusted models to determine whether collinearity was likely to be present.

Because the matching process severely limited the sample size, a weighting by propensity score procedure to estimate the magnitude of the association between statin use and CVD [144] was used. A stabilized-inverse-probability of treatment weighting analysis was carried out, which assigns a weight to each individual based on the propensity score, which is then used in the Cox regression analysis [42].

An assumption of the Cox model is that hazard ratios apply throughout the duration of follow-up and do not change, sometimes described as the proportional hazards assumption. Violations of this assumption were checked by correlating the scaled Schoenfeld residuals with a suitable transformation of time [118]. If evidence of non-proportional association was found, then stratification (specifying a separate baseline hazard for the levels of the variable with non-proportional association) was used to improve model fit.

The terms included in the risk prediction model were those which were commonly incorporated into the standard Framingham model (covariates included: age, sex, total cholesterol to high density lipoprotein cholesterol ratio, systolic blood pressure, diabetes status, and current smoking status) as well as statin use.

All analyses were done using R software (version 2.14.1) [94]. The library rms was used for the Cox regression analysis. The 'matching' function from the Matchit library [54] of R software was used for matching on propensity scores by pairing nearest neighbours based on the linear predictor of a logistic
model derived to estimate risk of statin treatment, with or without a caliper restriction. Testing for proportional hazards was done using the cox.zph R function.

### 4.3 Results

A total of 56053 individuals were enrolled during the period of the analysis, and met the selection criteria. Table 4.1 shows the characteristics of the statin users and non-users, with the untreated shown in both raw form and propensity matched with statin users. Mean follow-up time was about one year in both groups.

Compared with the total cohort (see table 4.1), those who were classified as untreated (with statins) had a lower proportion that had been diagnosed with diabetes ( $9 \%$ compared to $25 \%$ ) at enrolment. The mean age-at-risk assessment was 2 years older (about one fifth of a standard deviation), for those who went on to receive statins, and many more of this group also took antihypertensive drugs ( $31 \%$ compared to $21 \%$ ). Total-to-HDL cholesterol was one unit higher in the group that went on to be treated with statins with the greatest mean differences seen in this variable.

For propensity score matching, an equal number of individuals were selected to match each person who went on to receive statin treatment. Imbalances, initially present between statin users and non-users were improved after propensity score matching, particularly for HbA 1 c , diagnosis of diabetes, and age at risk assessment. Some imbalance remained, however, despite matching. After matching, people who went on to statin treatment had a lower HDLcholesterol compared with those were not treated (1.27 vs 1.36 ), and statin treated patients were more likely to have reported a positive family history than matched untreated patients ( $23 \%$ vs $15 \%$ ).

After adjustment for the factors in table 4.1 in a logistic model, with the out-

Table 4.1: PREDICT cohort, by statin treatment in the six months after enrolment, with propensity matched sample and comparison of standardised mean differences in variables. Data are complete unless indicated otherwise.

| Factor | No statin; (col.) | SMD (\%) <br> (before PSM) | $\begin{aligned} & \text { Statin (col. } \\ & \%^{*} \text { ) } \end{aligned}$ | No statin; propensity matched (col. \%*) | $\begin{aligned} & \hline \text { SMD (\%) } \\ & \text { (after } \\ & \text { PSM) } \end{aligned}$ | $\begin{aligned} & \text { Total (col. } \\ & \left.\%^{*}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total | 50973 |  | 5080 | 5080 |  | 56053 |
| Sex |  |  |  |  |  |  |
| Men | 22361 (43.9) | 5.2 | 2098 (41.3) | 2071 (40.8) | 1.1 | 24459 (43.6) |
| Age at risk assessment (years) |  |  |  |  |  |  |
| Mean (SD) | 53.7 (10.4) | 20.1 | 55.7 (10.1) | 56.0 (10.1) | 2.5 | 53.8 (10.4) |
| Ethnic group |  |  |  |  |  |  |
| Other | 28361 (55.6) | 9.9 | 2575 (50.6) | 2564 (50.5) | 0.4 | 30936 (55.2) |
| Māori | 3263 (6.4) | 2.3 | 766 (15.1) | 808 (15.9) | 2.3 | 3712 (6.6) |
| Pacific | 8115 (15.9) | 7.9 | 1290 (25.4) | 1271 (25.0) | 0.9 | 8881 (15.8) |
| Indian | 11234 (22.0) | 9.2 | 449 (8.8) | 437 (8.6) | 0.8 | 12524 (22.3) |
| Serum HDL-cholesterol (mmol/L) ( $n=48350$ ) |  |  |  |  |  |  |
| Median <br> (IQR) | $\begin{aligned} & 1.38(1.14, \\ & 1.67) \end{aligned}$ | 26.7 | $\begin{aligned} & 1.27 \text { (1.07, } \\ & 1.50) \end{aligned}$ | $\begin{aligned} & 1.36(1.13, \\ & 1.65) \end{aligned}$ | 22.7 | $\begin{aligned} & 1.36(1.13, \\ & 1.65) \end{aligned}$ |
| Total-to-HDL-cholesterol ratio ( $n=56051$ ) |  |  |  |  |  |  |
| Median <br> (IQR) | 3.8 (3.1, 4.7) | 63.1 | 4.7 (3.9, 5.6) | 4.7 (3.8, 5.7) | 0.2 | 3.9 (3.2, 4.8) |
| Current smoker? |  |  |  |  |  |  |
| Yes | 9175 (18.0) | 9.6 | 1109 (21.8) | 1119 (22.0) | 0.5 | 10284 (18.4) |
| Systolic blood pressure ( mmHg ) |  |  |  |  |  |  |
| Median <br> (IQR) | $\begin{aligned} & 130(120, \\ & 140) \end{aligned}$ | 32.5 | $\begin{aligned} & 130(120, \\ & 148) \end{aligned}$ | $\begin{aligned} & 133(120, \\ & 148) \end{aligned}$ | 1.3 | $130(120,140)$ |
| HbA1c (\%) ( $n=19727$ ) |  |  |  |  |  |  |
| Median <br> (IQR) | 5.8 (5.5, 6.3) | 50.4 | $6.2(5.8,8.0)$ | 6.1 (5.7, 7.0) | 14.6 | $5.9(5.5,6.5)$ |
| Serum urate (mmol/L) ( $n=22551$ ) |  |  |  |  |  |  |
| Median <br> (IQR) | $\begin{aligned} & 0.35(0.29 \\ & 0.41) \end{aligned}$ | 16.3 | $\begin{aligned} & 0.37(0.3, \\ & 0.43) \end{aligned}$ | $\begin{aligned} & 0.36 \text { ( } 0.30 \text {, } \\ & 0.43) \end{aligned}$ | 3.3 | $\begin{aligned} & 0.35(0.29, \\ & 0.42) \end{aligned}$ |
| Diagnosis of diabetes? |  |  |  |  |  |  |
| Yes | 4721 (9.2) | 43.6 | 1290 (25.4) | 1243 (24.4) | 2.1 | 6011 (10.7) |
| Taking antihypertensive drug at baseline? |  |  |  |  |  |  |
| Yes | 11103 (21.8) | 21.3 | 1582 (31.1) | 1581 (31.1) | 0.0 | 12685 (22.6) |
| Premature family history of ischaemic heart disease? |  |  |  |  |  |  |
| Yes | 7530 (14.8) | 21.8 | 1183 (23.3) | 749 (14.7) | 21.9 | 8713 (15.5) |
| Follow-up time (days) |  |  |  |  |  |  |
| Median <br> (IQR) | $\begin{aligned} & 397.4 \text { (189.4, } \\ & 682.4) \end{aligned}$ | 19.9 | $\begin{aligned} & 443.4 \text { (271.4, } \\ & 724.1) \end{aligned}$ | $\begin{aligned} & 362.4 \text { (142.4, } \\ & 658.6) \end{aligned}$ | 28.5 | $\begin{aligned} & 401.4 \text { (198.4, } \\ & 685.4) \end{aligned}$ |
| *Unless otherwise indicated. |  |  |  |  |  |  |
| SD: standard SMD: Stand PSM: Propen | eviation | erence. |  |  |  |  |

Table 4.2: Crude and multivariate associations between clinical and demographic factors and statin use in the six months after assessment, derived from a logistic model ( $n=56051$ ).

| Factor | Low risk | High risk | Crude odds ratio ( $95 \% \mathrm{CI}$ ) | Adjusted odds ratio* (95\% CI) |
| :---: | :---: | :---: | :---: | :---: |
| Gender | Men | Women | $\begin{aligned} & \hline 0.90(0.85 \text { to } \\ & 0.95) \end{aligned}$ | $\begin{aligned} & \hline 1.02(0.95 \text { to } \\ & 1.08) \end{aligned}$ |
| Age at assessment (years)** | $43.3+$ | $64.9^{++}$ | $\begin{aligned} & 1.71 \text { ( } 1.58 \text { to } \\ & 1.84 \text { ) } \end{aligned}$ | $\begin{aligned} & 2.23 \text { ( } 2.04 \text { to } \\ & 2.43 \text { ) } \end{aligned}$ |
| Ethnic group Māori | Other | Māori | $\begin{aligned} & 1.04 \text { ( } 0.96 \text { to } \\ & 1.13 \text { ) } \end{aligned}$ | $\begin{aligned} & 0.96 \text { ( } 0.87 \text { to } \\ & 1.05 \text { ) } \end{aligned}$ |
| Pacific | Other | Pacific | $\begin{aligned} & 1.26 \text { (1.18 to } \\ & 1.36) \end{aligned}$ | $\begin{aligned} & 1.34 \text { ( } 1.24 \text { to } \\ & 1.44) \end{aligned}$ |
| Indian | Other | Indian | $\begin{aligned} & 1.52 \text { ( } 1.36 \text { to } \\ & 1.69 \text { ) } \end{aligned}$ | $\begin{aligned} & 1.79 \text { (1.59 to } \\ & 2.01) \end{aligned}$ |
| Smoke cigarettes? | No | Yes | $\begin{aligned} & 1.27 \text { (1.19 to } \\ & 1.36) \end{aligned}$ | $\begin{aligned} & 1.26 \text { ( } 1.16 \text { to } \\ & 1.36 \text { ) } \end{aligned}$ |
| Diagnosis of diabetes? | No | Yes | $\begin{aligned} & 3.33 \text { (3.11 to } \\ & 3.58 \text { ) } \end{aligned}$ | $\begin{aligned} & 3.07 \text { ( } 2.85 \text { to } \\ & 3.32 \text { ) } \end{aligned}$ |
| Antihypertensive treatment? |  | Yes | $\begin{aligned} & 1.62(1.52 \text { to } \\ & 1.73) \end{aligned}$ | $\begin{aligned} & 1.19 \text { ( } 1.11 \text { to } \\ & 1.28 \text { ) } \end{aligned}$ |
| Systolic blood pressure ( mmHg ) | $110^{+}$ | $148^{++}$ | $\begin{aligned} & 1.96 \text { (1.85 to } \\ & 2.07 \text { ) } \end{aligned}$ | $\begin{aligned} & 1.70 \text { (1.59 to } \\ & 1.81 \text { ) } \end{aligned}$ |
| Total: HDL cholesterol ratio | $2.9{ }^{+}$ | $5.3{ }^{++}$ | $\begin{aligned} & 2.81 \text { ( } 2.68 \text { to } \\ & 2.95 \text { ) } \end{aligned}$ | $\begin{aligned} & 3.29(3.12 \text { to } \\ & 3.48) \end{aligned}$ |
| ${ }^{+}$16th centile <br> ${ }^{++}$84th centile |  |  |  |  |
| *Adjusted for all ** 2 estricted cubic HDL: High densit | other fa | ss in the t $\mathrm{d}(4 \mathrm{df})$. in. |  |  |

come being treatment with a statin, the strongest indicators of statin use were serum lipids (ratio of total to HDL cholesterol), being diagnosed with diabetes, systolic blood pressure and being older. Other demographic and laboratory indices had a relatively weaker association (table 4.2).

Two-way interactions between variables which were strongly associated with statin treatment were checked (total: HDL cholesterol ratio, diabetes diag-

Table 4.3: Crude and adjusted hazard ratios for model of association between statin use and CVD, with and without propensity score matching.

| No propensity score matching; total sample ( $n=56051$; 655 CVD events) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Factor | Low risk | High risk | Crude odds ratio (95\% CI) | Adjusted odds ratio* (95\% CI) |
| Age at assessment (years)** | $43.3^{+}$ | $64.9^{++}$ | 3.66 (3.26 to 4.09) | 4.74 (3.98 to 5.64) |
| Diagnosis of diabetes? | No | Yes | 1.78 (1.45 to 2.18) | 1.28 (1.04 to 1.58) |
| Systolic blood pressure ( mmHg ) | $110^{+}$ | $148{ }^{++}$ | 2.20 (1.92 to 2.53) | 1.74 (1.39 to 2.18) |
| Total: HDL cholesterol ratio | $2.9+$ | $5.3{ }^{++}$ | 1.32 (1.17 to 1.48) | 1.39 (1.24 to 1.55) |
| Statin use at 6 months after assessment | No | Yes | 1.65 (1.33 to 2.03) | 1.04 (0.83 to 1.29) |
| Propensity matched results ( $n=10160$; 187 CVD events)** |  |  |  |  |
| Statin use at 6 months after assessment |  |  | 0.88 (0.56 to 1.80) | 0.80 (0.52 to 1.24) ${ }^{\dagger}$ |
| Stabilized-inverse-probability of treatment weights ( $n=56051$; 655 CVD events) |  |  |  |  |
| Statin use at 6 months after assessment |  | Yes | 1.34 (1.05 to 1.71) | 1.11 (0.86 to 1.41) |
| ${ }^{+}$16th centile <br> ++84 th centile |  |  |  |  |
| *Separate baseline hazards were estimated for sex, ethnic group, and smoking status. Adjusted for all covariates shown in table ${ }^{* *}$ Measures of association are adjusted for matching, by using separate baseline hazards for each matched pair. ${ }^{\dagger}$ Adjusted for sex, age, smoking status, systolic blood pressure, total-to-HDL cholesterol ratio |  |  |  |  |

nosis, and age at assessment), but none were significant at the $5 \%$ level when using a likelihood ratio test. Nagelkerke's $R^{2}$ for the model was 0.14 , with an overall receiver-operating-characteristic curve of 0.76 . The Brier score was 0.077, indicating accurate predicted frequencies of observed events.

During follow-up (median 401.4 days; interquartile range 487 days), 655 CVD events occurred, $16 \%$ (103) of which occurred among the group who used statins in the first six months after assessment.

In the raw un-matched analysis, statin use at baseline was associated with a $65 \%$ increase in risk of outcome, which reduced to no difference in hazards (HR 1.04; table 4.3) when other confounding factors were adjusted for. Due
to non-proportional hazards, sex, ethnic group and smoking status were given separate baseline hazards for all differing combinations of such variables. In the adjusted analysis, age and systolic blood pressure had the strongest association with the outcome (table 4.3).

The results of propensity score analysis varied with the technique employed. During propensity score matching, pairs were within 0.2 of a standard deviation on the logit scale for the propensity score, indicating acceptable matching [6]. The unadjusted hazard ratio for statin treatment indicated similar risk in treated and untreated groups, with the point estimate indicating lower risk among those who were treated ( $0.88 ; 95 \%$ CI: 0.56 to 1.80 ), although confidence intervals were wide (table 4.3). The adjusted estimate for the propensity matched sample was similar to the corresponding unadjusted estimate. Only a limited subset of variables were adjusted for, because addition of terms such as ethnic group and diabetes status lead to variance inflation due to collinearity. This problem was presumably caused by the propensity score matching procedure, as variance inflation factors only increased in the adjusted matched analysis, but not during the non-matched or propensity score weighted analysis. The numbers of subjects and events were limited to about one fifth of the original sample, and this cohort was generally higher risk (187 events out of 10160 individuals, compared to 655 events from the total sample of 56051).

Weighting the Cox regression by a transformation of the propensity score (stabilized-inverse-probability of treatment), resulted in a crude association which indicates increased risk in those who started statin treatment, compared to those who remained untreated. The adjusted measure resulted in a null association (table 4.3.

### 4.4 Discussion

After adjusting for confounders, those who started on statins were at a similar risk $(\mathrm{HR}=1.04)$ of a CVD event, compared to those who remained untreated.

The findings of the propensity score studies differed, but the unadjusted stabilized inverse probability of treatment weight analysis, which retained the total sample, showed increased risk in the statin treated, compared to the untreated group (HR: 1.34). In comparison, the adjusted propensity weighted estimate showed no difference between the two groups, whereas both adjusted and unadjusted matched estimates showed a modest reduction in risk, which was not significant.

In principle, the marginal measure of association after propensity score matching represents the value that most simulates a randomised clinical trial [5], and it was not observed in this analysis to have problems caused by collinearity. However, adjusted measures of association from the propensity score analysis are also reported (table 4.3). These were generally concordant with the crude measure. While the results of the two propensity scoring techniques (matching and weighting) at first appear contradictory, the $95 \%$ confidence intervals from the weighted analysis fit within the confidence intervals estimated from the matching procedure, even though the point estimates contrast.

Some factors were linked with starting statin treatment. The total: high density lipoprotein cholesterol ratio was strongly associated with statin initiation. The risk from this factor of going on to treatment was higher than variables associated with greater increments in absolute risk: such as age, diabetes or smoking status. This suggests that treatment decisions for statins tended to be guided by cholesterol values, rather than absolute risk calculations.

Strengths of the analysis included that a large database of subjects at risk were used, with largely complete data available. The use of routine health data obviates issues of both selection bias, and loss to follow-up, other than from external migration.

A limitation of the analysis was possible measurement error created by the use of CVD as an outcome, compared to others, which may be less error-prone, such as total mortality. Another limitation was that the analysis did not address changes in treatment during follow-up. Time-varying effects were not
adjusted for, as time-varying confounding is likely to bias this type of analysis [35], and patients were known to, in general, have a high probability of staying on treatment if they received the drug in the six month period after assessment [77].

If generally poor prognosis patients, classified in this analysis as untreated, are likely to go onto treatment during follow-up, this may lead to underestimation of the drugs' beneficial effects. The lack of information available about change in subjects' prognosis during follow-up, which were likely to influence the decision to start drug treatment during the study, precluded an analysis that included the time-varying nature of exposure. Although propensity score matching, to some extent, overcomes bias associated with selection on treatment, this threat to the study validity remains.

A further threat to these findings is the uncertainty of which criteria should be used for estimating the propensity score. Commonly measured risk factors were used, however, risk factors are not necessarily confounders, as will be discussed further in chapter 5 on page 66 In addition, the width of the adjusted confidence intervals for the propensity-matched estimate was larger than the unadjusted estimate, which was likely to relate to collinearity present in the adjusted model.

This analysis differs from most other studies which aim to predict CVD risk, as it separates temporally baseline clinical and demographic characteristics from drug treatment and CVD events. Most other analyses measure all predictor variables, including drug treatment, at the same point: study enrolment [98, 97]. In preliminary analyses, such a study design lead to analyses which suggested increased rather than reduced risk from treatment.

The association from the unadjusted, propensity-weighted, analysis differs from some of those from meta-analyses of studies in randomised trials of statins, which generally show beneficial associations between statin use and incident CVD events, in populations free of disease at baseline [18, 114, 51]. The results of meta-analyses of trials, however, vary with one study which con-
sidered the effects of statins on all-cause mortality showing no effect on this outcome [95]. It is noted, however, that meta-analyses of trial results balance measured and unmeasured confounders, unlike propensity score methods, so unmeasured confounders present in this cohort may account for the suggestion of increased risk in the weighted analysis.

In summary, the results of this chapter indicate increased to a modest decrease in risk in the statin treated group, depending on which of the various estimates are chosen. This provides some evidence that not accounting for statins in risk-prediction studies is unlikely to seriously bias risk calculations.

## Chapter 5

## Analysis 3: Using learning

## Bayesian networks

### 5.1 Background

A potential problem of the previous two analyses is that the structure of the model assumes that all covariates in the model, apart from treatment status, are confounders. That is, these variables are a shared common cause of the exposure and disease. Most risk prediction and causal models in epidemiology are based on additive combinations of risk factors in a regression model framework, and the additive structure implies that variables typically act, unless interaction effects are introduced, without influence on the other variables, to yield a risk of developing disease. Since they are simply mathematical constructs, the models do not necessarily provide a plausible causal representation of how disease develops.

One way to more explicitly consider causality is to attempt to describe the influence of variables on a particular disease outcome, accounting for causal pathways that are, at least, plausible, in the form of a directed acyclic graph (DAG). These can be built using learning Bayesian network algorithms [63].

The aim of this chapter is to better understand the likely causal relationships between variables which are commonly used to predict CVD risk.

Directed acyclic graphs (DAGs) encode a structure of conditional independence between variables, represented by nodes of a graph. Connections between nodes imply causal influence, observed in the data as statistical dependence. These connections are often directed, to indicate which variable influences the other (referred to as directed edges). In this way, DAGs represent a set of conditional dependence and independence properties associated with epidemiological variables [63].

In a DAG, no distinction is made between 'independent' and 'dependent' variables in the sense used in regression modelling. The idea underlying their use is to fuse domain knowledge with information from the collected data into a model which mimics a network of causal influences of how the observed data were generated.

DAGs are therefore useful for elucidating possible causal pathways and have been applied in epidemiology for this purpose [41]. However, they also have a role in forming sensible judgements about variables to be included in regression models. For example, a key idea of Pearl, who has been a proponent of DAG ideas, is that variables often act as 'colliders' [90]. That is, on a causal path between exposure and outcome, a variable on the path is entered and exited through arrowheads, which indicate more than one influence (collision of influences) on the variable (figure 5.1). Here, the terms 'cause' and 'influence' are used interchangeably to indicate directional conditional dependence, or a link between variables.

This idea of including an explicit causal understanding is absent from much statistical analysis. Including colliders as regressors in prediction models can result in unpredictable behaviour, biasing other measures of association. Pearl shows that bias may increase, by introducing dependence from unobserved or other variables, rather than reduce bias from their inclusion. Further, in certain instances, adjusting for colliders, or their 'descendants', that is, variables


Figure 5.1: A collider variable is influenced by more than one other variable: here the exposure and outcome. The collider is also the descendant of both the exposure and outcome variable.
which appear to be causally influenced by colliders, may indicate no causal influence, when in fact a causal relationship does exist [90]. DAGs, derived from data, may help us identify such variables, so that they can be omitted, rather than included in regression models. To develop prediction models, a causal understanding seems more likely to lead to more accurate and reliable predictions than those developed using standard statistical methods alone [120, 64]. In this analysis, the aim was to explore a database of CVD and associated risk factors using learning Bayesian networks to inform variable selection for risk prediction models, and, it is hoped, to better explain the incidence of CVD.

### 5.2 Study Design

### 5.2.1 Sample

A group of individuals was enrolled between the 1st of Jan 2006 to the 31st of December 2006, from the PREDICT cohort, so that all subjects had at least two
years follow-up in which it would be possible for them to suffer from a CVD event, and recording of drug exposures was likely to be consistent. Two years after follow-up, it was determined if they had been admitted to hospital with CVD, or died from CVD, or other causes, by consulting hospital diagnosis and cause-of-death records. It was necessary to select a sample with known disease status at a standardised period of follow-up as the selected algorithm is not able to simply handle survival data.

### 5.2.2 Statistical analysis

The variables which were considered as candidates in the DAG included: age-at-enrolment, sex, diabetes, smoking, ethnic group, family history of premature CVD, statin use, antihypertensive drug use, systolic blood pressure, total: HDL-cholesterol ratio. The continuous variables, age and total: HDLcholesterol ratio, were divided mostly into deciles. Categorical variables were used as this format is required for the particular algorithm (see below) that was selected. The outcome was fatal and non-fatal CVD.

The R package bnlearn drew the DAG, using the growshrink algorithm, first developed by Pearl [102]. Tests of independence were applied to determine conditional and marginal independence between adjacent variables, with the false-positive proportion (alpha level) set to 5\%. Monte Carlo permutation tests [39] were used, because they had performed better in simulations in which the causal structure of the data were known, compared to standard chi-square tests [102].

The algorithm first learns the Markov blanket for a particular variable ( $X$ ) using tests of conditional independence with other variables available in the given dataset. The Markov blanket is the set of variables that, once conditioned upon, render the variable independent of all other variables included in the data, but not the blanket. The blanket consists of the immediate causes of the variable (parents), those variables directly influenced by $X$ (children) and other direct causes of variables that are directly influenced by $X$ (spouses).

The growing phase tests a candidate variable $Y$ for inclusion in the Markov blanket of $X$, by determining whether $Y$ is conditionally dependent on $X$, given the set of already included Markov blanket variables. If $X$ and $Y$ are conditionally dependent, then $Y$ is added, otherwise it is excluded. Other variables are then sequentially tested for inclusion in the blanket. Later, as the blanket grows, $Y$ is then tested for conditional dependence with $X$, given a now potentially updated Markov blanket, and excluded if independent.

For a more complete and accessible illustration of the algorithm, the reader is referred to the following thesis [74].

An estimate of link influence was calculated in the final DAG, by calculating the beta-coefficient for a regression for each potential causal effect in which the variable at the base of the arrow ('cause') was considered a covariate, and the variable at the head of the arrow ('effect') was considered the outcome or dependent variable. Other variables which opened 'back door paths' (Pearl's terminology for confounding, in epidemiological terms) between the cause and effect variables were included as covariates in the regression. Either linear or logistic regression were used, depending on whether the 'effect' variable was continuous or categorical. Although age was not directly linked, in fact 'banned' (see below) as a predictor of ethnic group and sex, age was thought to be an effect modifier of ethnic group and sex in the biological, additive sense [100, 132]. This effect is not captured in the DAG, which does not explicitly account for effect modification. Hence, it was included as an (additive) covariate in estimates of the strength of links between ethnic group and sex and other variables.

The bnlearn algorithm allows implausible causal influences to be 'banned'. For example, for age, even if the algorithm indicates a possible cause of this variable, a link will not be drawn on the final graph. The following rules generated the banned list:

1. Sex, ethnic group and age must not be caused by any other variable.
2. Family history must not be caused by drug treatment.
3. The outcomes, fatal and nonfatal CVD, must not cause any other variable.

### 5.3 Results

After the age and date selection criteria were applied, 6256 subjects were available for analysis, 101 (1.6\%) of whom experienced a CVD event during followup with 35 ( $0.6 \%$ ) dying of causes other than CVD. From table 5.1, age-atenrolment, ethnic group, smoking status, antihypertensive drug use, systolic blood pressure and diabetes status were significantly associated with CVD. Among ethnic groups, Māori were at highest risk of CVD (odds ratio: 1.87; $95 \%$ CI: 1.09 to 3.10). In the univariable analyses, those who used either statins or antihypertensive agents were at higher risk of CVD than non-users.

The derived DAG is depicted in figure 5.2. Directed arrows indicate the direction of causal influence between variables. Only two direct influences on CVD are detected: age-at-enrolment and cigarette smoking. Ethnic group influences risk of CVD, but it does so mediated through the effect of smoking. Age influences several other variables, such as family history of disease and the risk of taking preventive drug treatment. Ethnic group influences three variables: family history, smoking and diabetes status. The ratio of total: HDL-cholesterol concentration is influenced by two variables: sex and cigarette smoking.

There was no link between anti-hypertensive or statin therapy and CVD. Also, commonly accepted causal associations, such as systolic blood pressure and total: HDL-cholesterol ratio did not show a causal link to CVD events. This contrasts with a strong crude association between systolic blood pressure and CVD (from table 5.1. This analysis also did not causally link statins with the cholesterol ratio variable.

Indices of 'link influence' are given in table 5.2. These are beta-coefficients derived from regressing the effect (arrowhead) on the cause (tail of arrow),

Table 5.1: Sample characteristics by cardiovascular disease status (learning Bayesian network analysis): numbers (\% of column sample unless otherwise stated).

| Factor | CVD | No CVD | Total | Test stat. | $P$-value |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Total | 101 | 6155 | 6256 |  |  |
| Gender |  |  |  | Chisq. (1 df) | 0.343 |
| Men | 61 (60.4) | 3395 (55.16) | 3456 (55.24) |  |  |
| Age at enrolment |  |  |  | t-test | $<0.001$ |
| Mean (SD) | 61.73 (10.2) | 54.1 (10.45) | 54.22 (10.49) |  |  |
| Ethnic group |  |  |  | Chisq. (3 df) | 0.031 |
| Other | 62 (61.4) | 4348 (70.6) | 4410 (70.5) |  |  |
| Māori | 22 (21.8) | 826 (13.4) | 848 (13.6) |  |  |
| Pacific | 16 (15.8) | 773 (12.6) | 789 (12.6) |  |  |
| Indian | 1 (1.0) | 208 (3.4) | 209 (3.3) |  |  |
| Smoking status |  |  |  | Chisq. (1 df) | 0.012 |
| Yes | 28 (27.7) | 1082 (17.6) | 1110 (17.7) |  |  |
| Statin treatment at | seline? |  |  | Chisq. (1 df) | 0.127 |
| Yes | 20 (19.8) | 860 (14.0) | 880 (14.1) |  |  |
| Antihypertensive t | atment at base |  |  | Chisq. (1 df) | $<0.001$ |
| Yes | 48 (47.5) | 1637 (26.6) | 1685 (26.9) |  |  |
| Systolic blood pres | re (mmHg) |  |  | Rank sum test | $<0.001$ |
| Median (IQR) | $\begin{aligned} & 140(130, \\ & 150) \end{aligned}$ | $\begin{aligned} & 130(120, \\ & 142) \end{aligned}$ | $\begin{aligned} & 130(120, \\ & 143) \end{aligned}$ |  |  |
| Diagnosis of diabe |  |  |  | Chisq. (1 df) | 0.0143 |
| Yes | $24 \text { (23.8) }$ | 896 (14.6) | 920 (14.7) |  |  |
| Total to HDL-chole | rol ratio |  |  | Rank sum test | 0.744 |
| Median (IQR) | 3.71 (3.1, 4.8) | 3.8 (3.1, 4.7) | 3.8 (3.1, 4.7) |  |  |
| Premature Family | tory? |  |  | Rank sum test | 0.450 |
| Yes | 31 (30.7) | 1681 (27.3) | 1712 (27.4) |  |  |
| Other death? |  |  |  | Chisq. (1 df) | 0.930 |
| Yes | 0 (0.0) | 35 (0.6) | 35 (0.6) |  |  |
| IQR: Interquartile range. |  |  |  |  |  |
| HDL: high density lipoprotein. |  |  |  |  |  |
| Stat: statistic. |  |  |  |  |  |
| Chisq.: chi-square test of independence. |  |  |  |  |  |



Figure 5.2: DAG, derived from the grow-shrink algorithm. The grey box indicates the outcome variable. CVD: Cardiovascular disease. HDL: high-density lipoprotein cholesterol concentration. TC: total cholesterol concentration. BP: blood pressure.
using either linear or logistic regression, adjusting for other immediately adjacent influences on the effect variable. All links between age and other variables show strong evidence of association, along with ethnic group, male sex and diabetes and their causal links. Strong associations were noted between diabetes status and the use of preventive drugs.

From the logistic regression analyses, the greatest odds ratios were between ethnic group and diabetes status. Pacific people were 4.4 times more likely than 'Others' to be diagnosed with diabetes (estimated OR: 6.44, 95\% CI: 5.39, 7.70; prevalence of diabetes among 'Others': $8.6 \%$ ) and Indian people were almost four times more likely than 'Others' to have the diagnosis in this cohort (estimated OR: $5.14,95 \%$ CI: 3.78 to 7.00 ). For continuous outcome measures, those who used anti-hypertensive drugs had an average systolic blood pressure 7.30 $\mathrm{mmHg}(95 \% \mathrm{CI}: 6.28$ to 8.33 ) higher than people who did not use these drugs.

### 5.4 Discussion

This analysis showed that a DAG learning algorithm generated a plausible graph explaining the occurrence of CVD. The DAG captured some known re-

Table 5.2: Lists of causal links and estimated beta-coefficients from linear or logistic regression, adjusted for variables, as indicated in the DAG. Also odds ratios for logistic regression models.

| Cause | Effect | Low ${ }^{+}$ | High ${ }^{+}$ | Beta-coeff.(95\% CI) | Odds ratio (95\% CI) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Age (no adj.) | Other death | 43.4 | 65.2 | 1.25 (0.54 to 1.95) | 3.49 (1.72 to 7.06) |
| Age | CVD | 43.4 | 65.2 | 1.54 (1.11 to 1.97) | 4.65 (3.03 to 7.14) |
| Age | Statin use | 43.4 | 65.2 | 0.84 (0.69 to 0.99) | 2.31 (1.99 to 2.69) |
| Age | Antihypertensive | 43.4 | 65.2 | 1.44 (1.31 to 1.57) | 4.23 (3.72 to 4.82) |
| Age | Family history of CVD | 43.4 | 65.2 | $\begin{aligned} & -0.31(-0.43 \text { to } \\ & -0.20) \end{aligned}$ | 0.73 (0.65 to 0.82) |
| Age | Systolic blood pressure | 43.4 | 65.2 | 10.42 (9.5 to 11.34) | N/A |
| Age | Sex (men) | 43.4 | 65.2 | $\begin{aligned} & -0.73(-0.83 \text { to } \\ & -0.62) \end{aligned}$ | 0.48 (0.43 to 0.54) |
| Ethnic group (no adj.) | Diabetes | Other | Indian | 1.64 (1.33 to 1.95) | 5.14 (3.78 to 7.00) |
|  |  | Other | Māori | 1.03 (0.84 to 1.23) | 2.81 (2.31 to 3.42) |
|  |  | Other | Pacific | 1.86 (1.68 to 2.04) | 6.44 (5.39 to 7.70) |
| Ethnic group (no adj.) | Smoker | Other | Indian | $\begin{aligned} & -0.50(-0.99 \text { to } \\ & -0.01) \end{aligned}$ | 0.60 (0.37 to 0.99) |
|  |  | Other | Māori | 1.28 (1.12 to 1.45) | 3.60 (3.05 to 4.25) |
|  |  | Other | Pacific | 0.72 (0.54 to 0.91) | 2.06 (1.72 to 2.48) |
| Ethnic group <br> (adj. for age) | Family history of CVD | Other | Indian | 0.02 (-0.28 to 0.32) | 1.02 (0.75 to 1.37) |
|  |  | Other | Māori | $\begin{aligned} & -0.24(-0.41 \text { to } \\ & -0.07) \end{aligned}$ | 0.79 (0.67 to 0.93) |
|  |  | Other | Pacific | $\begin{aligned} & -1.03(-1.24 \text { to } \\ & -0.82) \end{aligned}$ | 0.36 (0.29 to 0.44) |
| Diabetes (adj. for age) | Statin use | No | Yes | 1.94 (1.77 to 2.10) | 6.94 (5.90 to 8.16) |
| Diabetes (adj. for age) | Antihypertensive use | No | Yes | 1.68 (1.53 to 1.84) | 5.38 (4.60 to 6.28) |
| Diabetes (adj. for age) | Other death | No | Yes | 1.23 (0.54 to 1.91) | 3.42 (1.72 to 6.79) |
| Statin use (adj. for age) | Antihypertensive use | No | Yes | 1.70 (1.55 to 1.86) | 5.49 (4.69 to 6.42) |
| Antihypertensive (adj. for age) | Systolic <br> blood pressure | No | Yes | 7.30 (6.28 to 8.33) | N/A |
| Smoker (no adj.) | CVD | No | Yes | 0.59 (0.15 to 1.03) | 1.80 (1.16 to 2.79) |
| Smoker (no adj.) | Other death | No | Yes | 1.02 (0.33 to 1.70) | 2.76 (1.39 to 5.50) |
| Smoker (no adj.) | Total: HDLcholesterol ratio | No | Yes | 0.51 (0.43 to 0.59) | N/A |
| Family history (adj. for ethnic group and age) | Statin Use | No | Yes | 0.42 (0.26 to 0.58) | 1.52 (1.30 to 1.79) |
| Sex (no adj.) | Total: HDLcholesterol ratio | Female | Male | 0.61 (0.55 to 0.67) | N/A |

CVD: Cardiovascular disease.
HDL: high density lipoprotein.
adj.: adjustment.
N/A: not applicable.
${ }^{+}$: for age, comparisons were made at the 84th and 16th centiles.
This allowed comparison with measures of effects from binary variables.
lationships, such as the influence of age and smoking on CVD. Age influenced other variables such as systolic blood pressure, preventive drug use and family history. Positive or higher values of these variables increased in probability with advancing age, except family history of premature CVD which is probably under-reported by older people.

The DAG may help inform variable selection when assessing the influence of ethnic group on CVD. In the DAG produced here, variables such as diabetes, cigarette smoking, and family history of premature CVD were 'caused' by ethnic group. These 'causal' relationships indicate that in trying to assess the effects of ethnic group on CVD, adjusting for any of these effects of ethnic group will likely underestimate this term's causal effect. Since it is only plausible that these variables are influenced by ethnic group, rather than the converse, adjusting for smoking status will result in an underestimate of the effect of ethnic group on risk of CVD event. In contrast, if one were trying, instead, to predict disease risk for an individual of a particular ethnic group, the distinction between confounder and mediator is not as important, so that including smoking status, a cause of CVD, in the risk equation may be logical if it improved prediction.

The DAG presented here also may help identify variables which Pearl terms barren proxies when conducting causal analyses. For example, consider a scenario in which one was to investigate the statistical evidence for a causal link between sex and CVD. In this case, including the cholesterol ratio variable as a covariate, which, in this dataset, is caused by sex, but does not show convincing evidence of influencing disease status, would increase (rather than reduce) bias in estimating the strength of association between sex and CVD. The value of excluding the cholesterol ratio in a causal analysis is distinct from the value which the variable may play in predicting disease onset.

If, on the other hand, predicting CVD was the aim, and the term 'statin use' was included, from this DAG, many influences on this variable were detected, such as diabetes, age, family history of disease. With so many observed influ-
ences on such variables, many more unobserved influences are likely to exist. So, when adjusting for statin use in a regression model which aims to predict, collider bias may be introduced from such unobserved variables.

If the DAG is a possible representation of causality, then assessing the influence of potential confounding factors on CVD incidence is simplified considerably. For example, for ethnic group, none of the variables shown in the DAG confounds the relationship between this variable and CVD. Thus, in assessing the causal effect of ethnic group, it may only be necessary to adjust for age. Again, if this DAG is valid, it would suggest that very few variables actually cause CVD, so in assessing the effect of various exposures, some adjustment may cause more harm than good. DAG considerations also counter the common practice in clinical research of reporting 'independent risk factors', after adjusting for a number of other variables [11]. From a DAG perspective, this approach assumes that all variables are not just associated with disease, but actually cause or are an antecedent to a cause of the disease in question, and similarly influence exposure (unless blocked by a collider). This approach allows variables to have differing causal relationships between each other variable, rather than assuming they only influence the outcome, as in the use of traditional regression methods.

Some unexpected links emerged from the analysis, such as the link between cigarette smoking and serum lipids. After reviewing publications about the topic, the statistical link between cigarette smoking and low HDL-cholesterol levels had been long described [103, 36].

These analyses are not intended to give the definitive view of the causes of CVD, since the dataset has limitations. These include type-2 errors (there were only 101 CVD events), information bias and unmeasured confounding. Rather, the data used in these analyses demonstrate how DAGs can provide an alternative view of the relationships between variables which may not be appreciated from traditional statistical methods.

Few other studies have used learning Bayesian networks to explore similar
datasets. The closest is Twardy [131] who used Bayesian network algorithms, based on minimisation of information metrics, to determine the causal structure of the data in two cohort studies of CVD. The authors did not exclude implausible relationships, as in this chapter. Also, their study was limited by a high proportion of cases in which some covariates were missing. In their 'final' model, several implausible relationships were present, such as diabetes and weight influencing age. Their model described age as the only influence on CHD and had some similar findings to this chapter, of age influencing many risk factors: total cholesterol, triglycerides, systolic blood pressure, smoking status and height. Unlike this analysis, causal links were drawn between diabetes and systolic blood pressure. This is a likely link not drawn in the DAG returned here.

In the future, it would be useful to apply this algorithm to a study which has collected similar information, in terms of outcomes and exposures. If the algorithm were to draw a similar DAG, the validity of the inferences from this chapter would be enhanced.

To summarise the implications of this analysis for statistical modelling, these results suggest that when assessing the causal influence of an exposure on CVD, at least one analysis should estimate the conditional association between disease status, only adjusted for age and the variables showing a causal association in the DAG. If other variables are included in the regression model, researchers must think carefully about whether they are likely to act as confounders, that is, causally influence both the exposure of interest and the outcome, rather than act as 'barren proxies'. The Bradford-Hill criteria [55] may be used to guide such decisions.

For prediction, many variables used in statistical models may be associated, but not causally related to disease. Variables with many causes (here, drug treatment) are likely to provide unreliable information, if further unobserved causes are present and are not included in analyses. If environmental conditions change, along with the nature of statistical associations with disease
status, then the model is likely to become unreliable. This suggests the need to update prediction models, along with prioritising the inclusion of variables which have strong evidence for causal influence.

## Conclusions

The derived graph provides useful information to aid variable selection when assessing causal relationships with disease, and since they are related concepts [120], the DAG is also useful in the development of models used for prediction.

## Chapter 6

## Analysis 4: The clinical utility of using drug treatment <br> variables to predict CVD

### 6.1 Background

In previous chapters, the strength of association between drug treatment and CVD has been estimated, conditional on other risk factors. The association between drug use or initiation and the disease is small, and generally shows increased rather than reduced risk. Other authors of risk prediction studies have reported positive associations between preventive drug use and CVD events. Some popular risk equations, such as those based on the Framingham study, do not include treatment [1]. The aim of this chapter is to assess the utility of drug use at baseline through determining if this extra data renders a model more 'clinically useful' than a simpler model that excludes drug use.

Aside from the strength of the association between the term and the outcome, it seems logical to use a metric of clinical utility to evaluate the relative merits of differing models, with or without drug use. This contrasts to the rel-
atively widespread use of primarily statistical indices used to evaluate these models [53].

One approach which requires little more information than that available from an epidemiological dataset uses net-benefit as the index by which the clinical usefulness of a model may be judged. This approach weighs the benefits of treating people with disease (true-positives), adjudicated by a positive 'test' from the model and disease developing during follow-up, against the harms of treating false-positives. A positive test is derived from deciding on a cut-point, above which model-based predictions are considered to indicate disease, or at least the need for treatment, and a negative test, which indicates no disease, and thus no need for treatment.

The model is judged by its ability to classify cases and non-cases at varying cut-points, based on model predictions of disease. The cut-point is considered to be that of clinical equipoise: the point at which the benefits of treating cases equal the harm from treating non-cases. Since there is uncertainty about this point, the threshold for treatment is varied and model performance assessed at differing thresholds. This performance is then contrasted with default alternative policies of 'treat-all' or 'treat-none'.

Here, the performance of a model with commonly recorded risk factors for CVD was compared with a model which also included baseline preventive treatment status: either statins or anti-hypertensives or both. The 'clinical utility' of these models was compared to assess whether drug information usefully improves disease classification.

### 6.2 Study design

### 6.2.1 Sample

This chapter compares model predicted with observed outcomes, people with at least two years follow-up were selected. Subjects enrolled between the 1st of Jan 2006 to the 31st of December 2006 were chosen (resulting in the same
cohort described in chapter 5). Two years after follow-up, it was determined if they had been admitted to hospital with CVD or died from CVD or other causes by consulting hospital diagnosis and cause of death information.

### 6.2.2 Statistical analysis

Analysis centred on building a multivariable Cox regression model for CVD events, with commonly measured indices of risk included as covariates (age, sex, ethnic group, diabetes and smoking status, total: HDL-cholesterol ratio, and systolic blood pressure). Model comparison was based on the method described by Vickers and Elkin, comparing the performance of classifying individuals using the model with policies of 'treat all' or 'treat none' [133]. This analysis assumes that model predictions assign treatment to individuals based on cut-points or thresholds of risk. If it is further assumed that at the extremes of risk patients will opt to not be treated (low-risk) or to be treated (high risk), then a threshold is reached in which the benefits of treatment of the true-positives are thought to equal the risks of treating the false-positives. In New Zealand, at the time of writing, for example, the threshold cut point is $10 \%$ risk 5 year risk [116]. This threshold was not determined by considering clinical utility, but was instead a result of drug rationing. Economic constraints are ignored in this analysis.

This threshold, expressed as an odds $\frac{1-p_{t}}{p_{t}}$, from a net-benefit point of view, is the ratio of the harm associated with a false-negative result (compared to a true-positive), to the harm from being treated unnecessarily due to a false positive result (compared to a true-negative). A model is then used to assign treatment based on the predicted probability of disease occurring during follow up Those with a predicted probability above the threshold $p_{t}$ are placed on treatment, while those below are not. A high $p_{t}$ close to 1 carries the assumption of little benefit from treatment, resulting in a high threshold for treatment, and a low $p_{t}$ near 0 conversely carries the assumption of little or no adverse effects from treatment.

The net-benefit is, then, a weighted difference of the proportion of truepositives identified by the model, using $p_{t}$ to assign treatment, and the proportion of false-positives, as follows:

$$
\text { Net benefit }=\frac{\text { true-positive count }}{n}-\frac{\text { false-positive count }}{n}\left(\frac{p_{t}}{1-p_{t}}\right)
$$

Where the true- and false-positive counts are the number of patients categorised by the model accordingly, with $n$ the total number of subjects in the analysis, and $p_{t}$ is the threshold probability (where the benefits of treating those with disease are thought to equal the harms of treating those without disease).

Under the assumptions of this analysis, if $p_{t}$ equals zero, this scenario represents both a treat-all scenario (all individuals will have a predicted risk $>0$ ), so that no harm occurs to those who are false-positives at the end of follow-up. If $p_{t}$ is at the other extreme, 1 , then this means that no subjects will be treated, and that no benefit from treatment is conferred to those who are true-positives at the end of follow-up.

Net-benefit is calculated at a range of clinically plausible treatment thresholds $p_{t}$ as follows:

1. Choose a value for $p_{t}$.
2. Calculate the number of true and false-positives resulting from categorising patients according to the rule in (1).
3. Calculate the net-benefit from the application of the rule.
4. Vary $p_{t}$ over an appropriate range and repeat steps (2) and (3).
5. Plot the results of the first four steps on a graph with $p_{t}$ represented on the $x$-axis and net-benefit on the $y$-axis.
6. Repeat the first 5 steps for each model being considered as clinically useful.
7. Repeat the first 5 steps under the assumption of treat all (all patients are considered positive).
8. Draw a straight line parallel to the $x$-axis at $y=0$, which represents the strategy of treat none.

These values may then be compared with default policies of treat-all or treatnone, which do not require a model to guide treatment decisions. The main comparisons in this chapter are the differences between performance of the model with and without drug treatment status (statin use, blood pressure lowering drug use, or both), as well as the range of probability thresholds $p_{t}$ in which use of the model was likely to be clinically useful. That is, use of the model resulted in an increase in net-benefit over treat-all or treat-none policies.

Once the net-benefit had been calculated, a threshold was chosen where the model was useful. The classification of a model with commonly measured risk factors, with or without drug treatment, was compared using net reclassification index (NRI) at that chosen threshold [92]. This index compares the number of people, appropriately reclassified as treatment positive or negative, comparing a candidate with an established model. The formula for this metric of comparative model utility is given by:

$$
\begin{aligned}
\mathrm{NRI}= & P(\text { change from low to high risk } \mid \text { disease })- \\
& P(\text { change from high to low risk } \mid \text { disease })+ \\
& P(\text { change from high to low risk } \mid \text { no disease })- \\
& P(\text { change from low to high risk } \mid \text { no disease })
\end{aligned}
$$

Where NRI represents 'net reclassification improvement', $P$ (change from low to high risk| disease) is the probability of changing to a higher risk category (in the new model, whereas the old model classified the subject as low risk), given the subject has disease, and so on. R software (version 2.15), including the rms and epicalc packages, was used for statistical analysis [94, 45, 19]. The depiction of the pre-
dictive accuracy of the models with and without treatment status was carried out using SPAN software [75].

### 6.3 Results

After the selection criteria were applied, 6256 subjects were available, 101 (1.6\%) of whom experienced a CVD event during follow-up, and 35 ( $0.6 \%$ ) of whom died of causes other than CVD. This was the same sample studied in chapter 5 From table 6.1, age-at-enrolment, ethnic group, smoking status, antihypertensive drug use, systolic blood pressure and diabetes status were significantly associated with event status. People who developed CVD were an average of 7.6 years older than those who remained disease free. Among ethnic groups, Māori were at highest risk of a CVD event (odds ratio: 1.87; 95\% CI: 1.09 to 3.10).

The results of the Cox models are presented in table6.2. Age-at-assessment had the strongest association with disease in both the crude and adjusted analyses. People who smoked at baseline were about twice as likely to experience a CVD event during follow-up compared to non-smokers in both crude and adjusted models. The association between systolic blood pressure and CVD was progressively attenuated with increasing levels of adjustment, with a two standard deviation change resulting in a 26 to $32 \%$ relative increase in hazard in the two multivariable models in which this term was included.

Total: HDL-cholesterol showed little association with CVD in both crude and adjusted models. Treatment with blood pressure lowering drugs, either alone, or in combination with statins, was strongly associated with CVD, however, these relationships were reduced after adjustment for commonly measured risk factors. The association between diabetes and CVD was attenuated by the inclusion of drug treatment, indicating that some of the excess risk from drug treatment may be due to the complications and excess risk of diabetes which is, itself, strongly associated with preventive drug treatment. Very lit-

Table 6.1: Sample characteristics by CVD status: count (\% of column sample unless otherwise stated).

|  | CVD | No CVD | Total | Test stat. | $P$-value |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Total <br> Gender <br> Men <br> Age at enrolment <br> mean(SD) | 101 | 6155 | 6256 |  |  |
| Ethnic group | $61.73(10.2)$ | $54.10(10.45)$ | $54.22(10.49)$ | Chisq. (1 df) | 0.343 |
|  |  | $3395(55.16)$ | $3456(55.24)$ |  |  |
|  |  |  |  |  |  |
| Other |  |  |  |  |  |

CVD: Cardiovascular disease.
HDL: high density lipoprotein.
IQR: Interquartile range.
Stat: statistic.
df: degrees of freedom.
Chisq.: chi-square test of independence.

Table 6.2: Crude and adjusted hazard ratios derived from Cox models of CVD events, which included commonly measured risk factors as covariates with and without drug treatment variables.

| Characteristic | Low risk | High risk | Crude Odds ratio (95\% CI) | Adj. hazard ratio (95\% CI) $\dagger$ | $\begin{array}{lr} \hline \text { Adj.* } & \text { hazard } \\ \text { ratio } \quad(95 \% \\ \mathrm{CI}) \end{array}$ | $\begin{array}{ll} \hline \text { Adj.\# } & \text { haz- } \\ \text { ard ratio } \\ (95 \% \mathrm{CI}) & \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age at assessment (years) | 43.4+ | 65.2++ | $\begin{aligned} & \hline \hline 4.60 \text { (3.02 to } \\ & 7.01) \end{aligned}$ | $\begin{aligned} & \hline 5.21 \text { (3.39 to } \\ & 7.99) \end{aligned}$ | $\begin{aligned} & \hline 5.50(3.49 \text { to } \\ & 8.67) \end{aligned}$ | $\begin{aligned} & \hline \hline 5.11 \text { (3.21 to } \\ & 8.12) \end{aligned}$ |
| Sex | Women | Men | 1.24 ( 0.83 to 1.84) |  | $\begin{aligned} & 1.56 \text { ( } 1.04 \text { to } \\ & 2.34) \end{aligned}$ | $\begin{aligned} & 1.59 \text { ( } 1.05 \text { to } \\ & 2.39 \text { ) } \end{aligned}$ |
| Ethnic group | Other | Indian | $\begin{aligned} & 0.66 \text { ( } 0.25 \text { to } \\ & 1.80 \text { ) } \end{aligned}$ |  | $\begin{aligned} & 0.49(0.07 \text { to } \\ & 3.60) \end{aligned}$ | $\begin{aligned} & 0.48 \text { ( } 0.07 \text { to } \\ & 3.49 \text { ) } \end{aligned}$ |
|  | Other | Māori | $\begin{aligned} & 1.80 \text { ( } 1.27 \text { to } \\ & 2.56 \text { ) } \end{aligned}$ |  | $\begin{aligned} & 2.07 \text { (1.24 to } \\ & 3.45) \end{aligned}$ | $\begin{aligned} & 1.99 \text { (1.19 to } \\ & 3.33) \end{aligned}$ |
|  | Other | Pacific | $\begin{aligned} & 1.54 \text { ( } 1.05 \text { to } \\ & 2.25 \text { ) } \end{aligned}$ |  | $\begin{aligned} & 1.62(0.90 \text { to } \\ & 2.90) \end{aligned}$ | $\begin{aligned} & 1.57 \text { ( } 0.87 \text { to } \\ & 2.81 \text { ) } \end{aligned}$ |
| Smoking? | No | Yes | $\begin{aligned} & 1.79 \text { (1.16 to } \\ & 2.76) \end{aligned}$ | $\begin{aligned} & 2.42 \text { ( } 1.55 \text { to } \\ & 3.77 \text { ) } \end{aligned}$ | $\begin{aligned} & 2.01 \text { ( } 1.28 \text { to } \\ & 3.17) \end{aligned}$ | $\begin{aligned} & 2.00 \text { ( } 1.27 \text { to } \\ & 3.15 \text { ) } \end{aligned}$ |
| Diabetes? | No | Yes | $\begin{aligned} & 1.82 \text { ( } 1.15 \text { to } \\ & 2.89 \text { ) } \end{aligned}$ |  | $\begin{aligned} & 1.29 \text { ( } 0.79 \text { to } \\ & 2.10 \text { ) } \end{aligned}$ | $\begin{aligned} & 1.16 \text { ( } 0.69 \text { to } \\ & 1.95 \text { ) } \end{aligned}$ |
| Systolic Blood <br> Pressure <br> ( mmHg ) | 116+ | 150++ | $\begin{aligned} & 1.87 \text { ( } 1.37 \text { to } \\ & 2.56 \text { ) } \end{aligned}$ |  | $\begin{aligned} & 1.32 \text { ( } 0.94 \text { to } \\ & 1.86 \text { ) } \end{aligned}$ | $\begin{aligned} & 1.26 \text { ( } 0.89 \text { to } \\ & 1.79 \text { ) } \end{aligned}$ |
| Total to HDL cholesterol ratio | 2.80+ | 5.13++ | $\begin{aligned} & 1.03 \text { ( } 0.73 \text { to } \\ & 1.45 \text { ) } \end{aligned}$ |  | 1.12 ( 0.78 to 1.61) | $\begin{aligned} & 1.15 \text { ( } 0.80 \text { to } \\ & 1.66 \text { ) } \end{aligned}$ |
| Statin treatment only | None | Statin use | $\begin{aligned} & 1.32 \text { ( } 0.41 \text { to } \\ & 4.22 \text { ) } \end{aligned}$ |  |  | $\begin{aligned} & 1.63 \text { ( } 0.51 \text { to } \\ & 5.27 \text { ) } \end{aligned}$ |
| Blood pressure treatment only | None | BP drug use | $\begin{aligned} & 2.33 \text { (1.49 to } \\ & 3.65) \end{aligned}$ |  |  | $\begin{aligned} & 1.39(0.86 \text { to } \\ & 2.24) \end{aligned}$ |
| Both drugs | None | Both drugs | $\begin{aligned} & 2.67 \text { ( } 1.54 \text { to } \\ & 4.63 \text { ) } \end{aligned}$ |  |  | $\begin{aligned} & 1.48 \text { ( } 0.80 \text { to } \\ & 2.73 \text { ) } \end{aligned}$ |
| $c$-index |  |  |  | 0.7286 | 0.7596 | 0.7635 |

$c$-index: Harrell's concordance statistic.
HDL: high density lipoprotein. Adj.: adjusted.
$\dagger$ Adjusted for age at assessment and smoking status.
*Adjusted for age at assessment, sex, ethnic group, smoking, diabetes,
systolic blood pressure and total: high density lipoprotein cholesterol concentration.
\#Adjusted for age at assessment, sex, ethnic group, smoking, diabetes,
systolic blood pressure and total: high density
lipoprotein cholesterol concentration
and both statin and antihypertensive drug use.

+ Measured at the 16th centile. ++ Measured at the 84th centile.
tle difference in the discrimination indices ( $c$-statistic) were noted between the models which included standard risk factors, compared to that which also included drug information. A simplified model, which only included age and cigarette smoking status had a $c$-statistic about 0.03 lower than the more complex models.

The difference between the three models was investigated by plotting netbenefit at different $\left(p_{t}\right)$ thresholds used to guide treatment (figure6.1). The three models included one with commonly measured risk factors without drugs, and one with this variable included. The third was simplified, and only included age and smoking status, and was included as a reference. The betacoefficients and the $c$-statistic of the model were similar, comparing the model which added drug treatment to the commonly measured variables, to that which excluded the drug information.

The figure 6.1 shows the change in net-benefit from the use of a Cox model with differing levels of covariate information included. As expected, the maximum net-benefit is at the point at which the predicted probability threshold $p_{t}$ is 0 . This point on the figure corresponds to an assumption that the drug confers only benefit to those who become cases at the end of follow-up, with no harm incurred to false-positives. Similarly, the threshold probability $\left(p_{t}\right)$ of about 3 times the cumulative incidence of disease ( $5 \%$ ) is associated with almost no treatment, since almost all subjects are below this risk level. This point on the plot corresponds to a minimum net-benefit (0) as no subjects are treated. By comparing the plot of the net-benefit derived from the model with a policy of treat-all (dashed line, that is a line with slope -0.958 and coinciding with maximum net-benefit of 0.016), and treat-none (net-benefit=0), the model only usefully informs clinical decision making (resulting in positive net-benefit) between the probability thresholds of 2 and 5\% 2-year risk of CVD.

The treat-all scenario assumes that all cases and non-cases are treated, with a roughly linear decrease observed in net-benefit as the ratio of harms to benefit increases. This negative slope corresponds to increasing harm from treating


Figure 6.1: Net-benefit associated with the use of different CVD prediction models for varying threshold probabilities $\left(p_{t}\right)$ for 2-year CVD risk.
all the non-cases. The figure 6.2 also illustrates that the full model only outperforms a simplified model (that includes only age and smoking status as predictors) between 2 and 4 percent 2-year risk.

Also, comparing the benefit of a model with common risk factors, with or without preventive drug treatment added, there is little or no overall net-benefit gain from including the extra treatment information. The difference between the two indices is less than a net-benefit of 0.0001, or 1 more true positives identified, for every 10,000 weighted false positives, or $0.67 \%$ of the maximum possible net-benefit (0.015).

The incremental change of adding statin or blood pressure lowering drug


Figure 6.2: Scaled rectangle diagram [75] depicting model predicted high risk patients ( $\geq 3 \% 2$ year risk) and comparing them with their disease status at 2 years follow-up. One model had standard risk factors, and the other had these variables as well as preventive drug use data at enrolment.
treatment status to a model with commonly measured risk variables was considered, to classification of treatment status at a threshold, which was indicated in the net-benefit analysis to be clinically useful (3\% 2-year risk), compared to 'treating all' or 'treating none'. The discrimination of the models at this threshold are depicted in a scaled rectangle diagram [75] (figure 6.2) which contrasts model prediction (high risk) and disease status at the end of follow-up. The outer rectangle represents the total sample analysed in this chapter, the smallest rectangle is the cases of CVD at 2-years follow-up, and the medium sized rectangles represent the two model predicted high risk groups, at the $3 \%$ two year threshold.

Of the 101 CVD cases, 11 were re-classified: 6 correctly upward with the treatment model, and 5 downward. Of the 6155 without disease at the end
of follow-up, 110 were correctly downward classified by the treatment model, whereas 131 were incorrectly upwardly reclassified. At this 3\% threshold, the net reclassification improvement resulted in a modest improvement for the model which included drug treatment ( $0.65 \%$; $95 \% \mathrm{CI}$ : $-5.8 \%$ to $7.1 \%$ ); however, this figure was not significant.

### 6.4 Discussion

In this chapter, a model for CVD risk prediction had a clinical utility between the two year risk thresholds of two and five per cent, compared with other policies which do not require a model: treat all or treat none. Little difference was found between models which included commonly measured risk factors, with or without information about subjects' blood pressure lowering or statin treatment status at study enrolment.

A strength of this analysis is that it explicitly considers the likely clinical benefit of a model. That is, this method weighs the benefits conferred to those who go on to get disease against the harms from side effects from treatment of people who would remain disease free with or without treatment.

A limitation of this analysis is that it did not consider the problem of overfitting [44], which may lead to poorer performance of this model if it were applied to independently collected data. Since all models investigated had relatively few parameters, compared to the number of outcomes and subjects, this issue is not likely to pose a serious threat to the study validity.

In addition, this method assumes that the model is derived from a cohort study of the natural history of disease, however, in this cohort, almost 30\% were treated with either a statin or antihypertensive drug or both, when assessed at baseline. This analysis, therefore, assumes that the treatment assigned will bring benefits not observed in these data. From the analysis carried out in chapter 7 on page 94 and from the overall picture, it is unlikely that this is a serious threat to the validity of this analysis, as the effects of drugs in this cohort
are likely to be small.
Compared to other methods, net-benefit does not consider the costs of negative tests, either true-negatives or false-negatives. This is justified in that subjects who are test negative (not treated) can not receive either benefit or harm from the drug, since they are not exposed to it. It may be argued that a false-negative may not undertake lifestyle change that would be otherwise beneficial, if they thought they were at high risk of disease. This analysis only considers the relative harms and benefits of those who would be treated with drugs.

Another limitation of the analysis is the short follow-up time, so that predictions are relatively short-term, compared to other major CVD risk equations [51, 25]. This also limited the statistical power of the study, due to small number of disease events. However, it could be envisaged that the clinical management of CVD risk entails patients being given short term risk prediction (two year), with risk status reassessed at two yearly intervals.

The next question which follows is what is the likely risk-benefit probability of treatment threshold $\left(p_{t}\right)$ ? Also, does this threshold correspond to the region from which this analysis indicates that the model is clinically useful? National CVD guidelines may inform where this threshold has been estimated by large scientific bodies. When considering an appropriate threshold, simplifying assumptions are made, that those who get disease receive only benefit from the drug, whereas those who remain free of disease receive only side effects.

In the United States, the equivalent of a $2 \%$ 2-year risk of CVD is recommended as the threshold for starting statins, assuming that the hazard of event over 10 years is constant, although the authors of the guidelines admit the cost-effectiveness of this approach is marginal at this threshold, and above the threshold of 4\% 2-year risk (20\% 10-year risk), treatment is more easily justified [20]. In the U. S., people judged to be at less than 2\% 2-year risk are generally considered too low risk to treat with drugs. In New Zealand, at the time of writing, predicted risk greater than $10 \%$ after 5 -years is considered the thresh-
old for treatment [116], which corresponds roughly to a $4 \%$ two year risk, if the hazard of disease throughout study follow-up is assumed constant. If treatment thresholds are set where the benefit of treating those who get disease equal the harm from treating those who remain disease free, these guidelines carry the implicit assumption that failing to give a patient who ultimately gets disease preventive drug treatment is 50 (reciprocal of $2 \% ; 1 / 0.02$ ) to 24 times ( $1 / 0.04$ ) worse than unnecessarily treating an individual with drug therapy who does not go on to get disease, throughout the 2 years of follow-up.

No document, to the author's knowledge, explicitly addresses the issue of the risks and benefits of statin and antihypertensive drug treatment, among those who would become cases and those who remain disease free, from which a sensible value for $p_{t}$ could be derived. If, on the basis of trial data, it is assumed that the relative reduction in CVD event rates for true-positives from combined treatment with statins and anti-hypertensive drugs is about $30 \%$ relative reduction [115] (this assumption is questioned in chapter 7), and that the relative harm from treatment for false-positives is a relative increase in serious adverse events of $0.1 \%$ (rhabdomyolysis) over three years follow-up [105], then the cut-point $p_{t}$ of $0.3 \%(0.001 / 0.3)$ may be justified. From this analysis, however, the use of a model could not be justified at this cut-point, since it would be more sensible to treat all. Budgetary constraints are ignored here.

If instead, it is accepted that more minor, but still clinically important, adverse events from statin use score as harm, then a higher threshold may be justified. These include, for statins, myalgias and liver enzyme rises which occur at an increased incidence of about $5 \%$ over a median follow-up of three years [105], so a more modest probability threshold may be used of $16.7 \%$ ( $5 \% / 30 \%$ ). At this threshold, however, a model could not be justified, since the net-benefit from using the model would be similar to a policy of treat none. If, instead, one considered that the harm to benefit ratio was somewhere in between these two extreme figures, then a $3 \%$ two year threshold $\left(p_{t}\right)$ may be justified.

### 6.4.1 Conclusion

This is the first known use of this method to examine the potential benefits of a risk prediction model to guide drug treatment for CVD. Information about drug use at enrolment in the study did not significantly improve the proportion of individuals who were correctly classified into a high risk group by the model.

## Chapter 7

## Analysis 5: Publication bias

## in studies of statin use to

## prevent CVD

### 7.1 Background

The analyses which have been conducted so far have focused on the use of observational data to assess the strength of association between statin and blood pressure lowering drugs and incident CVD, in populations free of diagnosed disease when enrolled. An argument is often put forward that data from observational studies should be discarded if randomised trial results are available. A potential problem, however, with randomised controlled trials is that of publication bias. This is underlined, in the case of statins, with the report that a large phase 3 , primary prevention, statin trial undertaken in five countries was stopped prematurely. The sponsoring drug company justified this by stating that the trial did not fit with the company's marketing interests 68].

For the use of statins, for example, almost all studies of these drugs are supported by drug company funding. This situation makes the presence of pub-
lication bias more likely [9]. Despite this threat to the validity of information from industry funded studies, statins are usually justified by meta-analyses of randomised trials. Of the most highly cited study summaries for the use of statins, two support their use [114, 12], while another does not [95]. An assumption of meta-analyses and their summary measures of effect is that the constituent studies are an unbiased sample of potential trials. However, when this is not the case, publication bias may occur. Standard assessments of publication bias, such as the Egger test and inspection of funnel plots, have been developed [31, 113].

For statins, these tests do not appear to show any publication bias in metaanalyses that have been reported [114, 12, 95]. However, the tests have limitations; they are only suitable when the number of trials in a meta-analysis is fairly large and are dependent on a relationship between the reported odds ratio and its variance [31]. These limitations are less problematic for an exploratory method developed by Ioannidis and Trikalinos [57], which is a Monte Carlo method with fewer assumptions. Here this technique is applied to reported meta-analyses of statins for the prevention of CVD in high risk patients, with the aim of detecting publication bias in these studies, if it is present.

### 7.2 Method

### 7.2.1 Identification of studies

The online databases Google Scholar and Medline were queried with the terms 'statins', together with 'meta-analysis' or 'systematic reviews', along with the term 'primary prevention' to locate the most often cited meta-analyses relevant to the topic of use of statins to prevent CVD. Analyses had to report the total number of participants and events in the treatment and control groups. Studies which adjusted for variables collected after randomisation or those that did not report the trial's $2 \times 2$ table were excluded. It was also required that studies report either total CVD or CHD events (death or hospital treatment for such a
condition), or CVD death, or total mortality.

### 7.2.2 Methods to examine publication bias

We adapted a method designed by Ioannidis and Trikalinos [57], which compares the observed number of positive trials in a meta-analysis, with the expected, if the summary measure of effect, averaged over individual trials, is true. Excess in the observed number of positive trials, compared to the expected, is evidence of publication bias.

The observed number of positive trials in each meta-analysis, $O_{\alpha}$, at a given level of statistical significance, $\alpha$, was calculated by applying Fisher's exact test to the reported $2 \times 2$ table data of each trial. The Fisher one-sided $P$-value was doubled to make a two-sided test.

The corresponding expected number of positive trials, $E_{\alpha}$ was obtained by summing the statistical powers of each study. The statistical power depended on a given measure of effect which, here, was the pooled odds ratio of the meta-analysis. To obtain the power of a trial, it was assumed that the pooled odds ratio of the meta-analysis was the true measure of effect. By simulating each trial, with the given pooled odds ratio, and the same number of treated and non-treated as in the real trial, the power of the trial, for a given $\alpha$ was estimated as the proportion of simulated trials that were statistically significant, again by a Fisher's exact test (two-sided). The simulated number of events in the treated and untreated groups was done with binomial sampling. By simulating each constituent trial, with the given odds ratio, and the same number of treated and non-treated as in the real trial, the power of the trial was estimated as the proportion of simulated studies that were positive, again by a Fisher's exact test. In the untreated group, the binomial proportion was the percentage of actual events reported in the study and, in the treated group, the binomial sampling proportion was the untreated percentage multiplied by the risk ratio which was derived from the assumed odds ratio. We used 10000 simulations for each trial and obtained the observed and expected counts for different lev-
els of statistical significance $\alpha$. The difference between $O_{\alpha}$ and $E_{\alpha}$ was tested by a two-sided chi-square with one degree of freedom. Plots of $O_{\alpha}$ and $E_{\alpha}$ against $\alpha$ were drawn.

Trikalinos and Ioannidis distinguish between two patterns of results. One was when $O_{\alpha}$ and $E_{\alpha}$ were not statistically different for any $\alpha<0.1$, suggesting no evidence of bias, and another when for some $\alpha<0.1$ statistical significance was achieved, suggesting the presence of publication bias.

In these tests, a liberal $10 \%$ level for statistical significance of the $O_{\alpha}$ and $E_{\alpha}$ difference was adopted. A less stringent level of 0.1 is often used in studies of publication bias, as the number of published trials is usually small [31]. $R$ software was used, including the rmeta and metafor packages, for all study calculations.

The seven reported meta-analyses were separately examined for publication bias, and then all individual studies were combined from the available meta-analyses into a 'meta-meta-analysis'. For this overall summary, when the same trial appeared in two or more of the meta-analyses, possibly using data published at different times, only data from the last publication was used. The commands used in this chapter have been compiled into a library called PubBias version: 1.0 and made available on the R-software online repository, CRAN.

### 7.3 Results

Seven meta-analyses were obtained that fitted our criteria [12, 114, 95, 13, 81, 130, 28]. Another study, the Cholesterol Treatment Triallists' collaboration (CTT), was identified, but the trials consisted of a mix of primary and secondary prevention that compared statin with placebo, as well as trials that compared one statin regime with another [17]. There were 26 CTT trials and we omitted the 5 that were statin versus statin, at different dosages, leaving 21 placebo versus statin trials. Among these 21 trials there was a mix of patients; not all were

Table 7.1: Summary of recent meta-analyses of randomised-trials which assess the effect of statin use on risk of CVD event, conducted in people at raised risk of a CVD event.

| Paper | Included studies | Total | Period | Outcome | Pooled effect estimate ( $95 \% \mathrm{CI}$ ) | Random or fixed effect? | Publication bias? | Comments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \hline \text { Brugts } \\ & (2009) \end{aligned}$ | 9 | 70388 | 1990 to 2008 | All-cause mortality | $\begin{aligned} & \hline \text { OR: } 0.88 \\ & (0.81 \text { to } 0.96) \end{aligned}$ | Fixed | Egger test and funnel plot negative | No heterogeneity of the treatment effect in clinical subgroups. |
|  |  |  |  | Coronary heart disease <br> Cerebrovas-cular disease | OR: 0.70 <br> (0.61 to 0.81) <br> OR: 0.81 <br> ( 0.71 to 0.93 ) |  |  |  |
| Bukkapatnam (2010) | 6 | 11404 | 1985 to 2009 | All-cause mortality | $\begin{aligned} & \text { RR: } 0.90 \\ & (0.60 \text { to } 1.35 \text { ) } \end{aligned}$ | Random | No publication bias (Egger test) | Women only. |
|  |  |  |  | Any coronary disease | $\begin{aligned} & \text { RR: } 0.78 \\ & (0.64 \text { to } 0.96 \text { ) } \end{aligned}$ |  |  |  |
| Cholesterol <br> Treatment <br> Triallists <br> (2010) | 21 | 129526 | Up to 2009 | $\begin{aligned} & \text { RR: } 0.78 \text { ( } 0.76 \text { to } \\ & 0.81 \text { ) } \end{aligned}$ | Not stated | No mention | 8/21 studies conducted in people with history of CVD. |  |
| De Vries (2012) | 4 | 10187 | 1966 to 2011 | Major CVD | $\begin{aligned} & \text { RR: } 0.75 \\ & (0.51 \text { to } 0.92) \end{aligned}$ | Both <br> ran- <br> dom <br> and <br> fixed <br> effect | No publication bias (visual inspection of funnel plot) | Diabetic patients only |
|  |  |  |  | Fatal and non-fatal stroke | $\begin{aligned} & \text { RR } 0.69(0.51 \\ & \text { to } 0.92) \end{aligned}$ |  |  |  |
|  |  |  |  | Fatal and non-fatal MI | $\begin{aligned} & \text { RR: } 0.70 \\ & (0.54 \text { to } 0.90) \end{aligned}$ |  |  |  |
|  |  |  |  | All-cause mortality | $\begin{aligned} & \text { RR: } 0.84 \\ & \text { ( } 0.65 \text { to } 1.09 \text { ) } \end{aligned}$ |  |  |  |
| Naci (2013) | 18 | 68335 | 1985 to 2013 | All-cause mortality | $\begin{aligned} & \text { OR: } 0.91 \\ & (0.85 \text { to } 0.98) \end{aligned}$ | Random No mention |  | Network meta-analysis; primary prevention subset reported here |
|  |  |  |  | Major coronary events | $\begin{aligned} & \text { RR } 0.73(0.68 \\ & \text { to } 0.80) \end{aligned}$ |  |  |  |  |
| Ray (2010) | 11 | 65229 | 1970 to 2009 | All-cause mortality. | $\begin{aligned} & \text { RR: } 0.93 \\ & (0.86 \text { to } 1.00) \end{aligned}$ | Fixed <br> (ran- <br> dom <br> also <br> re- <br> ported) | No evidence | No relationship between difference in LDL-C and mortality. |
| $\begin{aligned} & \text { Taylor } \\ & \text { (2013) } \end{aligned}$ | 18 | 56934 | 1994 to 2012 | All-cause mortality. | $\begin{aligned} & \text { RR: } 0.86 \\ & (0.79 \text { to } 0.94) \end{aligned}$ | Fixed | Funnel plot negative | Included studies with $\geq 10 \%$ of participants with CVD at enrolment. |
|  |  |  |  | CVD (fatal and non-fatal) | $\begin{aligned} & \text { RR: } 0.75 \\ & (0.70 \text { to } 0.81) \end{aligned}$ |  |  |  |
| $\begin{aligned} & \text { Tonelli } \\ & (2011) \end{aligned}$ | 29 | 80711 | $\begin{aligned} & 1950 \text { to early } \\ & 2011 \end{aligned}$ | All-cause mortality. Non-fatal myocardial infarction | RR: 0.90 <br> (0.79 to 1.03) <br> RR: 0.64 <br> ( 0.49 to 0.84 ) | Random Not investigated |  | Restricted to low risk patients. |
|  |  |  |  | Non-fatal stroke | RR: 0.81 <br> (0.68 to 0.96 ) |  |  |  |  |

CVD free at start, and so they were not strictly preventive trials. Nevertheless, since the majority of patient in the trials were apparently disease free at the outset, the subset of 21 trials was included as a meta-analysis. One further difficulty, however, is that the numerators, but not denominators, in each arm of these trials was not reported. Since the treated and control groups of these trials were apparently equal, denominators in each arm were assumed to be half the total size of each trial.

Table 7.1 shows some differences in the effect of statins, as judged from pooled effect estimates, from meta-analyses. Of the eight studies which reported summary measures of effect, five supported the use of statins to reduce all-cause mortality, and of the seven that reported the incidence of CVD, all reported a significant decrease in disease events in the treated, compared to the control, group. Of those which supported statin use (Brugts, Taylor, Bukkapatnam, CTT, De Vries, Naci, Taylor and Tonelli), the summary risk or odds ratios were relatively small ( 0.64 to 0.75 ), indicating between a 25 to $36 \%$ relative reduction in CVD event rates. The Ray study only reported all-cause mortality. Benefits to total mortality were less than those reported for CVD or CHD outcomes.

Summary numbers of participants, events, odds ratios and comparisons of observed to expected number of positive trials are displayed in table 7.2. Overall, the proportion of mortality in the study population was $5 \%(2047 / 40831)$ in the untreated groups, compared to $4 \%(1874 / 47305)$ for overall mortality outcomes. No evidence of publication bias was found at the $5 \%$ significance level in any of the eight studies when analysed separately, although there was consistently an excess of observed over expected number of significant trials (except the CTT and one Tonelli end-point). When all unique constituent trials were combined into a 'meta meta-analysis', some evidence of an excess of observed over expected positive trials for both endpoints was found, with 2.4 positive trials expected, when four were reported positive for the all-cause mortality outcome. This difference was not significant at the 0.10 level $(P=$

Table 7.2: Evidence for publication bias of trials reported as significant at the $5 \%$ significance level.

| Study | Number of studies in metaanalysis (end point) | Untreated; events/ $n$ | Treated; events/ $n$ | Summ. <br> odds <br> ratio <br> (95\% CI) | Number observed sign. at 5\% level | Number ex- <br> pected sign. <br> at 5\% <br> level | Chisquare $P$ value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \text { Brugts } \\ & (2009) \end{aligned}$ | 9 (all-cause mortality) | $\begin{aligned} & \hline \hline 1925 / \\ & 33793 \end{aligned}$ | $\begin{aligned} & \hline \hline 1725 / \\ & 33683 \end{aligned}$ | $\begin{aligned} & \hline 0.89(0.81 \\ & \text { to } 0.96) \end{aligned}$ | 2 | 1.7 | 0.81 |
| $\begin{aligned} & \text { Brugts } \\ & (2009) \end{aligned}$ | $7 \dagger$ (CHD events) | $\begin{aligned} & 1266 / \\ & 23946 \end{aligned}$ | $\begin{aligned} & 966 / \\ & 23823 \end{aligned}$ | $\begin{aligned} & 0.75 \dagger \\ & (0.69 \text { to } \\ & 0.82) \end{aligned}$ | $5 \dagger$ | 4.1 | 0.49 |
| Brugts (2009) | $9 \text { (stroke }$ events) | $\begin{aligned} & 767 / \\ & 33683 \end{aligned}$ | $\begin{aligned} & 627 / \\ & 33683 \end{aligned}$ | $\begin{aligned} & 0.88(0.71 \\ & \text { to } 0.93) \end{aligned}$ | 3 | 2.0 | 0.43 |
| Bukapatnam (2010) | 2 (all-cause mortality) | 46/3216 | 33/3137 | $\begin{aligned} & 0.73(0.47 \\ & \text { to } 1.15) \end{aligned}$ | 1 | 0.3 | 0.15 |
| Bukapatnam (2010) | $\begin{aligned} & 2 \text { (CHD } \\ & \text { events) } \end{aligned}$ | $\begin{aligned} & 206 / \\ & 2363 \end{aligned}$ | $\begin{aligned} & 163 / \\ & 2392 \end{aligned}$ | $\begin{aligned} & 0.75(0.60 \\ & \text { to } 0.94) \end{aligned}$ | 1 | 0.8 | 0.85 |
| CTT (2010) | 21 (major vascular events) | $\begin{aligned} & 7136 / \\ & 64758 \end{aligned}$ | $\begin{aligned} & 8934 / \\ & 64758 \end{aligned}$ | $\begin{aligned} & 0.76(0.74 \\ & \text { to } 0.79) \end{aligned}$ | 11 | 15.5 | N/A |
| de Vries (2012) | 4 (major CVD events) | $\begin{aligned} & 576 / \\ & 5087 \end{aligned}$ | $\begin{aligned} & 454 / \\ & 5100 \end{aligned}$ | $\begin{aligned} & 0.73(0.64 \\ & \text { to } 0.83) \end{aligned}$ | 3 | 2.6 | 0.65 |
| Naci (2013) | 18 (all-cause mortality) | $\begin{aligned} & 1484 / \\ & 33884 \end{aligned}$ | 1369/34451 | $\begin{aligned} & 0.91(0.85 \\ & \text { to } 0.98) \end{aligned}$ | 2 | 1.2 | 0.43 |
| Naci (2013) | 15 (major coronary events) | $\begin{aligned} & 1392 / \\ & 35150 \end{aligned}$ | $\begin{aligned} & 1037 / \\ & 35470 \end{aligned}$ | $\begin{aligned} & 0.73(0.68 \\ & \text { to } 0.80) \end{aligned}$ | 2 | 0.9 | 0.21 |
| $\begin{aligned} & \text { Tonelli } \\ & (2011) \end{aligned}$ | 23 (all-cause mortality) | $\begin{aligned} & 1518 / \\ & 36608 \end{aligned}$ | $\begin{aligned} & 1419 / \\ & 42887 \end{aligned}$ | $\begin{aligned} & 0.90(0.83 \\ & \text { to } 0.97) \end{aligned}$ | 2 | 1.4 | 0.75 |
| $\begin{aligned} & \text { Tonelli } \\ & (2011) \end{aligned}$ | 12 (non-fatal <br> MI) | $\begin{aligned} & 437 / \\ & 24285 \end{aligned}$ | $\begin{aligned} & 288 / \\ & 25327 \end{aligned}$ | $\begin{aligned} & 0.63(0.54 \\ & \text { to } 0.73) \end{aligned}$ | 3 | 3.2 | N/A |
| $\begin{aligned} & \text { Tonelli } \\ & (2011) \end{aligned}$ | 9 (non-fatal stroke) | $\begin{aligned} & 288 / \\ & 18440 \end{aligned}$ | 231/18893 | $\begin{aligned} & 0.80(0.67 \\ & \text { to } 0.95) \end{aligned}$ | 1 | 0.9 | 0.93 |
| Ray (2010) | 11 (all-cause mortality) | $\begin{aligned} & 1447 / \\ & 32606 \end{aligned}$ | $\begin{aligned} & 1346 / \\ & 32623 \end{aligned}$ | $\begin{aligned} & 0.93(0.86 \\ & \text { to } 1.00) \end{aligned}$ | 2 | 0.9 | 0.23 |
| Taylor (2013) | $\begin{aligned} & 9 \text { (total CVD } \\ & \text { events) } \end{aligned}$ | $\begin{aligned} & 1455 / \\ & 11913 \end{aligned}$ | $\begin{aligned} & 1103 / \\ & 11892 \end{aligned}$ | $\begin{aligned} & 0.72(0.66 \\ & \text { to } 0.78) \ddagger \end{aligned}$ | 6 | 3.6 | 0.11 |
| Taylor (2013) | 13 (all-cause mortality) | $\begin{aligned} & 1223 / \\ & 23652 \end{aligned}$ | $\begin{aligned} & 1077 / \\ & 24408 \end{aligned}$ | $\begin{aligned} & 0.86(0.79 \\ & \text { to } 0.94) \ddagger \end{aligned}$ | 2 | 1.4 | 0.59 |
| All studies | 31 (all-cause mortality) | $\begin{aligned} & 2047 / \\ & 40831 \end{aligned}$ | $\begin{aligned} & 1874 / \\ & 47305 \end{aligned}$ | $\begin{aligned} & 0.88(0.83 \\ & \text { to } 0.94) \end{aligned}$ | 4 | 2.4 | 0.29 |
| All studies | 24 (cardiovascular disease) | $\begin{aligned} & 3158 / \\ & 41052 \end{aligned}$ | $\begin{aligned} & 2443 / \\ & 42162 \end{aligned}$ | $\begin{aligned} & 0.74(0.70 \\ & \text { to } 0.78) \end{aligned}$ | 9 | 8.3 | 0.74 |

$\dagger$ In the original paper, an effect estimate is given for the HPS trial,
but the numbers of outcomes were unavailable.
Thus, the summary odds ratio was recalculated,
using the Mantel-Haenszel method for the 7 studies
for which numbers of people and numbers of events in each arm were available.
$\ddagger$ Recalculated summary measure of effect,
as odds rather than reported risk ratio.
CVD: cardiovascular disease. CHD: coronary heart disease. MI: myocardial infarction
OR: odds ratio. CI: confidence interval. Sign: significant.
0.29).

Figure 7.1 shows a plot of the expected number of positive studies, compared to the observed, for different levels of significance for the meta-metaanalyses. The greater the difference between the observed (solid black line with stepped increments) and expected number (curved dotted black line) of significant constituent studies, the greater the evidence of publication bias (grey dashed line indicates $P$-value for the difference). In both plots, the number of observed significant studies is nearly always greater than the expected number. The upper plot showing the CVD meta meta-analysis does not show convincing evidence of publication bias, however the lower plot which pools the mortality end-points does show some evidence of bias in the range of significance between 0.01 and 0.10 .

### 7.4 Conclusion

In the meta-analyses of the effects of statins in primary prevention populations, some evidence of publication bias has been found for effects on overall mortality. Since the summary effects on mortality are not substantial, between a 7 and $16 \%$ reduction in events, it is likely that, if no bias were present, little or no survival benefit of the drugs would be observed. For CVD outcomes in the individual meta-analyses and overall 'metameta-analyses', the comparison of the observed to expected number of positive trials was not significant at the $5 \%$ level, however, there was a consistent excess in the number of positive trials compared to the expected.

Some meta-analyses reported that there was no evidence of publication bias using funnel plots and the Egger test. Funnel plots are typically difficult to interpret and are sensitive to the choice of statistical measure of precision and choice of measure of effect used to compare studies [113]. The Egger test derives a measure of association between the effect estimate (usually $\log$ (odds ratio)) and its variance. The Egger test is only recommended when at least 10 individual studies are summarised into a pooled effect [61], while the Ioannidis
method used here has no such restriction. The latter has, however, been only considered an exploratory technique [57]. As meta-analyses of drug trials are increasingly popular and widely used to evaluate the effects of drug treatment, an assessment of the likelihood of publication bias using this technique is often warranted.

Few other studies address the issue of publication bias in trials of statin use directly, outside of meta-analyses. One report showed that in 192 randomised trials which compared one statin to another, the sponsor's drug was greater than 20 times more likely to show a favourable comparison to the competitor's product [9]. This study suggests that publication bias in reporting drug trial results is relatively common.

Ideally, it would be useful to identify all studies that have been carried out on the effect of statins for the primary prevention of CVD, if indeed, such studies exist. This type of analysis has been completed at least once before, estimating the effect of selective serotonin reuptake inhibitors on symptoms of depression in all studies, including those which were unpublished but submitted when the drugs were considered for approval by the Food and Drug Administration. The analysis showed no effect of treatment on the total sample, and the findings differed substantially to other meta-analyses which had been carried out on published works only [62]. Similar differences between metaanalyses which include all studies, including those which are unpublished, and those which only include published studies have been found when the effect of rosiglitazone on CVD has been examined [86, 73]. The drug was finally removed from the market due to safety concerns.

The findings of this chapter are important, since they cast doubt on the utility of clinical guidelines, such as those published by the National Institute for Health and Care Excellence for preventive use of statins, which recommends treatment with statins at a risk threshold of $20 \% 10$ year risk, after assessment using a predictive model [23]. Similarly, in New Zealand, at the time of writing (2014), statins are recommended at the threshold of $10 \% 5$ year risk [116].

Use of statins is widespread, and is a significant cost to the health system. In 2009, a Belgian team of researchers estimated that $8 \%$ of their country's annual health budget was spent on statins [85]. In Australia, a recent nationally representative survey showed that $30 \%$ of adult participants, over the age of 50 years, had taken this class of drug in the last twenty four hours [80]. In New Zealand, in 2012, statin expenditure was reported at NZ\$70 million per year, with almost 2 million prescriptions written annually [93]. If, according to the New Zealand treasury, health spending was 14.5 billion a year [117], the proportion of New Zealand's health budget for statins corresponds to $0.5 \%$. While some of the use of statins is in people diagnosed with CVD, a large proportion is likely to be taken by people without disease who have been identified as being at risk using NZ national guidelines [83]. In the PREDICT sample, which was reported earlier in section 3 on page 41, who were risk assessed between January 2006 and October 2009 and were enrolled into this analysis, 20\% were taking statins
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Figure 7.1: $P$-value evaluates the whether the difference between the observed and expected number of statistically significant trials of summary meta metaanalyses is likely to be due to chance, at different levels of significance (alpha). (Solid black line: observed number of significant studies; black dotted line: expected number of significant studies; grey dotted and dashed line: $P$-value derived from chi-square test for difference between observed and expected numbers of significant trials).

## Chapter 8

## Analysis 6: Serum urate and

## the risk of CVD: the use of

## DAGs to estimate causal

## effects

### 8.1 Background

Although this is not directly related to assessing the issue of drug treatment in the primary prevention of CVD, this topic is of relevance to the prediction of CVD in general. It also illustrates how DAGs may be used to decide the structure of a regression model. Unlike chapter 5 , where DAGs were drawn by computer algorithms, this analysis uses DAGs created from scientific knowledge, generated by the author. This approach was used as this analysis contains much missing data, and at present, it is unclear how to go about using learning Bayesian networks with large proportions of missing data present.

In the scientific domain, uncertainty is commonly expressed over the role
of serum urate as a predictor of CVD, in primary prevention populations. For example, two research groups came to opposing conclusions about the usefulness of serum urate as a predictor of CVD:
' Measurement of serum uric acid levels is unlikely to enhance usefully the prediction of CHD [coronary heart disease], and this factor is unlikely to be a major determinant of the disease in general populations.' [136].
'These results showed that hyperuricemia has a strong association with . . . death in all causes, coronary heart disease, ... and indicated that serum uric acid seems to be a considerable risk factor for reduced life expectancy.' 129].

Meta-analyses of observational studies, have reported some association between hyperuricaemia (serum urate $400 \mu \mathrm{~mol} / \mathrm{L}$ ) and incident CVD. One study [60], for example, reported an increase in risk of CVD (pooled relative risk (RR) $1.46 ; 95 \%$ CI 1.20 to 1.73), but the association diminished when adjustment for 'established risk factors' was done (pooled RR 1.09; 95\% CI 1.03 to 1.16). These factors included: age, systolic blood pressure, cholesterol, smoking, and either a diagnosis or other laboratory indices of diabetes. However, generally, it is not clear which factors to adjust for. Some, such as systolic blood pressure, may be on the causal pathway between serum urate and CVD, thus mediating the relationship, rather than acting as a confounder, since there is evidence that high levels of serum urate causally influence the onset of hypertension [112, 34]. Thus, whether serum urate is causally associated with CVD remains uncertain.

The prevalence of gout is extremely high, by international standards, among Māori (about 6\%) and Pacific people (about 8\%) living in New Zealand [139]. Together, these ethnic groups comprise between 20 to $25 \%$ of the total population, so that serum urate is measured frequently in New Zealand. Here, the relationship between urate levels and the incidence of CVD is explored.

### 8.2 Study design

Enrolees for the PREDICT study between January 2006 to 15 October 2009 were selected for this analysis since full dispensing and coded mortality records were available for this period. The urate concentration of enrolees were obtained by anonymized linkage to community laboratory data, in the Diagnostic Medlab (DML) database. DML was the sole provider of laboratory tests, outside of hospital, to the greater Auckland region until late 2009. If a person had had many serum urate measurements, the one immediately prior to their first PREDICT assessment was included. Serum urate and other laboratory variables ( HbA 1 c and HDL cholesterol) were only recorded if a patient had had a laboratory test in the five year window period before their PREDICT assessment, otherwise, data for these variables were missing.

### 8.2.1 Statistical analysis

Statistical analysis centred on developing a survival model for incidence of any CVD event, taking serum urate as a potential predictor. A Cox regression model was used, with age-at-event as the time variable, rather than time-toevent from baseline enrolment. This approach is increasingly recommended for observational epidemiological analysis of CVD [119]. Time, therefore, was considered as left-truncated (patients were observed conditional on survival up until that point) and right-censored. Proportional hazards assumptions were checked using scaled-Schoenfeld residuals [44]. Restricted cubic splines were used to investigate the relationship between continuous variables and time-to-event as a check on the modelling assumption of linearity. Hazard ratios for continuous variables are reported by comparing the relative hazard between the 16th and 84th centiles of the variable (one standard deviation either side of the mean for a normal distribution) [124]. This allows direct comparison to relative hazards of binary variables, since the 16th and 84th centiles are roughly equivalent to the one-unit difference between 0 and 1 of a binary vari-
able. That is, two standard deviations on a binary scale, with a mean of about 0.5 , is one.

To help decide model structure and which variables to include in a model, a diagram of likely causal mechanisms and pathways (DAG) was sketched, which is an idea proposed by Pearl to examine causality. The DAG that was constructed included measured and unmeasured influences on cardiovascular disease risk that were felt to be important (figure 8.1). Lines with an end arrow represent a causal link acting in the direction of the arrow. Those lines that are solid represent a link that can potentially be observed from these data, dashed lines are causal mechanisms believed to hold but cannot be observed in these data.


Figure 8.1: Directed acyclic graph, showing causal relationships between the exposure serum urate, and cardiovascular disease (CVD) outcomes, with observed (black font) and unobserved (grey font) variables. From the PREDICT study. BP: blood pressure.

From figure 8.1. blood pressure (BP) was considered a mediator of the influ-
ence of urate on CVD risk and it was therefore not controlled for in the model. Although not shown in the figure, similarly, a diagnosis of gout (derived from dispensing data) was likely to be a mediator of the influence of urate on CVD risk. Blood pressure, measured before baseline ('history of hypertension' in Figure 8.1 , and measured at baseline (BP), were considered mediators of the influence of urate on CVD risk and were therefore not controlled for in the model. Blood pressure lowering and statin therapies were considered to represent 'colliders' [90], which may introduce bias from an unobserved variable, that would otherwise not influence this analysis, so these variables were excluded. Although certain blood pressure medications, such as thiazide diuretics, are known to raise serum urate, it was believed that this is a relatively small influence on the causal paths, compared to those otherwise identified in the DAG.

In view of these considerations, to 'block backdoor paths', using Pearl's terminology (adjust for confounding variables), the regression analysis adjusted for: gender, HbA 1 c , ethnic group, smoking status and lipoprotein concentrations (HDL cholesterol). Because post-treatment variables are likely to be strongly influenced by baseline recordings, and other unobserved influences (colliders), it was believed that including such variables is more likely to result in biased effect estimates than excluding them from the analysis [38].

Interactions were tested for, in particular, between serum urate and gender, because gout is more prevalent in males than females, suggesting biological differences in the handling of serum urate. From other studies of CVD, using similar risk factor profiles, effect estimates have been observed to change with age [49]. These were tested using the likelihood ratio ( $p<0.05$ ). When using age-at-event as the time variable, such interactions may manifest as violations of the proportional hazards assumption. Violations were tested for using the cox.zph function which calculates tests of the proportional-hazards assumption for each covariate, by correlating the corresponding set of scaled Schoenfeld residuals with a suitable transformation of time, based on the Kaplan-

Meier estimate of the survival function [118]. Stratification allowed different baseline hazards for exposure groups, where the proportional hazards assumption was likely to be contravened.

Because many serum urate and other laboratory values were missing, multiple imputation was carried out to account for missing covariates. Ten imputations were used, so that the modelling results reported are based on averaging model parameters over 10 random imputations, as recommended by Harrell [44]. Variables that were used in the multiple imputation modelling were: gender, serum metabolic markers (creatinine, HDL-cholesterol, triglycerides, HbA1c, urate), age-at-enrolment, systolic blood pressure, smoking status, diabetes, ethnic group, death and CVD event along with an interaction between serum urate and sex.

All analyses were done using R software (version 2.14.1) [94]. The package $r m s$ 45] was used for the Cox regression analysis and the functions aregImpute and fit.mult.impute for multiple imputation. The aregImpute function finds transformations that optimise how each variable may be predicted from every other variable, using additive semiparametric models. fit.mult.impute was then used to average sets of regression coefficients and compute variance and covariance, adjusted for the error derived from the uncertainty from imputation of missing data.

### 8.3 Results

Table 8.1 shows the baseline characteristics of the PREDICT cohort, that is, when first enrolled in the PREDICT database. Men (56\%) outnumbered women, and the mean age was 55 years, with women rather older. Pacific people accounted for $23 \%$ of the cohort, Māori $16 \%$, and Indian $7 \%$. The remainder of the cohort and majority ethnic group, 'Other', was 86\% European, 6\% Chinese and $8 \%$ composed of a large variety of ethnic groups. More women than men were diagnosed with diabetes; however, $\mathrm{HbA1c}$ levels were equivalent. Men

Table 8.1: Urate and CVD analysis: baseline characteristics, by sex.

| Characteristic | Men | Women | Total |
| :---: | :---: | :---: | :---: |
| Total | 43815 | 34892 | 78707 |
| Age at baseline (years) |  |  |  |
| Mean (SD) | 52.9 (10.5) | 57.1 (9.8) | 54.8 (10.4) |
| Ethnic group |  |  |  |
| Other | 23971 (54.7) | 19311 (55.4) | 43282 (55.0) |
| Māori | 6578 (15.0) | 5696 (16.3) | 12274 (15.6) |
| Pacific | 9967 (22.8) | 7766 (22.3) | 17733 (22.5) |
| Indian | 3299 (7.5) | 2119 (6.1) | 5418 (6.9) |
| Serum urate (mmol/L); $n=34008$ (43\%) |  |  |  |
| Mean(SD) | 0.39 (0.09) | 0.32 (0.09) | 0.36 (0.09) |
| HbA1c (\%); $n=33075$ (42\%) |  |  |  |
| Mean (SD) | 6.66 (1.71) | 6.68 (1.67) | 6.67 (1.69) |
| Diagnosis of diabetes | 7709 (17.6) | 7170 (20.6) | 14879 (18.9) |
| Current smoker | 8630 (19.7) | 5370 (15.4) | 14000 (17.8) |
| Systolic blood pressure ( mmHg ) |  |  |  |
| Mean (SD) | 130.3 (17.0) | 131.3 (18.4) | 130.8 (17.7) |
| Total cholesterol/HDL ratio |  |  |  |
| Mean (SD) | 4.31 (1.35) | 3.72 (1.17) | 4.04 (1.31) |
| HDL cholesterol (mmol/L); $n=68224$ (87\%) |  |  |  |
| Mean(SD) | 1.30 (0.35) | 1.55 (0.43) | 1.41 (0.41) |

SD: standard deviation;
$\mathrm{mmol} / \mathrm{L}$ : millimoles per litre.
had higher levels of serum urate, higher lipid ratios, and lower levels of HDL. Women were less likely than men to smoke cigarettes.

Urate values were approximately normally distributed, with a lower mean in women, compared to men. There were, however, $57 \%$ missing serum urate levels, $58 \%$ missing HbA 1 c , and $13 \%$ missing HDL cholesterol. No other data items had missing values. Mean observed urate values varied substantially by ethnic group, but varied little by diabetes or smoking status (table 8.2). Māori and Pacific ethnic groups were highest, whereas mean levels among the Other and Indian ethnic groups were about half to two thirds of a standard deviation lower.

A total of 1328 CVD events occurred during follow-up, 167 of whom died during this period. Median follow-up time was 538 days, with a maximum of

Table 8.2: Observed mean serum urate, by sex, ethnic group, diabetes and smoking status.

| Characteristic | Serum urate, mean (SD) mmol/L <br> Men |  |
| :--- | :--- | :--- |
| Ethnic group |  |  |
| Women |  |  |

1424 and minimum of one. The distributions of observed and imputed urate values (figure 8.2), showed that the variance is reduced among imputed compared to observed, because imputed values were regressed to the mean.

Initial model checking revealed that the proportional hazard assumption was not supported for gender and ethnicity. For this reason, the model was stratified on these factors, meaning that separate baseline hazards were assumed for all permutations of gender and ethnic group. A gender by urate and ethnic group by urate interaction was tested for, but neither was statistically significant.

Table 8.3 shows the results of the Cox regression analysis. In the model, comparing measures at the 16th and 84th centile, revealed a hazard ratio of 1.56 ( $95 \%$ CI 1.32 to 1.84) for serum urate. The relative hazard is linear (on the logarithmic scale) which indicates that an increase in serum urate of $0.29 \mathrm{mmol} / \mathrm{L}$ $\left.\left[=\ln (2) /\left(\beta_{\text {urate }}\right)\right)\right]$ doubles the relative hazard of CVD across the distribution of observed urate values. In the study population, the association between a two standard deviation difference in urate level ( $56 \%$ relative increase) on incident CVD risk was higher than the adjusted association of the equivalent change in the distribution of $\mathrm{HbA1c}$ ( $41 \%$ relative increase) and HDL cholesterol ( $22 \%$


Figure 8.2: Density plot comparing the distributions of observed (dashed line) and imputed urate values (solid line).

Table 8.3: Measures of association with CVD from a Cox proportional hazard model. $n=78707$.

relative increase).
An illustration of the extent to which change in serum urate affects survival is shown in Figure 8.3. It gives the Cox-modelled survival plot for a man in the 'Other' ethnic group, with HDL cholesterol $=1.34 \mathrm{mmol} / \mathrm{L}, \mathrm{HbA1c}=6 \%$, and a non-smoker, showing the average change associated with a two standard deviation difference in serum urate on survival probability. This association (change in urate on survival probability) increases with age.


Figure 8.3: Cox-modelled, survival estimates (with $95 \%$ confidence bands) by time for serum urate at the 16th centile $(0.27 \mathrm{mmol} / \mathrm{L})$, compared to the 84th centile ( $0.45 \mathrm{mmol} / \mathrm{L}$ ) for a non-smoking male in the 'Other' ethnic group, with HDL cholesterol $=1.34 \mathrm{mmol} / \mathrm{L}, \mathrm{HbA1c}=6 \%$.

From the model, the cumulative incidence over a specified period of time, for example the 5-year risk, may be derived using the formula:

$$
1-\frac{S(t+\delta)}{S(t)}
$$

where: $t$ is age of an individual, $\delta$ is the interval over which the cumulative incidence is calculated (typically 5 or 10 years) and $S$ is the survival probability, estimated by the Cox model.

For a sixty year-old male smoker in the 'Other' ethnic group with a serum urate level of $0.27 \mathrm{mmol} / \mathrm{L}, \mathrm{HbA1c}$ of $6 \%$, and serum HDL cholesterol 1.34 $\mathrm{mmol} / \mathrm{L}$; his five-year-risk of CVD equates to $1-(0.813 / 0.871)=6.7 \%$. If his serum urate is about two standard deviations greater, $0.45 \mathrm{mmol} / \mathrm{L}$, his 5 year cumulative incidence of CVD will increase to $10.1 \%$ (about a one third increase). This calculation is based on an estimate of the baseline survival $\left(S_{0}\right)$ of $88.9 \%$ at 60 years, and $83.8 \%$ at 65 years.

### 8.4 Discussion

Raised serum urate is likely to have a substantial causal effect on incidence of CVD, of a similar or greater magnitude to the effects of high $\mathrm{HbA1c}$ or low HDL cholesterol levels.

A strength of the study was that it was based on a large cohort, $n=79707$, in which the information had been collected in a standardised way. An associated weakness however, is the incompleteness of the laboratory data, and in particular of the urate values. To deal with these missing values, multiple imputation was used, which is recommended to reduce bias in effect estimates, when compared to complete-case analysis [44]. In a sensitivity analysis, using complete-case analysis, the effect estimates were similar to those derived from multiple imputation (the adjusted hazard ratio of the effect of urate was 1.59 ( $95 \%$ CI: 1.32 to 1.90 ), compared to 1.56 in table 8.3). If serum urate had been measured in everyone, the effect estimates would probably not have differed substantially.

The multiple imputation analysis is dependent on the assumption that the mechanism which leads to absent data, given the observed information, is independent of unobserved variables ('missing at random' assumption). If data
were missing not at random, then the relationship between observed urate values and other covariates would be different from that between unobserved urate values and observed covariates. Sensitivity analyses which include a term for the influence of unobserved data in the imputation model are one way of exploring the impact of such an assumption, however, this method has not been used here.

Sensitivity analyses of the multivariate effect estimates were carried out (see figures A.1 through to A.4. These include separate analyses by gender, with and without imputation of missing values, varying the time scale chosen, including those who had used loop diuretics at baseline assessment, and dividing urate values by quintile. Generally, these analyses were congruent with the effect estimates reported in table 8.3 .

A positive aspect of the study was that causal paths were explicitly considered to determine variables to adjust for in the model [91, 63]. This process is conceptually appealing and less likely to underestimate the effect of serum urate, or to introduce inappropriate confounder adjustments. Whether this DAG is an accurate reflection of the causal interaction between the variables in this analysis may be debated. For example, whether systolic blood pressure is a mediator of the effect of urate, or whether it should be included as a confounder in regression equations. To explore the effects of variable selection based on the DAG, a sensitivity analysis was carried out, altering the model by (1) adding a diagnosis of diabetes in the model, (2) interchanging HDL cholesterol with the total cholesterol/HDL ratio, and (3) adding blood pressure as a potential confounder. The first two changes to the model resulted in a less than $2 \%$ change in the adjusted hazard ratio for serum urate. After inclusion of diabetes, the effect of $\mathrm{HbA1c}$ was reduced from 1.41 to 1.36 (comparing individuals with baseline measures of $8.00 \%$ and $5.50 \%$ ). If systolic blood pressure was included, the adjusted effect of urate diminished slightly (for 0.45 compared to $0.27 \mathrm{mmol} / \mathrm{L}$; the HR reduced from 1.56 ( $95 \%$ CI 1.32 to 1.84 ) to $\mathrm{HR}=$ 1.48; (95\% CI 1.25 to 1.75)).

Family history of ischaemic heart disease may also be considered a confounder of the relationship between urate and CVD. For this study, family history of CVD was recorded as a history of coronary heart disease or ischaemic stroke in a first-degree relative (father or brother $<55$ years, mother or sister $<65$ years). When this variable was added, however, the point and interval estimate for serum urate remained unchanged.

The nature of the cohort, composed of a generally high CVD risk population, rather than a designed sample is a potential weakness. The high prevalence of diabetes (about 20\%) reported among the cohort, along with the gender distribution favouring men, was expected. Nevertheless, there is substantial heterogeneity in the risk profile of the study population, so there is no reason to believe the lack of representativeness was an important problem for these analyses.

Using age as the outcome variable in the Cox model imposes an assumption that entry into the study is independent of age. This is unlikely to be true here, given that national CVD screening guidelines recommend initiation of screening at specified ages which differ for varying ethnic groups. However, use of age in survival modelling is now the recommended approach for cohort studies which estimate CVD incidence [119]. This choice of time scale is justified because use of age-at-event results in less bias of effect estimates compared to time-to-event [119]. Traditional methods also lead to paradoxes in assigning risks to individuals [109]. This method is increasingly recommended if the period of observation is time from birth to event, as it is when modelling CVD risk; rather than time from an intervention to event, as it is in a randomised trial [119].

There are some differences and similarities between these results and other investigations of the effect of serum urate on CVD. Some studies report the association between raised serum urate in a binary fashion (presence or absence of hyperuricemia) [60||24]. In the present analysis, evidence of a log-linear relationship between urate concentration and CVD risk was found, so studies
which employed a cut-off are likely to underestimate the effect of the exposure. Some studies have reported effects of serum urate on CVD as a continuous variable. In another study, the Framingham study [24] $(n=6763)$ found no significant association between serum urate and coronary heart disease incidence in their adjusted Cox model among men, but a significant increase in risk with women. The analysis presented here found a statistically significant association between urate and CVD, without a gender*urate interaction, and so, the measures of association were aggregated over the whole population.

This analysis reached similar conclusions to the NHANES-I [33] cohort study ( $n=5926$ ) which found that serum uric acid levels were significantly associated with CVD mortality, after adjustment for known confounders. The NHANES study used CVD mortality as their outcome event while this study used hospital admission or death from CVD. Its advantages were that it had long followup time (16.4 years) and included both white and black participants (not present in the Framingham cohort). The authors reported that age-adjusted hazard ratios, in participants aged 45 to 54 years, for cardiovascular mortality that were similar to those presented here: 1.28 ( $95 \%$ CI: 1.08 to 1.52) in men and 1.43 ( $95 \%$ CI: 1.16 to 1.37 ) in women, for each $0.06 \mathrm{mmol} / \mathrm{L}$ rise in serum urate level. This study, using age as the time-to-event variable, is likely to adjust for the effect of age more accurately than traditional methods used in the NHANES study, which aggregated age into 15 year intervals. Despite these differences in methods, this study was concordant with the findings of this chapter.

Another method for assessing the evidence for causal effects of urate on CVD involves the use of Mendelian randomisation and instrumental variable analysis [88]. One study, based on a Danish cohort, showed a positive association between urate and incident CVD after adjustment for age, sex, smoking and income ( $0.09 \mathrm{mmol} / \mathrm{L}$ change associated with hazard ratio of 1.41; 95\% CI 1.32 to 1.51 ). For a change in urate of $0.18 \mathrm{mmol} / \mathrm{L}$, the adjusted hazard ratio from the Danish study is 1.99 , which is stronger than the equivalent adjusted hazard ratio in the PREDICT cohort (1.56).

Instrumental variable analysis is based on the assumption that a genetic influence on urate is independent of risk factors, due to the random nature of how genes are distributed during reproduction. The analysis consists of regressing genotype on mean urate to yield a predicted genetic change in the serum marker (confounders need not be accounted for, since they are assumed independent of the genotype). Then predicted genetic urate is then regressed on the outcome to yield the causal effect on the outcome, given the assumptions that underlie the method. In the Danish study, however, instrumental variable analysis showed no evidence for causal influence of urate on either blood pressure or ischaemic heart disease. Urate was, however, associated in this study with increased body size, after accounting for genetic variation. It may be, however, that the variation in urate explained by the genetic variant used in the study (about 2\%) was inadequate to allow detection of these causal effects [88].

The findings of this chapter provides statistical evidence that elevated serum urate is likely to cause CVD. Biological evidence also supports these findings, highlighting the role of serum urate in the pathogenesis of endothelial injury [47]. If this causal relationship is true, attention turns to what determines serum urate, and how urate may be lowered, either by change in lifestyle, or through drug treatment. As well as the role of purine rich foods, fructose intake is likely to lead to hyperuricaemia through increased hepatic synthesis of purines [32, 82].

This laboratory-based evidence gives impetus for public health action to limit intake of sugar, the dominant source of fructose in the diet. In addition, this finding raises the question of whether pharmaceutical reduction of urate levels, with urate-lowering therapy such as allopurinol, can reduce CVD risk. Such an idea is strengthened by the results of a small $(n=65)$ cross-over trial of allopurinol therapy in patients with symptomatic, effort dependent angina. Treatment with 600 mg of allopurinol per day for six weeks increased time-toST depression by 43 seconds ( $95 \%$ CI: 31 to 58), compared to placebo [87].

Māori and Pacific people in this study had mean levels of serum urate about $15 \%$ higher than 'Others', 'Indians' and 'Other Asians'. It is speculated that dietary rather than genetic differences are more likely to account for these differences, because New Zealand Māori almost all share significant ancestry with Europeans due to widespread intermarriage, yet their mean urate values vary widely.

In this regression analysis, to obtain a good fitting model, the regression was stratified by ethnicity, rather than evaluating the effects of this variable. However, because CVD incidence and prevalence is significantly higher in Māori and Pacific peoples compared to Europeans [122, 16, 128], future work will evaluate whether variation in serum urate levels account for ethnic variations in the prevalence of CVD.

In conclusion, serum urate is associated with incident CVD and is likely to be a significant factor on the disease's causal pathway.

## Chapter 9

## Conclusion

### 9.1 Statement of principal findings

The author concludes that the effects of drugs are likely to be overstated in randomised trials, due to publication bias. From the analyses presented, since the magnitude of the association between preventive drug use and CVD is not large (adjusted hazard ratios $\leq 2$ or $\geq 0.5$ ), not accounting for drug use among treated participants is unlikely to seriously distort the accuracy of models derived from cohort studies which aim to predict CVD risk. A contrary argument may be made, however, that the magnitude of the association between drug use and CVD incidence is of similar magnitude to other risk factors, such as total cholesterol:HDL ratio. It is argued, however, that drug treatment, unlike laboratory factors are likely to change with treatment guidelines and are likely to introduce unreliability into prediction models if they are used on populations substantially different from those which they are derived from.

First, the observational study information will be briefly reviewed (see summary table 9.1. Several methods of analysis investigated the nature of the association between drug use in the primary care population in PREDICT sample, with CVD. These included traditional regression, propensity score methods, and learning Bayesian networks. These measures, generally, showed small in-
creases or reductions in risk associated with the use of statins or antihypertensive agents, when other commonly measured variables were adjusted for. From chapter 4 on page 53 , the association between statin drug use after baseline and incident CVD was not significant, after propensity score matching. An alternative analysis which used all the available subjects, with stabilized inverse probability of treatment weights, showed a small increased risk of disease in the statin treated group, compared to the group who remained untreated after baseline. Conversely, propensity score matching showed a small decrease in risk in the statin initiated group, compared to those who remained untreated.

A feature of statistical modelling to assess causal effects is the uncertainty of selecting covariates to adjust for [40]. A learning Bayesian network analysis provided a causal diagram compatible with the joint distribution of the baseline and CVD outcome data collected in PREDICT. This analysis was limited by a relatively small number of CVD outcomes (101), but showed no convincing influence of preventive drug treatment on CVD. Similarly, indices of CVD risk, such as systolic blood pressure and the ratio of total to LDL cholesterol were not linked by the algorithm with CVD. Drug treatment was, however, causally linked to adverse prognostic indicators, such as diabetes status and older age. These findings were concordant with the results of the traditional regression analyses, with and without propensity score matching (chapters 3 and 4 which generally showed no strong association between drug treatment and disease).

Clinical utility analysis (chapter 6 on page 79) showed little or no benefit to classification metrics when models were compared, with or without drug treatment. Although it may be argued that this analysis was carried out on a 'treatment contaminated' population.

Chapter 7 highlighted a possible inflation in the benefits reported in metaanalyses of the effect of statins in primary prevention populations. This is the first study to show positive evidence of publication bias in these summaries of

Table 9.1: Summary of the analyses.

| Chapter | Why important? | Question | Method (CVD events /n) | Finding | Weaknesses |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | Weak association unlikely to distort risk prediction | Strength of association (starting drug and CVD) | $\begin{aligned} & \text { Cox model } \\ & (412 / \\ & 43366) \end{aligned}$ | Null to increased risk | Covariate imbalance (type 1 and 2 errors and unmeasured confounding) |
| 4 | See above, addresses covariate imbalance | Strength of association (starting drug and CVD) | Cox model $\begin{aligned} & (655 / \\ & 56051) \end{aligned}$ | Null association | Variable selection (type 2 error and unmeasured confounding) |
| 5 | See above, not necessary to assume causality | Strength of association (starting drug and CVD) | Learning Bayesian network (101 / 6256) | Conditional independence between either drug use and CVD | Exploratory, no hidden or latent causes, reverse causation, type 1 and 2 error. |
| 6 | Other analyses ignore clinical use of prediction model | Does drug use improve disease classification based on model risk score? | Clinical utility (101 / 6256) | Classification not improved | Over-fitting, untreated not considered, uncertain treatment threshold |
| 7 | Summary of trial results of statins may be inflated | Are statin meta-analyses influenced by publication bias? | Simulation study (5319 / 74296) | Some evidence of bias | Exploratory |
| 8 | Importance of other candidate markers relative to drugs | Is serum urate likely to be on causal path to CVD? | Multiple imputation; Cox model (1328 / 78707) | Moderate positive association | Imputation model accurate, variable selection, type-1 error |

statins effects.
The last chapter addressed the magnitude of association between urate and CVD. Unlike the associations between drug use and CVD, the adjusted hazard ratio relating risk of urate with CVD was relatively large and statistically significant, after potential confounding variables were adjusted for. The uncertainty of which variables to adjust for was raised as a possible explanation for the conflicting conclusions of whether serum urate is an important influence on CVD risk.

### 9.2 Strengths and weaknesses of the thesis

A strength of this thesis is the variety of methods which were used. They include traditional Cox models (chapters 3 and 4 ), the use of clinical utility
analysis (chapter 6), Bayesian learning methods (chapter 5), and exploratory methods to detect publication bias (chapter 7 ).

Propensity score methods (chapter 4) accounted for the threat to validity posed by covariate imbalances between the treated and untreated groups, which makes the findings from a traditional regression more dependent on the structure of the model. The separation of the risk factors, collected at baseline, and treatment status, obviated the problem of reverse causation, in which baseline covariates would have otherwise been affected by treatment. It also ensured that the duration of drug exposure was relatively uniform, in that individuals were started on the drug at a similar time during follow-up.

The varying, but generally small, measures of association observed in the cohort analyses lead to further interrogation of meta-analyses of drug trials. Some inconsistencies of meta-analyses which support preventive drug treatment were identified. One study of the effect of aspirin inappropriately, in the author's view, justified the use of drugs, against the statistical evidence reported [127]. Others indicated that their findings related to populations without CVD, yet include participants with disease at enrolment [79, 114].

A strength of the thesis was the use of alternative methods to examine the validity of trial results. Traditional tests of publication bias may be insensitive to detection of this threat to the validity of meta-analyses.

This thesis has also considered statistical risk prediction, contrasting and comparing this method with causal concepts provided by the use of DAGs. Causal analysis and statistical prediction are often considered separately, however, it has been argued here, and in an accompanying publication [120], that they are related. Further, causal considerations are likely to explain some of the reduction in accuracy that is observed when applying prediction models to new populations. From the learning Bayesian network analysis, the use of drug status is likely to lead to reduced accuracy of prediction models, due to little evidence for causal influence.

The contrast between the results of chapters 5 and 8 also illustrate some of
the underlying assumptions of predictive modelling which may be questioned. The researcher-drawn DAG presented in chapter 8 contains many more causal pathways from risk factor variables than that depicted in chapter 5 The diagram drawn by the computer algorithm attributes many of the risk factors as caused by age, rather than as direct causes of the disease itself. This apparent discrepancy may be due to the lack of statistical power present from the restricted sample size, used in the learning Bayesian network analysis.

Weaknesses of the thesis include the sometimes low sample size present in analyses, which raise the possibility of type-2 errors. This applies to chapter 5 , in which the causal influence between variables was assessed using learning Bayesian network algorithms. Further limitations include features of the study design, so that some baseline variables (systolic blood pressure, for example) are drawn from routine clinical practice, rather than collected with standardised protocols. This increases the likelihood of measurement error, both in baseline variables and CVD outcomes, which are derived from coded hospital admission and mortality records. Since follow-up status was dependent on death and hospital diagnosis records, no information was collected about external migration of patients, and loss to follow-up may have created bias in regression analyses.

### 9.3 Strengths and weaknesses of the thesis in relation to other studies

No other study, so far identified, has raised the issue of how best to deal with the issue of treatment received during follow-up when predicting CVD incidence. In the review, Glasziou and Liew have raised this issue, yet offer few solutions. Also, few other studies have sought to reconcile the varying results derived from observational and randomised studies of the effects of drugs. Chapter 7 page 94 provides a synthesis of the two sets of results. The analysis suggests that the beneficial effects of drug treatment may be inflated by
publication bias.
The findings presented here, which question the use of drug treatment for primary prevention, concur with others. For example, Brindle [10], in 2006, reviewed the results of four randomised controlled trials undertaken in populations with either hypertension or diabetes, and found no statistical evidence that a CVD risk assessment used to assign treatment improved risk factor profiles after follow-up, comparing those risk assessed with those assigned to usual care (treating individual risk factors, rather than a global CVD risk assessment, by a general practitioner or physician).

Similarly, a meta-analysis of multiple risk factor interventions (principally behavioural, dietary and pharmaceutical) to reduce the incidence of CVD returned a summary odds ratio of total and CHD mortality of 1.00 ( $95 \%$ CI 0.96 to 1.05 ) and 0.99 ( $95 \%$ CI 0.92 to 1.07). These were calculated from a total of 3507 events from a sample of 67520 subjects in the treated versus 4672 events from a sample of 71712 people followed up in the controls [30]. Many of the studies included drug treatment, and an analysis within classes of drug treatment showed inconsistent results. For example, those studies which defined their intervention as treatment with anti-hypertensive or statins showed a small mortality benefit, whereas those studies that treated with both agents did not. The analyses presented here differ from the multiple risk factor interventions which involved randomisation of the intervention.

The findings of chapters 4 and 3 of the association between preventive drug use and CVD may be compared with one study which investigated and compared the benefits of statins, using a variety of study designs. The metaanalysis addressed the effectiveness of statins [26]. The study addressed both primary and secondary prevention of CVD with statins, and compared observational study results of both 'prevalent' and 'incident' users with the results of randomised controlled trials. Prevalent users are those subjects who have already started the drug sometime before study enrolment, while incident users include those who start the drug after enrolment at baseline assessment.

The authors of the meta-analysis [26] reported a significant benefit of randomised studies in populations without disease (pooled hazard ratio for CHD death or non-fatal myocardial infarction: $0.69 ; 95 \%$ confidence interval 0.60 to 0.79 ). Only two observational studies addressed the issue of incident use of statins and risk of CHD, and the pooled adjusted hazard ratio was $0.80(95 \%$ CI 0.63 to 1.02 ), comparing those initiated on treatment to those who remained untreated. The point estimate is similar to the analysis carried out in chapter 3 (on page 41, which reported an adjusted hazard ratio of 0.83 ( $95 \% \mathrm{CI}: 0.55$ to 1.27 ), comparing subjects initiated onto statins with those who remained untreated with either statins or anti-hypertensive agents. In the analysis and comparison of secondary prevention studies, the authors concluded that analyses which included prevalent users of drugs were more likely to exaggerate associations between drug use and reduced risk of disease, due to the presence of selection bias. This bias was argued to be due to prevalent users with poorer prognosis who would have otherwise died, taking part in the study because they have survived under treatment until study enrolment. So, if drugs reduce risk of the outcome, the treated prevalent group will become eventually enriched with patients of generally poorer prognosis [26].

Chapter 6. which examined net-benefit of CVD models, reported the comparative risk of prevalent statin users, compared to those who used neither statins nor anti-hypertensive drugs (adjusted hazard ratio: 1.63; 95\% CI: 0.51 to 5.27). The findings of this chapter indicated increased risk among prevalent statin users, compared to the analyses of incident users. The selection bias mechanism, proposed by Danaei, suggests that the increase in risk observed among prevalent users, compared to the analyses of incident users is due to selection bias. This explanation does not, however, explain the generally increased risk observed in both prevalent and incident users of anti-hypertensive drugs (chapters 6 and 3), observed in this thesis.

Another possibility, which explains the generally increased risk seen in users of preventive drugs, is unmeasured confounding, or 'indication bias'.

That is, that individuals who are initiated onto treatment are at higher risk, after adjustment for other risk factors, than those who are not treated. There is some support for this idea in that chapters 3 and 4 show that those initiated onto statin drugs were more likely to have higher prevalence of poor prognostic factors (particularly higher cholesterol ratios and prevalence of diabetes).

These unmeasured prognostic factors which explain the increased risk of CVD must also outweigh any beneficial effects of drug treatment. If it is assumed that indication bias explains the beneficial effects of drugs, it implies that the doctor who initiates the drug is capable of predicting adverse risk factors for disease, better than an analyst is able to accomplish, after the events have occurred. This is because treatment is decided by the clinician, it is not an intrinsic property of the subject taking part in the study. From what is known of clinicians' ability to predict risk in other spheres, that it is generally poor [67], indication bias is considered less likely to account for the modestly increased risk of CVD among the treated, compared to the untreated.

A related explanation for the finding of modestly increased risk among the treated, compared to the untreated, is measurement error. It remains possible that treated individuals have a higher prevalence of misclassified unrecorded adverse prognostic factors, such as the presence of CVD, when they are thought not to have the disease.

Apart from biases, random error may play a role in the similar risk observed among the treated, compared to the treated. If it is assumed that drugs convey a small beneficial effect on CVD risk, then this influence may only be detected in large studies with large numbers of events. In many of the analyses presented in this thesis linking drug use with CVD, the findings were not statistically significant, raising the possibility of type-2 error. This suggests that the assumed beneficial effects of the drugs were not sufficiently strong to consistently demonstrate significant associations between use or initiation of the drug and disease.

Meta-analyses of the effects of drugs on CVD or mortality generally have
large samples and high numbers of events, compared to the PREDICT analyses presented here. The study by Ray and colleagues, for example, fails to show a convincing benefit of statins on survival [95]. The overall population in this study consisted of 65229 patients with 2793 deaths during follow-up. This compares to the overall analysis undertaken in chapter 4. which has 56053 individuals with 655 CVD events occurring during follow-up. Comparing the two samples, and findings, it is not surprising that the observational analyses undertaken here, showed inconclusive results at the traditional 5\% alpha level. Other studies, such as that undertaken by Taylor [114], which reported a significant reduction in CVD events among the treated, involved 23805 subjects with 2558 CVD outcomes. The Taylor study included three times the number of CVD events than the largest sample analysed in this thesis.

The learning Bayesian network analysis (chapter 5) challenged the assumption that some risk factors for CVD, that are often assumed to be causal, may not be, but, instead, associated with other causal factors (cholesterol influenced by cigarette smoking, for example). A Mendelian randomisation study has similarly concluded that HDL cholesterol, for example, is an unlikely cause of coronary heart disease, despite its association with disease [134]. Since genetic variation in HDL levels is independent of traditional risk factors for CVD, the causal effect of HDL may be estimated by predicting average HDL levels differences due to genetic variation, and then regressing these expected values on the disease outcome. The study concluded that HDL level was unlikely to cause disease events, in line with the findings of chapter 5

### 9.4 Implications of the thesis

Liew and Glasziou [69] presented three approaches to deal with the issue of drug treatment during follow-up and distorted CVD risk. They included:

1. favour old studies and discard new ones
2. monitor treatment uptake and use a penalised Cox model to account for
study treatment, or
3. study cohorts over short time periods with larger numbers.

Of these options, from this thesis, treatment, either at baseline or initiated during follow-up, is unlikely to distort effect estimates from modern studies, as the effect of drug use is unlikely to be large enough to distort predictions. Also, it is likely that the very nature of risk prediction equations, based on cohort studies, means that it is unlikely that a single model will have enduring accurate prediction over time, unless the model only uses risk factors which are themselves causally linked to the disease. Chapter 5 which used learning Bayesian network algorithms, suggests that age and smoking status were causal, but not serum cholesterol ratios, diabetes status or systolic blood pressure.

This study suggests that, when the focus of research is on the prediction of CVD, the effects of drug treatment are unlikely to bias the effects of analysis. It also suggests, from chapter 5 on page 66 , that drug treatment variables will not supply reliable information to predict CVD risk. This is because drug use, or initiation, is not convincingly associated with the disease outcome in a variety of observational analyses.

The findings of chapter 7 , on page 94 , along with a critique of one metaanalysis [127] have some relevance to the management of CVD risk in primary care. The results show possible evidence of publication bias in statin trials. Since these drugs are commonly used (by 20\% of the PREDICT cohort without CVD), guidelines which routinely recommend treatment above a certain risk threshold may need to be reconsidered.

Population strategies to prevent CVD using combined treatments into one pill (the 'polypill') [135] may not deliver on their initial promise. This strategy is usually considered to improve adherence to treatment, and the benefits of each class of drugs will be additive. With some of the drug effects possibly inflated by bias, it seems probable that trials involving polypills will return
disappointing results.
Propensity score methods were explored to attempt to overcome the potential problem of bias due to indication, to estimate drug effects (chapter 4). A problem of adjusted analyses, after matching was identified: collinearity. It is recommended that in propensity score analyses, the difference in standard error between crude and adjusted estimates be monitored carefully, together with variance inflation factors associated with these models. Propensity score weighting methods do not appear to similarly suffer from this cause of model instability. This issue has seemed to receive little attention in the statistical literature relating to the use of propensity score methods.

The use of net-benefit is also of interest to population planning of thresholds at which to assign treatment. This type of utility analysis has not been included in current treatment guidelines (for example: [83, 20]). The method provides a framework for considering the threshold for treatment as a trade-off of the harms of treating false-positives to the benefits of treating true-positives, and may usefully indicate where a threshold for treatment should be set.

Other methodological techniques used in this thesis include learning Bayesian networks. The use of 'artificial intelligence' algorithms provided an alternative way of visualising the relationships between CVD risk factors, using DAGs (chapter 5). The method employed here of estimating the influence of arcs, although simple, is likely to be useful in other settings.

Some of the analyses presented here may be considered relatively exploratory. For example, those from chapters 5 and 6 were carried out on a relatively small, limited cohort size with only 101 CVD events occurring during follow-up. Replicating the results of this study in another study population would support the validity of the causal, and other relationships which were found. Similarly, the publication bias findings (chapter 7) were based on an exploratory technique.

### 9.5 Unanswered questions and future research

This work raises questions for the field of CVD risk prediction, as well as for other fields of epidemiological research. The author suggests that metaanalysts incorporate the exploratory test of publication bias used in chapter 7 more widely, due to the limits of traditional methods, such as the Egger test. Trial registers to identify all possible trials of statins, for example, should also be investigated for supporting evidence of bias.

The accuracy and reliability of the findings of the learning Bayesian network analysis are unknown. Re-examining the findings of this analysis on independently collected data would substantiate the findings of chapter 5 if concordant findings were reported.

With regard to the PREDICT research programme, the author recommends that preventive drug treatment not be included in regression models which calculate risk of first CVD event. The author also recommends that serum urate be considered for incorporation into future risk equations.

Chapter 8 explored the link between serum urate and incident CVD. During the analysis, it was noted that major differences in mean observed urate levels were detected by ethnic group (table 8.2 on page 112 , which are generally concordant with ethnic differences in disease incidence. If it is accepted that serum urate causes CVD, then future work may explore the population attributable risk associated with raised levels of the marker.

In this thesis, any possible beneficial effects of blood pressure or lipid lowering drugs were likely to be more than compensated for by unmeasured adverse prognostic factors. This work highlights the generally weak nature of the adjusted association between drug use and incident CVD. These findings suggest that risk prediction models will not be unduly affected by excluding preventive drug use status in treated subjects.

## Appendix A

## Sensitivity analyses of the effect of serum urate on CVD <br> incidence

## Tables of sensitivity analyses of the results of multivariate Cox models of differing complexity and structure.

All hazard ratios adjusted for all other variables in table.
Comparisons for the continuous variables are taken at the 84th and 16th centiles (z=1), for comparability with binary variables. The binary variables are, by definition, set at 0 and 1.

Table 1. Measures of association with cardiovascular disease from a Cox proportional hazard model. Men only; stratified by ethnic group, urate measured as a continuous variable; multiple imputation; time variable: age at event, $n=43815$.

|  |  |  | Adj. haz. ratio (95\% |
| :--- | :---: | :---: | :---: |
| Factor | Low | High | CI) |
| Serum urate $(\mathbf{m m o l} / \mathrm{L})$ | 0.27 | 0.45 | 1.45 (1.18 to 1.77$)$ |
| Hba1c (\%) | 5.5 | 8 | $1.37(1.21$ to 1.54$)$ |
| HDL cholesterol $(\mathrm{mmol} / \mathrm{L})$ | 1.79 | 1.03 | $1.27(1.56$ to 1.03$)$ |
| Current smoker | No | Yes | 1.60 (1.36 to 1.88$)$ |

Table 2. Measures of association with cardiovascular disease from a Cox proportional hazard model. Women only; stratified by ethnic group, urate measured as a continuous variable; multiple imputation; time variable: age-at-event, $n=34892$.

| Factor | Low | High | Adj. haz. ratio (95\% <br> CI) |
| :--- | :---: | :---: | :---: |
| Serum urate (mmol/L) | 0.27 | 0.45 | $1.75(1.41$ to 2.18) |
| Hba1c (\%) | 5.5 | 8 | $1.47(1.28$ to 1.69) |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | $1.20(0.93$ to 1.56) |
| Current smoker | No | Yes | $1.69(1.34$ to 2.14) |

Table 3. Measures of association with cardiovascular disease from a Cox proportional hazard model. Men only; stratified by ethnic group, urate continuous variable; multiple imputation; time variable: time-on-study, $n=43815$.

|  | Low | High | Adj. haz. ratio (95\% |
| :--- | :---: | :---: | :---: |
| Cactor | 44.23 | 65.969 | $5.02(4.26$ to 5.91$)$ |
| Baseline age (years) | 0.27 | 0.45 | $1.44(1.17$ to 1.76$)$ |
| Serum urate (mmol/L) | 5.5 | 8 | $1.38(1.22$ to 1.55$)$ |
| Hba1c (\%) | 1.79 | 1.03 | $1.27(1.56$ to 1.03) |
| HDL cholesterol (mmol/L) | No | Yes | $1.60(1.37$ to 1.88) |
| Current smoker |  |  |  |

Figure A.1:

Table 4. Measures of association with cardiovascular disease from a Cox proportional hazard model. Women only; stratified by ethnic group, urate continuous variable; multiple imputation; time variable: time-on-study, n=34 892.

|  | Low | High | Adj. haz. ratio (95\% <br> Factor |
| :--- | :---: | :---: | :---: |
| Baseline age (years) | 44.23 | 65.969 | $5.46(3.92$ to 7.60$)$ |
| Serum urate (mmol/L) | 0.27 | 0.45 | $1.75(1.41$ to 2.18$)$ |
| Hba1c (\%) | 5.5 | 8 | $1.49(1.30$ to 1.72$)$ |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | $1.22(0.94$ to 1.59$)$ |
| Current smoker | No | Yes | $1.71(1.36$ to 2.16) |

Table 5. Measures of association with cardiovascular disease from a Cox proportional hazard model. Men only; stratified by ethnic group, urate continuous variable; complete case analysis; time variable: time on study, $\mathrm{n}=11753$.

|  |  |  | Adj. haz. ratio (95\% |
| :--- | :---: | :---: | :---: |
| Factor | Low | High | CI) |
| Baseline age (years) | 44.23 | 65.969 | $3.76(2.88$ to 4.92$)$ |
| Serum urate (mmol $/ \mathrm{L})$ | 0.27 | 0.45 | $1.36(1.07$ to 1.72$)$ |
| Hba1c (\%) | 5.5 | 8 | $1.24(1.06$ to 1.46$)$ |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | $1.20(0.87$ to 1.67$)$ |
| Current smoker | No | Yes | $1.39(1.05$ to 1.83$)$ |

Table 6. Measures of association with cardiovascular disease from a Cox proportional hazard model. Women only; stratified by ethnic group, urate continuous variable; complete case analysis; time variable: time on study, $\mathrm{n}=\mathbf{9} 243$.

|  |  |  |  |
| :--- | :---: | :---: | :---: |
| Factor | Low | High | Adj. haz. ratio (95\% <br> CI) |
| Baseline age (years) | 44.23 | 65.969 | $3.30(2.08$ to 5.22$)$ |
| Serum urate (mmol/L) | 0.27 | 0.45 | $1.93(1.46$ to 2.54$)$ |
| Hba1c (\%) | 5.5 | 8 | $1.44(1.20$ to 1.73$)$ |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | 1.08 (0.73 to 1.59$)$ |
| Current smoker | No | Yes | 1.76 (1.23 to 2.53) |

Figure A.2:

Table 7. Measures of association with cardiovascular disease from a Cox proportional hazard model. Men only; stratified by ethnic group, urate measured as quintile; complete case analysis; time variable: time on study, $\mathrm{n}=11753$.

|  | Low | High | Adj. haz. ratio (95\% <br> CI) |
| :--- | :---: | :---: | :---: |
| Factor | 44.23 | 65.969 | $3.75(2.87$ to 4.89$)$ |
| Hbalc (\%) (years) | 5.5 | 8 | $1.22(1.04$ to 1.43$)$ |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | $1.22(0.88$ to 1.69$)$ |
| Current smoker | No | Yes | $1.38(1.05$ to 1.82$)$ |
| Serum urate (mmol/L; | 0.01 to 0.27 |  |  |
| quintile over population) | (lowest) | 0.28 to 0.32 | $0.80(0.51$ to 1.26$)$ |
|  |  | 0.33 to 0.37 | $0.91(0.60$ to 1.39$)$ |
|  |  | 0.38 to 0.42 | $0.98(0.63$ to 1.53$)$ |
|  |  | 0.43 to 0.91 |  |
|  | (highest) | $1.19(0.80$ to 1.77$)$ |  |

Table 8. Measures of association with cardiovascular disease from a Cox proportional hazard model. Women only; stratified by ethnic group, urate measured as quintile; complete case analysis; time variable: time on study, $\mathrm{n}=9243$.

|  | Low | High | Adj. haz. ratio (95\% <br> CI) |
| :--- | :---: | :---: | :---: |
| Factor | 44.23 | 65.969 | $3.34(2.11$ to 5.29$)$ |
| Hbalc (\%) (years) | 5.5 | 8 | $1.42(1.19$ to 1.70$)$ |
| HDL cholesterol (mmol/L) | 1.79 | 1.03 | $1.11(0.75$ to 1.64$)$ |
| Current smoker | No | Yes | $1.71(1.19$ to 2.45$)$ |
| Serum urate (mmol/L; | 0.01 to 0.27 |  |  |
| quintile over population) | (lowest) | 0.28 to 0.32 | 1.08 (0.69 to 1.67) |
|  |  | 0.33 to 0.37 | 0.98 (0.61 to 1.56$)$ |
|  |  | 0.38 to 0.42 | $1.74(1.09$ to 2.78$)$ |
|  |  | 0.43 to 0.91 |  |
|  | (highest) | $2.00(1.30$ to 3.06$)$ |  |

Table 9. Measures of association with cardiovascular disease from a Cox proportional hazard model. Men and women; stratified by gender and ethnic group; urate measured as continuous variable; multiple imputation; time variable: age at event, $\mathrm{n}=78707$

| Factor | Low | High | Adj. haz. ratio (95\% <br> CI) |
| :--- | :---: | :---: | :---: |
| Serum urate $(\mathrm{mmol} / \mathrm{L})$ | 0.27 | 0.45 | $1.56(1.32$ to 1.84$)$ |
| HDL cholesterol (mmol L$)$ | 1.03 | 1.79 | $1.25(1.10$ to 1.43$)$ |
| HbA1c (\%) | 5.5 | 8 | $1.42(1.30$ to 1.56$)$ |
| Family history of CVD | 0 | 1 | $1.30(1.12$ to 1.51$)$ |
| Current smoker | 0 | 1 | $1.62(1.42$ to 1.86$)$ |

Figure A.3:

Table 10. Measures of association with cardiovascular disease from a Cox proportional hazard model.
Men and women; stratified by gender and ethnic group; urate measured as continuous variable; multiple imputation; time variable: age at event, $n=80$ 249,
(includes $\mathbf{1 5 4 9}$ additional people who were excluded from the main analysis due to loop diuretic use).

| Factor | Low | High | Adj. haz. ratio (95\% <br> CI) |
| :--- | :---: | :---: | :---: |
| Serum urate $(\mathbf{m m o l} / \mathrm{L})$ | 0.27 | 0.45 | $1.38(1.18$ to 1.61$)$ |
| HDL cholesterol $(\mathbf{m m o l} / \mathrm{L})$ | 1.03 | 1.79 | $1.25(1.41$ to 1.10$)$ |
| HbA1c $(\%)$ | 5.5 | 8 | $1.36(1.24$ to 1.49$)$ |
| Current smoker | 0 | 1 | $1.58(1.39$ to 1.79$)$ |
| Loop diuretic use at enrolment | 0 | 1 | 3.45 (2.85 to 4.18$)$ |

Figure A.4:
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