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Acoustic Echo Canceller Software for VoIP Hands-
free Application on Smartphone and Tablet Devices 
Masahiro Fukui, Member, IEEE, Suehiro Shimauchi, Member, IEEE, Kazunori Kobayashi, Yusuke Hioka, Senior 

Member, IEEE, Hitoshi Ohmuro, Member, IEEE 

 
Abstract — An acoustic echo cancellation (AEC) method 

developed for voice over IP (VoIP) hands-free applications is 
proposed. This method can effectively reduce undesired 
acoustic echo arriving at a microphone from a loudspeaker 
and emphasize the target talker’s voice when near-end and 
far-end talkers speak simultaneously (i.e. double-talk), 
irrespective of smartphone/tablet device models. This method 
mainly involves cancellation of non-linear acoustic echo 
caused by loudspeaker distortion, residual echo reduction 
robust against echo-path change, and estimation of pure delay 
resulting from both room echo and audio input/output buffers. 
The experimental results show that the proposed AEC method 
reduced more than 40 dB of undesired echo for every 
smartphone or tablet used for the evaluation. This indicates 
that the performance of the proposed AEC method does not 
depend on the difference in the acoustic characteristics of 
individual devices1

 
. 

Index Terms — VoIP hands-free application, smartphone, 
tablet, acoustic echo canceller, delay variation, non-linear echo, 
microphone-sensitivity change, doubletalk. 

I. INTRODUCTION 
Smartphones and tablets have rapidly become popular 

among internet users in recent years. Along with their 
popularization, voice over IP (VoIP) phone applications [1]-
[3] that can run on such devices are also becoming popular, 
whose worldwide market size has been increasing. Hands-free 
conversation may be a more popular style of phone-call 
because it allows us to, for example, talk while looking at 
documents displayed on the screen. 

Acoustic echo cancellation (AEC) [4]-[8] is an 
indispensable technology for hands-free VoIP applications 
because it prevents detrimental acoustic echo and howling 
caused by the acoustic coupling between loudspeakers and 
microphones. Various AEC techniques have been developed 
[9]-[14]. One of these AEC techniques consists of an adaptive 
filter (ADF) [10], [11] combined with echo reduction (ER) 
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[12]-[14], has frequently been practically applied because of 
its promising performance. The ADF estimates and cancels 
out the acoustic echo by adaptively identifying an unknown 
acoustic echo path. However, some residual echo (error 
signal) still remains in its output because in practice, there are 
limitations on the calculation and memory capacities required 
to accurately estimate the echo path, which occasionally 
changes in practical environments. Echo reduction is therefore 
used, which involves a non-linear post-filter that reduces the 
residual echo included in the error signal. Echo reduction 
estimates the power spectrum of the residual echo using the 
squared amplitude frequency response of the acoustic 
coupling (acoustic coupling level: ACL) then calculates the 
post-filter that reduces the residual echoes.  

The combination of the ADF and ER are known to result in 
reasonable performance for conventional teleconferencing 
systems in which the linear characteristics between the 
loudspeaker and microphone and slow echo-path change are 
guaranteed. However, three model-specific problems arise 
when AEC is applied to various smartphones or tablets: i) 
loudspeaker distortion, ii) microphone sensitivity variation, 
and iii) audio input/output delay variation [15]. Problem i) 
causes non-linear distortions in the echo, and problems ii) and 
iii) cause frequent and abrupt echo-path changes. As a result, 
AEC performance will noticeably degrade when applied to 
VoIP hands-free applications on smartphones or tablets. 

An AEC method that automatically tailors its performance 
to the acoustic characteristics of individual devices is 
proposed. The proposed AEC method uses three new 
techniques: 1) ADF with nonlinear echo path modeling and its 
identification algorithm to cancel distorted echo, 2) ER robust 
against echo-path change, and 3) delay estimation (DE) to 
track audio input/output delay. Technique 1) can cancel out 
not only linear, but also nonlinear echoes that result from 
loudspeaker distortion. Technique 2) can instantaneously track 
the residual echo level, which changes when the microphone 
sensitivity varies. Technique 3) can sequentially calculate the 
pure delay resulting from both room echo and the buffer 
process of audio input/output. 

This paper, which is based on the conference paper [16], 
discusses further details of these three techniques and 
compares the conventional and proposed methods in terms of 
echo-cancellation performance with six different smartphone 
and tablet devices. 

The remainder of this paper is organized as follows. Section 
II presents the principle of the conventional AEC methods, 



 

and section III provides details of the proposed AEC method. 
The overview of a VoIP-phone prototype equipped with the 
proposed AEC method is introduced in section IV. 
Experimental results using VoIP applications are described in 
section V, and this paper is concluded with remarks in section 
VI. 

II. CONVENTIONAL AEC 
A block diagram of the conventional AEC is shown in Fig. 

1. The AEC receives the signal )(nx  from the far-end at a 
discrete time index n . This signal is picked up as an acoustic 
echo signal by the microphone after passing through the room 
echo path having an impulse response modeled as 

1( ) [ ( ), , ( )]T
Rn h n h n=h  , where R  is the effective length 

of the impulse response and T  is the transposition.  
The ADF technique is a linear-processing technique; 

therefore, it can cancel out only the echo signal from a 
microphone signal by adaptively modeling an unknown 
acoustic echo path. Given the reference input vector 

( ) [ ( ), , ( 1)]Tn x n x n R= − +x   and the adaptive filter 

vector 1( ) [ ( ), , ( )]T
Rn w n w n=w  , the output signal of the 

ADF )(ny  can be written in terms of the reference input 

vector Tn)(x  which is convoluted by the impulse response 
between the reference and ADF output signals (residual echo 
path) 1'( ) [ ' ( ), , ' ( )]T

Rn h n h n=h  , including the near-end 

speech signal ( )s n , as 
 

)()}1()(){()( nsnnnny T +−−= whx ,  

)()(')( nsnnT += hx . (1) 
 

The ER technique is a common frequency-domain post-
filter technique based on short-time spectral amplitude 
(STSA) estimation [17]; it estimates residual echo levels and 
suppresses the residual echo using multiplicative gains in the 
frequency domain. 

The short-time Fourier transform of )(ny  is represented as 
follows: 

 
)()()( ωωω iii SDY += , (2) 

 
where ω  is a discrete frequency index, i  is a discrete frame 
index, and )(ωiD  and )(ωiS  are the short-time Fourier 

transforms of )(nd  and )(ns , respectively. The output of 
the ER is expressed as 
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Fig. 1. Block diagram depicting conventional AEC method 
 

where )(ˆ ωiS  is the short-time Fourier transform of 

transmitted signal )(ˆ ns , i.e. the estimate of )(ωiS . Here, 

)(ωiG  is the echo-reduction gain that is calculated according 
to the Wiener filtering method [18] obtained by 
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where 2|)(ˆ| ωiD  is the estimate of the residual echo level 

2|)(| ωiD , and 2|)(| ωiD  is calculated as 
 

22'2 |)(||)(ˆ||)(ˆ| ωωω iii XHD = , (5) 
 

where 2' |)(ˆ| ωiH  is the estimate of the ACL 2' |)(| ωiH , 

which is the power spectrum of )(' nh , and 2|)(| ωiX  is the 

power spectrum of )(nx . Here, 2' |)(| ωiH  is estimated 
using the following equation: 
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where ][⋅E  is the ensemble average. Equation (6) is a 
simplified equation for the previously proposed technique [19]. 
In (6), all the complex number operations are approximately 
replaced with real number operations. 

III. PROPOSED AEC METHOD 
A block diagram of the proposed AEC method is illustrated 

in Fig. 2. Many smartphones and tablets available on the 
market are equipped with small inexpensive loudspeakers, 
built-in auto-gain control (AGC), and variable audio 
input/output buffers. Therefore, when a conventional AEC 
method is applied to a VoIP application on smartphone or  
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Fig. 2. Block diagram depicting proposed AEC method developed for 
smartphone and tablet devices. 
 
tablet devices, the AEC performance will degrade because of 
loudspeaker distortion, microphone sensitivity variation, and 
audio input/output delay variation of the devices. The issues 
of distortion and variations in level and delay are adequately 
addressed with the ADF, ER, and DE techniques of the 
proposed AEC method. The ADF technique cancels out not 
only linear but also nonlinear echoes that result from 
loudspeaker distortion. The ER technique instantaneously 
tracks the residual echo level, which changes when the 
microphone sensitivity varies, and suppresses the residual 
echo. The DE technique sequentially calculates the pure delay 
resulting from both room echo and the buffer process of audio 
input/output. These techniques are described in the remainder 
of this section. 

A. Nonlinear ADF 
The cascade adaptive filtering scheme [20], [21] is used in 

the proposed AEC method, in which the adaptive hard 
clipping function is followed by the adaptive finite impulse 
response (FIR) filter. This scheme can compensate for the 
nonlinear echo caused by the saturation effects due to the 
small loudspeaker and/or poor amplifier. 

The adaptive hard clipping function simulates the saturated 
loudspeaker output signal ( )u n  as 
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where )(na  denotes the nonnegative hard clipping threshold. 

The time domain signal )(nu  is transformed into the 

frequency domain signal )(ωU  and the frequency domain 

estimate of the echo signal )(ωV  is efficiently calculated as 
 

),()()( ωωω UWV =   (8)  
 

where )(ωW  is the frequency domain FIR filter coefficient 
of each frequency bin. 

The adaptive parameters )(na  and )(ωW  are updated for 
every discrete frame i  as follows: 
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)(' ωU  indicates the frequency domain signal of 

)()( nanu ∂∂ , )(ωY  indicates the frequency domain 

output (or estimation error), N  is the number of all frequency 
bins, µ  is the adaptation step size, β  is the regularization 

parameter, and real[ ]c  indicates the real value of c . 
Unlike the original cascade scheme [20], [21], the adaptive 

FIR filter is implemented in the frequency domain [11] for 
computational efficiency. To do this, the parameter update 
equations shown in (9) and (10) are also differently 
formulated from those of the original scheme in order to 
jointly estimate the time domain threshold parameter )(na  
and the filter coefficient of each frequency bin )(ωW  by 
commonly evaluating the frequency domain error )(ωY . 

B. Instantaneous ER 
The ER technique instantaneously estimates the residual 

echo level after separating the level and the spectral structure 
from the residual echo. With this technique, it is assumed that 
only the residual echo level is changed when the microphone 
sensitivity varies because the spectral structure is maintained 
even if the echo path is changed [22]. Under this assumption, 
the residual echo level can be estimated using not time but 
frequency spectral statistics, so the level variation can be 
tracked in a short observation time. The power spectrum of 

residual echo 2' |)(ˆ| ωiD  can be derived by calculating the 

estimate of the residual echo level iĝ  as 
 

( ) ( ) ( ) 22'2' |||ˆ|ˆ|ˆ| ωωω iiii XHgD = , (12) 
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where 2' |)(ˆ| ωiH  is the estimated power frequency response 

of the residual echo path, Q  is the number of frames, and 
]max[⋅  is the maximum value selection. 

C. Delay Estimation 
A block diagram of the DE technique is illustrated in Fig. 3. 

This technique sequentially calculates the pure delay resulting 
from both room echo and the buffer process. This technique 
first calculates the segment echo-path transfer functions 

)(,),( ''
1

''
0 ωω −LHH   by using a generalized cross 

correlation (GCC) method [23] consisting of a multi-delay 
filter (MDF) [24] as follows: 
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where ( )iZ ω  indicates the frequency-domain microphone 

signal, H  is the complex conjugate transposition, and L  and 
M are the numbers of the multi-delay filters and delay search 
frames, respectively. In the GCC method, the frame number i  
of )('' ωiH  corresponding to the initial increase in the echo-
path response is considered as the pure delay. The frame 
number that shows the pure delay is sent to the buffers, and 
the received signal is adjusted for the ADF technique to 
maintain the delay size of the estimated echo path. 

IV. PROTOTYPE OVERVIEW 
Photographs of a VoIP-phone prototype implemented with 

the proposed AEC method are shown in Fig. 4. This prototype 
is a mobile VoIP softphone built using peer-to-peer (P2P) 
techniques and allows free VoIP calls only between 
prototypes. This software is implemented in the mobile 
operating system (OS) platform and some functions are 
optimized for the power-efficient central processing unit 
(CPU). This software can also be used with three speech/audio 
codecs: ITU-T Recommendations G.711 [25], G.711.1 [26], 
and G.711.1 Annex D [27]. The sampling frequencies of these 

codecs 
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Fig. 3. Delay Estimation by MDF-GCC. 
 

 
Fig. 4. Photograph of VoIP phone prototype equipped with proposed 
AEC method. 

 
are 8, 16, and 32 kHz, respectively. The A/D and D/A 
converters are compatible with 8/16/32/44.1/48 kHz sampling. 
The frame-shift size is 20 ms, the frame size for a fast Fourier 
transform (FFT) is 40 ms, and the signal delay of the software 
is 30 ms. The maximal filter tap length in the echo path 
modeling is 200 ms. This software keeps memory 
consumption below 10 Mbytes, and the percentage of CPU 
usage is 10% or less. 

A block diagram of the proposed AEC method is shown in 
Fig. 5. It consists of blocks for the following components: 
sampling frequency switch (SFS), analysis filter (AF), loss 
control (LC), synthesis filter (SF), sampling frequency 
converter (SFC), sound device control, delay estimator, buffer, 
and acoustic echo controller. 

The received speech signal from the decoder enters the 
AEC software, and its sampling frequency is selected by the 
SFS according to the used codec. The signal after the SFS is 
split into two or three sub-band signals by the AFs if the 
sampling frequency is more than 16 kHz. The frequency 
ranges of the sub-band signals are 0–4, 4–8, and 8–16 kHz. 
These signals undergo gain controls by the LC and are re-
synthesized by the SFs. The sampling frequency of the 
loudspeaker output is switched by the SFS. If the sampling 
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Fig. 5. Block diagram of AEC software implemented in VoIP application. 
 
or 48 kHz, the 32-kHz sampling is converted into 44.1 or 48 
kHz by the SFC. The sound device control controls the sound 
buffers in the mobile device in order to play the far-end 
talker’s voice through the loudspeaker and pick up the near-
end talker’s voice with the microphone. 

The sampling frequency of the microphone input signal is 
switched by the SFS, and the signal is split into sub-band 
signals by the AFs. The sampling frequency is converted into 
32 kHz if the sampling frequency of the microphone signal is 
44.1 or 48 kHz. 

The delay estimator estimates the delays of both acoustic 
echo and sound device control to allow the acoustic echo 
canceller to work correctly. This controller is composed of an 
ADF and ER, and cancels out the undesired echo. The signal 
after AEC undergoes the gain control by the LC. The sub-
band signals are re-synthesized by the SFs, the sampling 
frequency of synthesis signal is selected by the SFS, and the 
output signal is sent to the encoder. 

V. PERFORMANCE EVALUATION 
The echo cancellation performances of the proposed and 

conventional AEC methods were compared in a practical 
environment using smartphone and tablet devices. The 
conventional method was that in which the conventional ADF 
and ER techniques were used, as described in Section II, 
without a DE technique. 

A. Test Conditions 
The arrangement of the smartphone/tablet device and sound 

source is shown in Fig. 6. The loudspeaker shown in this 
figure simulated the near-end talker and background noise. 
The loudspeaker and microphone levels were as prescribed by 
ITU-T Recommendation P.340 [28]. The tests were based on 
specific test signals as prescribed in ITU-T Recommendation 
P.501 [29]. The following background noise types were used 
in the tests: pink noise at a 20-dB signal-to-noise ratio (SNR) 
and office noise at a 15-dB SNR. The reverberation time was 

set to 300 ms. Four smartphones (S-A, S-B, S-C, and S-D)  
Smartphone/tabletLoudspeaker

0.2 m
 

Fig. 6. Test arrangements for objective measurements. 
 
and two tablets (T-A and T-B) were used in the tests.  
 

B. Experimental Results 
The signal-to-echo ratio (SER) was used as an evaluation 

metric of AEC performance. In the tests, the SERs in single-
talk and double-talk periods were evaluated. Single talk is a 
situation where only the far-end speaker is talking. Double 
talk is a situation where both the near-end and far-end 
speakers are talking concurrently. The SERs in the single-talk 
and double-talk cases were computed using the following 
equations, respectively: 
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K  is the signal length and ˆ ( )Ss n  is the transmitted signal 
observed when only the near-end speaker is talking. 

These results are shown in Figs. 7 to 12. Figs. 7 to 9 are the 
single-talk cases with and without background noise, and Figs. 
10 to 12 are double-talk cases with and without background 
noise, respectively. The SNRs are 20 and 15 dB in the cases of 
the pink and office noises, respectively. As these results 
indicate, the proposed AEC method sufficiently suppressed 
the undesired acoustic echo compared with the conventional 
AEC method in both the single-talk and double-talk periods 
irrespective of the types of devices and background noise. 
Regarding the proposed AEC method, SERs of more than 40 
and 20 dB were achieved in the single- talk and double-talk 
periods, respectively. 

VI. CONCLUSION 
An AEC method for VoIP hands-free application on 



 

smartphones and tablets was proposed. The proposed method  
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Fig. 7. Comparison of echo reduction performance by SER (single talk 
without background noise). 
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Fig. 8. Comparison of echo reduction performance by SER (single talk 
with pink noise at 20 dB SNR). 
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Fig. 9. Comparison of echo reduction performance by SER (single talk 
with office noise at 15 dB SNR). 
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Fig. 10. Comparison of echo reduction performance by SER (double talk 
without background noise). 
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Fig. 11. Comparison of echo reduction performance by SER (double talk 
with pink noise at 20 dB SNR). 
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Fig. 12. Comparison of echo reduction performance by SER (double talk 
with office noise at 15 dB SNR). 
 
can reduce the undesired acoustic echo and emphasize the 
target near-end speech during double-talk periods, irrespective 
of the smartphone and tablet models. This method can 
estimate the non-linear acoustic echo caused by loudspeaker 
distortion, instantaneous residual echo variation caused by 
echo-path change, and pure delay resulting from both room 
echo and audio input/output buffers. This method was 
implemented in a VoIP hands-free phone application used on 
smartphones and tablets. The experimental results 
demonstrated that the proposed method effectively reduces the 
undesired echo on various smartphone/tablet models and 
performed better than the compared conventional AEC 
method. 
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