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Abstract
In this paper we investigate the dependence of recursively enumerable structures on the equality relation which is fixed to a specific r.e. equivalence relation. We compare r.e. equivalence relations on the natural numbers with respect to the amount of structures they permit to represent from a given class of structures such as algebras, permutations and linear orders. In particular, we show that for various types of structures represented, there are minimal and maximal elements.
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1. Introduction
Recursively enumerable (r.e.) structures are given by a domain, usually fixed as the set $\omega$ of natural numbers, recursive functions representing the
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basic functions in the structure, plus some recursively enumerable predicates among which there is a predicate $E$ representing the equality relation. When the equality relation $E$ is fixed, the r.e. structures in which the equality relation coincide with $E$ depend heavily on the nature of $E$. For example, Novikov constructed a finitely generated group with undecidable word-problem; in other words, there is a group which can be represented using an r.e. nonrecursive equivalence relation $E$ but not using a recursive equivalence relation $E$. On the other hand, when dealing with Noetherian rings [26], Baur [3] showed that every r.e. Noetherian ring is already a recursive Noetherian ring, as the underlying equality $E$ is a recursive relation. So only recursive equality relations $E$ can be used to represent recursive Noetherian rings.

Our aim is to deepen the investigation of recursively enumerable structures with a special emphasis on the role of the equivalence relation $E$ representing the equality of the structure. We want to study how these equivalence relations compare with each other, that is, which of them are more and which are less expressive in the amount of structures they permit to represent. Our main motivation comes from the basic homomorphism theorems in algebra. In the context of universal algebras, the theorem states that for every universal algebra $A$ generated by some set $S$ there exists a homomorphism $h : F(S) \to A$ from the absolutely free algebra $F(S)$ with generator set $S$ onto $A$. The elements of $F$ are called terms and they are defined inductively as follows. Each $s \in S$ is a term. If $t_1, \ldots, t_n$ are terms, and $f$ is an $n$-ary operation symbol in the language of $A$, then $f(t_1, \ldots, t_n)$ is also a term. The interpretation of each $n$-ary operation symbol $f$ on the set of all terms is this. Given an $n$-tuple of terms $(t_1, \ldots, t_n)$ the value of $f$ on $(t_1, \ldots, t_n)$ is the term $f(t_1, \ldots, t_n)$. On the set $F(S)$ of all terms define the following equivalence relation

$$E = \{(t, t') \mid h(t) = h(t')\}.$$ 

The relation $E$ is often called the word problem of the algebra $A$. All the operations $f$ of the term algebra $F(S)$ respect $E$, and induce well-defined operations (that we also denote by $f$) on the factor set $F(S)/E$. The homomorphism theorem then implies that the original algebra $A$ is isomorphic to the algebra $F(S)/E$. From a point of view of computable structures and recursion theory, the isomorphism between $A$ and $F(S)/E$ states that there exists an isomorphic copy of $A$ whose elements are equivalence classes
such that the basic operations in this isomorphic copy are computable on the representatives of the equivalence classes. Hence, since the operations on \( F(S)/E \) are recursive, the recursion-theoretic complexity of \( \mathcal{A} \) can be identified with the complexity of the equivalence relation \( E \). This observation suggests the investigation of the class of those algebras whose elements are the \( E \)-equivalence classes and whose operations are induced by recursive functions that respect \( E \). Formally, we define these classes below.

From now on all equivalence relations are recursively enumerable (r.e.) equivalence relations on the set of natural numbers \( \omega \); note that such equivalence relations are also called positive [10, 11, 28]. Intuition here is that we restrict ourselves to those structures for which the word problem is recursively enumerable. So, let \( E \) be an r.e. equivalence relation on \( \omega \). We say that a recursive function \( f : \omega^n \to \omega \) respects \( E \) if for all natural numbers \( x_1, y_1, \ldots, x_n, y_n \in \omega \), where \( (x_i, y_i) \in E \) for all \( i = 1, \ldots, n \), we have \( (f(x_1, \ldots, x_n), f(y_1, \ldots, y_n)) \in E \). Similarly, a recursively enumerable predicate \( P \subseteq \omega^n \) respects \( E \) if for all \( x_1, y_1, \ldots, x_n, y_n \in \omega \) such that \( (x_i, y_i) \in E \), where \( i = 1, \ldots, n \), we have \( P(x_1, \ldots, x_n) \) if and only if \( P(y_1, \ldots, y_n) \).

If \( f : \omega^n \to \omega \) respects \( E \) then \( f \) induces an \( n \)-ary operation on the quotient \( \omega/E \). We abuse notation and denote the induced map by \( f \) itself. Similarly, we use this convention for predicates. From now on, for simplicity of notations, we consider structures that contain finitely many operations and predicates only.

**Definition 1.** An \( E \)-structure is of the form \((\omega/E, f_1, \ldots, f_k, P_1, \ldots, P_m)\) where each \( f_i \) is a recursive function respecting \( E \) and each \( P_j \) is an r.e. predicate respecting \( E \). We say that a structure is recursively enumerable if it is an \( E \)-structure for some r.e. equivalence relation \( E \). An \( E \)-structure is an \( E \)-algebra if it contains no predicates.

We give two examples. Let \( G \) be a finitely presented group and \( E \) be the word problem for \( G \), that is, \( E = \{(x, y) \mid x \cdot y^{-1} = e\} \). Clearly, \( E \) is a r.e. equivalence relation. The group \( G \) is an \( E \)-algebra. For the second example, consider a first order consistent axiomatisable theory \( T \). The theory \( T \) defines the following equivalence relation \( E \) on the set of all formulas \( E = \{(\varphi, \psi) \mid T \vdash \varphi \leftrightarrow \psi\} \). The Lindenbaum Boolean algebra of \( T \) is an \( E \)-algebra.

Let \( C \) be a class of structures, where we identify structures up to isomorphism. The class can be the class of linear orders, the class of algebras or the class of all structures. Given a r.e. equivalence relation \( E \) we would like to
single out those structures in the class $C$ that are isomorphic to $E$-structures.

We put this into the following definition:

**Definition 2.** Given a r.e. equivalence relation $E$, let $K_C(E)$ be the class of all $E$-structures from $C$. In case $C$ is the class of all structures or $C$ is clear from the context we omit the index $C$.

We sometimes use the following terminology. If a structure $A$ belongs to $K(E)$ then we say that $E$ realises $A$. Otherwise, we say that $E$ omits $A$. Below we present several examples to give some intuition to the reader.

**Example 3.** Suppose that $\omega/E$ is finite. Then a structure $A$ belongs to $K(E)$ if and only if the cardinality of the domain equals the cardinality of $\omega/E$. Note that here recursive enumerability of $E$ is used essentially.

**Example 4.** Let $E$ be the identity relation $id_\omega$ on $\omega$. Then the class $K(E)$ coincides with the class of all infinite recursive structures.

**Example 5.** Let $X \subseteq \omega$ be a r.e. set. Consider the following equivalence relation $E(X)$:

$$E(X) = \{(x, y) \mid x = y\} \cup \{(x, y) \mid x, y \in X\}.$$  

Each equivalence class of $E(X)$ is either a singleton $\{i\}$ where $i \notin X$ or is the set $X$ itself. A permutation algebra is an algebra of the form $(A, f)$, where $f : A \to A$ is a bijection on $A$. If $f(x) = x$ then $x$ is called a fixed point. It is not hard to see that every permutation algebra from $K(E(X))$ has a fixed point if and only if $X$ is a nonrecursive set.

We will be using the equivalence relation $E(X)$ presented in the example above throughout the paper, especially in the last section.

**Example 6.** Let $E$ be an r.e. but not recursive equivalence relation. Then the class $K(E)$ does not contain the successor structure $(\omega, S)$.

Here is one simple yet general fact that we use in the last section and that is interesting on its own.

**Proposition 7.** Let $C$ be a class of relational structures closed under substructures. Assume that there exists a recursive mapping $f : \omega \to \omega$ that induces an injection from $\omega/E_1$ into $\omega/E_2$. If $E_1$ omits every structure from $C$ then so does $E_2$.  
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Proof. Indeed, assume that there exists a structure $A$ in $C$ such that $A$ is realised by $E_2$. Let $B \subseteq \omega/E_2$ be the image of the injection induced by $f$. The set $B$ determines the substructure $B$ of $A$. Since $f$ is an injection, we can “lift” the structure $B$ back into the domain $\omega/E_1$. Hence, $B$ is realised by $E_1$. But, $C$ is closed under substructures. Hence $E_1$ realises a structure from $C$ contradicting the assumption. 

All the examples above indicate that algebraic properties of structures in $K(E)$ vary depending on algorithmic properties of $E$. To indicate this even further, we introduce the notion of the transversal for equivalence relations $E$, and show how recursion-theoretic properties of the transversal might effect algebraic properties of structures from $K(E)$.

**Definition 8.** The transversal of a recursively enumerable equivalence relation $E$, denoted by $tr(E)$, is the set $\{n \mid \forall x [x < n \to (x, n) \notin E]\}$.

Thus, the transversal $tr(E)$ is the set of all minimal elements taken from the equivalence classes of $E$. It is not hard to see that $E$ is Turing equivalent to $tr(E)$. Recall that a set $X$ of natural numbers is hyperimmune if there does not exist a recursive function $g$ such that $g(i) \geq x_i$ for all $i$, where $x_0 < x_1 < x_2 < \ldots$ and $X = \{x_0, x_1, \ldots\}$. We also say that a set $X$ is hypersimple if $X$ is recursively enumerable and its complement is hyperimmune.

**Proposition 9** (Kasymov and Khoussainov [19]). If the transversal of a r.e. equivalence relation $E$ is hyperimmune then every $E$-algebra is locally finite, that is, all finitely generated subalgebras of all $E$-algebras are finite.

**Proof.** Let $A$ be an $E$-structure. Consider any finitely generated substructure of $A$, and assume that the substructure is infinite. Let $n_0, \ldots, n_k$ be the $E$-representatives of the generators of the substructure. Define the following sequence: $X_0 = \{n_0, \ldots, n_k\}, X_{i+1} = X_i \cup \{f(\bar{x}) \mid \bar{x} \in X_i, f \in \sigma\}$, where $\bar{x}$ is an $n$-tuple of $X_i$ and $f$ is an $n$-ary operation of the language $\sigma$ of the structure. Clearly, each $X_i$ is a finite subset of natural numbers. Now let $m_i$ be the maximal element of $X_i$. Note that for each $i$ there exists an $x_{i+1}$ in $X_{i+1}$ such that $[x_{i+1}] \neq [y]$ for all $y \in X_i$ because the subalgebra is infinite. Hence, the function $m(i) = m_i$ is recursive and gives a counterexample for $tr(E)$ being hyperimmune. Thus, $A$ is locally finite. 

**Corollary 10.** If $X$ is is a hypersimple set then the class $K(E(X))$ contains no finitely generated algebra.
We note that in [20] Khoussainov and Hirschfeldt construct a simple set $X$ such that the class $\mathcal{K}(E(X))$ contains a finitely generated monoid.

To put all the examples and the proposition above in perspective, we would like to investigate and compare the classes $\mathcal{K}_C(E)$ by varying both $C$ and $E$. This is formalised in the following definition.

**Definition 11.** Let $C$ be a class of structures, $E_1$, $E_2$ be r.e. equivalence relations. We say $E_1$ is $C$-reducible to $E_2$, written $E_1 \preceq_C E_2$ iff every structure in $C$ realised by $E_1$ is also realised by $E_2$. In particular, we consider the following reducibilities:

1. $E_1 \preceq_{\text{alg}} E_2$ iff every algebra realised by $E_1$ is also realised by $E_2$;
2. $E_1 \preceq_{\text{perm}} E_2$ iff every permutation algebra realised by $E_1$ is also realised by $E_2$;
3. $E_1 \preceq_{\text{ord}} E_2$ iff every linear order realised by $E_1$ is also realised by $E_2$;
4. $E_1 \preceq_{\text{struct}} E_2$ iff every structure realised by $E_1$ is also realised by $E_2$.

Note that these relations are pre-orders on the set of all r.e. equivalence relations on $\omega$. For $C \in \{\text{alg, ord, perm, struct}\}$, we say that $E_1 \equiv_C E_2$ iff $E_1 \preceq_C E_2$ and $E_2 \preceq_C E_1$. Thus $\equiv_C$ determines a partial order on the $\equiv_C$-equivalence classes. We use the same symbol $\preceq_C$ to denote this order. Example 4 shows that the identity relation $\text{id}_\omega$ represents a maximal element of the pre-orders $\preceq_{\text{alg}}$ and $\preceq_{\text{struct}}$. One of our aims is to study the relations $\preceq_C$ more in detail.

We would like to make two important observations. The first is the following. By fixing the equivalence relation $E$, the class $\mathcal{K}_C(E)$ calls for the description of those structures from $C$ that can be realised over $E$. For instance, one can ask if there exists a linear order or a group or a Boolean algebra realised over $E$. If there is a structure (say, a group) in the class $\mathcal{K}_C(E)$, one would like to describe isomorphism invariants of the structure. In this sense, the class $\mathcal{K}_C(E)$ represents an algebraic content of the universe $\omega/E$. The second observation is this. By fixing a class $C$ of structures, one could consider those equivalence relations $E$ that realise structures from $C$. This can be viewed as computability-theoretic content of the class $C$. In view of these observations, in this paper we mostly study the algebraic content of the universes $\omega/E$. 
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2. Connections to related work

Orderings of equivalence relations have mainly been studied with respect to their complexity. Originally, mathematicians have been studying partial orders on the equivalence relations on reals, in particular the Borel reducibility among those, see Fokina, Friedman and Törnquist [15] for a recent work in this direction. Bernardi and Sorbi [4, 5] as well as Ershov [10, 11] studied a reducibility between equivalence classes which later became known as $\leq_{FF}$ due to the work of Fokina and Friedman (in some papers also with other coauthors) on this topic [12, 13, 14, 15]. Here, for equivalence relations $E_1, E_2$ on $\omega$, one says that $E_1 \leq_{FF} E_2$ iff there is a recursive function $f$ with $\forall x, y [x E_1 y \Leftrightarrow f(x) E_2 f(y)]$. One can also consider a related equivalence relation $\sim_{FF}$ where $E_1 \sim_{FF} E_2$ iff there is a recursive function $f$ witnessing $E_1 \leq_{FF} E_2$ with the additional constraint that all equivalence classes of $E_2$ appear in the range of $f$. Note that $E_1 \sim_{FF} E_2$ is actually an equivalence relation and also implies $E_2 \leq_{FF} E_1$. When comparing it with $\equiv_{FF}$ given as $E_1 \leq_{FF} E_2 \land E_2 \leq_{FF} E_1$, it turns out that $\sim_{FF}$ is a more restrictive condition than $\equiv_{FF}$, which stands in contrast to the one-one reducibility on sets. Note that if $X_1, X_2$ are two infinite r.e. sets then $E(X_1) \leq_{FF} E(X_2)$ iff $X_1 \leq_1 X_2$ [9, 25]; hence $\leq_{FF}$ is nearer to one-one reducibility than to many-one reducibility between r.e. sets. Coskey, Hamkins and Miller [8, 9] and Gao and Gerdes [16] also contributed to the study of r.e. equivalence relations and their partial order $\leq_{FF}$. A recent paper by Andrews, Lempp, Miller, Ng, San Mauro and Sorbi [2] studies $\leq_{FF}$-reducibility between equivalence relations, in particular, answering several questions posed in the work of Gao and Gerdes [16].

We also note that $\leq_{FF}$ was studied by Fokina and Friedman in a more general context. In their study the domain of $E_1$ is not the full set $\omega$ but just a subset, the function $f$ witnessing $E_1 \leq_{FF} E_2$ is permitted to be partial-recursive as long as it is defined on the domain of $E_1$ and as it maps the domain of $E_1$ into the domain of $E_2$. Besides $\leq_{FF}$, Friedman and Fokina also studied a hyperarithmetic reducibility where the function $f$ can be hyperarithmetic; this reducibility has, however, not much relation to the ones we study and so we omit the details here.
3. Permutation algebras case

In this section we study permutation algebras as one of the simplest structures which can be defined and also investigate the relationship between the reducibilities $\leq_{\text{perm}}$ and $\leq_{\text{FF}}$. The next example introduces various properties of permutation algebras realised over equivalence relations $E$.

**Example 12.** For this example, recall that $\text{perm}$ stands for the class of all infinite permutation algebras. Below we explain which types of permutation algebras are realised over $E$ by varying $E$.

There are permutation algebras which are only realisable over recursive equivalence relations $E$. These are those that have only finitely many cycles such that at least one cycle is isomorphic to $(\mathbb{Z}, S)$ where $S$ is the successor function on integers $\mathbb{Z}$. The infinite cycle has to be included as we excluded finite permutation algebras from $\text{perm}$. Hence, every recursive equivalence relation $E$ represents a maximal element in the ordering $\leq_{\text{perm}}$ and all recursive equivalence relations $E$ with infinitely many equivalence classes are equivalent under $\equiv_{\text{perm}}$.

Now consider a coinfinite r.e. set $X$ and a permutation algebra $(A, f)$ realised by $E(X)$. Note that $X$ must represent a fixed point whenever $X$ is not recursive.

If $X$ is hyperhypersimple then there is an integer $n \geq 1$ such that $(A, f)$ contains no cycle of length greater than $n$. In particular, the algebra contains no infinite cycle. The reason is that one can enumerate all the cycles of finite length and put of each cycle along the transversion-order the $m$-th element into the $m$-th member of a weak array intersecting the complement of $X$; hence if arbitrary long cycles existed then each member of the weak array would intersect the complement of $X$.

Furthermore, for hyperhypersimple $X$, $E(X) <_{\text{perm}} E(X \oplus \emptyset)$. Indeed, if $E(X)$ realises $(A, f)$ then there is an $n$ such that cycles of length $n$ occur infinitely often in that structure and one could then extend this structure to $E(X \oplus \emptyset)$ by filling up the new added second half of singleton classes with copies of $n$-cycles. Furthermore, $E(X \oplus \emptyset)$ realises an algebra consisting of infinitely many fixed points plus one infinite cycle. Hence, we have the strict comparison: $E(X) <_{\text{perm}} E(X \oplus \emptyset)$.

If $X$ is a maximal set (in the sense of recursion theory) then there are finitely many cycles of length greater than 1, and hence, all other members of $A$ must be fixed points. The same condition holds when $X$ is supersimple.
Furthermore, every equivalence relation of the form $E(X)$ with $X$ being co-infinite realises all infinite permutation algebras where almost all members of $A$ are fixed points. Thus, the class of all r.e. equivalence relations of the form $E(X)$ contains the smallest element with respect to $\leq_{\text{ord}}$.

If $X$ is the halting problem then one can realise for every r.e. set $Y$ an algebra $(A, f)$ such that there are infinitely many cycles of length $n + 2$ for $n \notin Y$ and no cycles of length $n + 2$ for $n \in Y$. Such an algebra cannot be realised when $E(X)$ is recursive. Hence the ordering of $\leq_{\text{perm}}$ does not have the greatest element. With this, we finished our explanation of Example 12.

The following lemma is clear; it is important for permutation algebras, but will also be used in various later proofs for other concepts.

**Lemma 13.** If $E_1 \sim_{FF} E_2$ then $E_1 \equiv_{\text{perm}} E_2$, $E_1 \equiv_{\text{alg}} E_2$ and $E_1 \equiv_{\text{struct}} E_2$.

An important type of r.e. equivalence relations are the universal ones where $E$ is universal iff $E' \leq_{FF} E$ for every r.e. equivalence relation $E'$. All though universal equivalence relations $E, E'$ satisfy by definition that $E \equiv_{FF} E'$ (what abbreviates $E \leq_{FF} E' \land E' \leq_{FF} E$), they do not always satisfy $E \sim_{FF} E'$ [23]: Lachlan [23] showed that all precomplete universal equivalence relations form one $\sim_{FF}$ degree. Here Maltsev introduced the notion of precomplete equivalence relations [24] and defined that an r.e. equivalence relation $E$ is precomplete iff for every partial-recursive function $\psi : \omega \to \omega$ there is a total-recursive function $f$ such that for all $n \in \text{dom}(\psi)$, $\psi(n) \equiv f(n)$. In the following it is shown that there are universal equivalence relations which realise some permutation algebras which a precomplete equivalence relation cannot realise and that therefore $\equiv_{FF}$ does not imply $\equiv_{\text{perm}}$.

**Example 14.** There exists a universal equivalence relation which realises all r.e. permutation algebras which have infinitely many $n$-cycles for some $n \in \{1, 2, 3, \ldots, \infty\}$.

**Proof.** It is well-known that there is a uniform enumeration $E_0, E_1, \ldots$ of all r.e. equivalence relations; now let $\langle i, j, x \rangle E \langle i', j', y \rangle$ iff $i = i' \land j = j' \land x \equiv_{FF} y$. It is obvious and known that this is an universal equivalence relation [2].

Let an r.e. permutation algebra $(A, f)$ be given which is realised by one equivalence relation, say $E_0$. Furthermore, assume that there is an $n$ such that $(A, f)$ has infinitely many $n$-cycles, $n \in \{1, 2, 3, \ldots, \infty\}$. Now one defines $g(\langle 0, 0, x \rangle) = \langle 0, 0, f(x) \rangle$. Furthermore, let $h$ be a function which realises on $\omega$ infinitely many $n$ cycles and no other cycle. Now let
\(g(\langle 0, j + 1, x \rangle) = \langle 0, h(j) + 1, x \rangle\) and \(g(\langle i + 1, j, x \rangle) = \langle i + 1, h(j), x \rangle\). It is easy to see that \(g\) respects \(E\) and that \(g\) produces on the domain outside \({0}\times {0}\times \omega\) just infinitely many \(n\)-cycles.

Note that this example is not a characterisation; the main purpose of it is to show that universal equivalence relations might realise non-trivial permutation algebras while, in contrast to this, they do not realise any linear order (as will be shown in the last section). There are of course permutation algebras not realised by universal equivalence relations, for example all those permutation algebras which are only realised by recursive equivalence relations. Now, using Lachlan’s result that precomplete equivalence relations are universal [23] and Visser’s result that precomplete equivalence relations do not have any pair of recursively separable equivalence classes [30], we get the following corollary.

**Corollary 15.** Let \(E\) be the equivalence relation from Example 14 and \(E'\) a precomplete equivalence relation. Then \(E\) realises the permutation algebra \((A, f)\) consisting of one infinite cycle and infinitely many cycles of fixed length \(n < \infty\) while \(E'\) does not realise \((A, f)\). In particular \(E \equiv_{FF} E', E \not\equiv_{\text{perm}} E', E \not\equiv_{\text{alg}} E'\) and \(E \not\equiv_{\text{struct}} E'\).

**Proof.** It follows from the criterion given in Example 14 that \(E\) realises \((A, f)\). Furthermore, if \(E'\) realised \((A, f)\) then one would enumerate in one set \(X\) all the \(x\) for which \(x\) belongs to an equivalence class in the infinite cycle of \((A, f)\) and in another set \(Y\) all the \(y\) for which \(f^n(y) \in E'y\), that is, \(y\) belongs to a cycle of length \(n\). These two r.e. sets partition \(\omega\) and respect \(E'\), hence \(\omega\) has a recursive partition respecting \(E'\) in contradiction to the assumption that \(E'\) is precomplete and thus every two different equivalence classes of \(E'\) are recursively inseparable. \(\square\)

**Example 16.** Assume that \(X\) is maximal and \(E'\) is precomplete. Then \(E(X)\) and \(E'\) form a minimal pair in the perm-degrees.

Let \((A, id)\) be the permutation algebra consisting of an infinite set \(A\) and the identity function. \((A, id)\) is realised by every r.e. equivalence relation with infinitely many equivalence classes (what is assumed throughout this paper). The task is now to show that whenever \(E(X)\) and \(E'\) both realise a permutation algebra \((A, f)\) then \(f = id\).

Note that \(X\) is the only nonrecursive equivalence class and hence \(f\) must map \(X\) to itself. If there are infinitely many \(y \notin X\) which do not form a 1-
cycle then there must be infinitely many \( y \notin X \) with \( y < f(y) \) and infinitely many \( y \notin X \) with \( y > f(y) \). Hence the set \( \{ y \mid f(y) < y \} \) would split the complement of \( X \) into two infinite sets what contradicts the maximality. Thus there are only finitely many \( y \notin X \) with \( f(y) \neq y \) and so \((A, f)\) has only finitely many \( n \)-cycles with \( n > 1 \) and all these cycles are of finite length.

As \( E' \) realises \((A, f)\), one can identify the finitely many equivalence classes \([x]\) such that \( f([x]) \neq [x]\) and their union forms an r.e. set \( X \). Furthermore, the complement \( \{ x \mid f([x]) = [x] \} \) is also r.e. and thus \( X \) must be recursive. As any two equivalence classes of \( E' \) are recursively inseparable, \( X \) must be empty. Thus \( f = id \) and \((A, id)\) is the only permutation algebra realised by both, \( E(X) \) and \( E' \). Hence \( E(X) \) and \( E' \) form a minimal pair for the perm-degrees.

The next result shows that there is an infinite ascending chain such that each member of this chain realises only finitely many algebras.

**Theorem 17.** There are r.e. equivalence relations \( E_0, E_1, E_2, \ldots \) such that \( E_n <_{\text{perm}} E_{n+1} \) and \( E_n <_{\text{FF}} E_{n+1} \) for all \( n \).

**Proof.** First one constructs an r.e. equivalence relation \( E_0 \) such that

- There is no partition of \( \omega \) into two non-empty recursive sets which respects \( E_0 \);
- Every recursive function \( f \) respecting \( E_0 \) induces the identity on \( \omega / E_0 \).

Such an \( E_0 \) can be built using a priority construction. One starts with \( x \sim_0 y \iff x = y \) and defines inductively \( \sim_{n+1} \) from \( \sim_n \) in a recursive manner so that only finitely many equivalence classes have more than one member and that one knows these as an explicit table. Let \( a_0, a_1, \ldots \) be the least members of all the equivalence classes in ascending order.

In the following, we consider all triples \((d, e, c) \in \omega \times \omega \times \{0, 1\}\) which are identified with natural numbers in a straightforward way and check whether they satisfy the following conditions. If \( c = 0 \) then the conditions are the following:

- There is no \( x \sim_s a_d \) such that \( \varphi_{c,s}(x) \Downarrow \sim_s a_d \);
- There are \( i, j \geq d + e \) and \( x \sim_s a_i \) such that \( \varphi_{c,s}(x) \Downarrow \sim_s a_j \).
The goal is to make $\varphi_c$ mapping the $d$-th equivalence class being mapped to itself whenever $\varphi_c$ respects $E_0$; the first condition says that this is not yet enforced and the second condition says that the requirement needs attention, that is, can be enforced. If $c = 1$ then the conditions are the following:

- There is no $x, y \sim_s a_d$ such that $\varphi_{e,s}(x) \not= \varphi_{e,s}(y)$;
- There are $i, j \geq d + e$ and $x \sim_s a_i$ and $(y \sim_s a_j$ or $y \sim_s a_d$) such that $\varphi_{e,s}(x) \not= \varphi_{e,s}(y)$.

The goal here is to make $\varphi_c$ taking two different values in the $d$-th equivalence class in order to enforce that $\varphi_c$ is not a $\{0, 1\}$-valued function respecting $E_0$.

Now the activity for defining $\sim_{s+1}$ from $\sim_s$ consists just of the following step to be carried out using the above defined concepts:

If there are such triples $\langle d, e, c \rangle \leq s$ satisfying the above selection conditions

then one chooses the least of these triples with $i, j$ denoting the corresponding parameters from the above conditions and one defines $x \sim_{s+1} y$ iff $x \sim_s y$ or there are $v, w \in \{a_d, a_i, a_j\}$ with $x \sim_s v \land y \sim_s w$

else $\sim_{s+1}$ is just the same as $\sim_s$.

Now $E_0$ given by $x E_0 y$ iff $x \sim_s y$ for some $s$. It is easy to verify that there are no finite recursive partitions respecting $E_0$. Furthermore, only the triples $d, e, c$ with $d + e \leq k$ can cause some of the first $k$ equivalence classes to be fusionated; these requirements act only finitely often and therefore there is a $t_k$ such that for no $s \geq t_k$, two of the first $k$ equivalence classes of $\sim_s$ will be fusionated into one for $\sim_{s+1}$. Hence $E_0$ has at least $k$ equivalence classes. As this holds for each $k$, $E_0$ has infinitely many equivalence classes.

Furthermore, if $\varphi_c$ is a recursive function inducing a permutation of $\omega/E_0$ and $d$ some number then there are $i, j$ such that the $i$-th equivalence class is mapped to the $j$-th classes and $i, j > d + e$; hence, when $s$ is sufficiently large, $a_d, a_e, a_i, a_j$ have their final values and $\varphi_{e,s}(a_i) \sim_s a_j$; as the requirement $\langle d, e, 0 \rangle$ does not get attention at stage $s$ or later, it means that there is already an $x E_0 a_d$ with $\varphi_c(x) E_0 a_d$. Hence $\varphi_c$ maps the $d$-th equivalence class to itself and $\varphi_c$ realises on $\omega/E_0$ the identity.

The idea is now to define $E_n$ as $\langle 0, 1 \rangle^n \times E_0$ which is realised as $x \cdot 2^n + x' E_n y \cdot 2^n + y'$ iff $x E_0 y \land x' = y'$ where $x', y' \in \{0, 1, \ldots, 2^n - 1\}$.

It is clear that $E_n \leq_{FF} E_{n+1}$ via $u \mapsto u \cdot 2$. Now assume by way of contradiction that $E_{n+1} \leq_{FF} E_n$ via a recursive function $f$. Let $x' \in$
\{0, 1, \ldots, 2^{n+1}-1\} and let \(x' \in \{0, 1, \ldots, 2^{n+1}-1\}\). Let \(x''\) be the remainder of \(f(x')\) when divided by \(2^{n}\). The set \(R = \{u \in \omega \mid f(u) \cdot 2^{n+1} + x' \text{ has remainder } x'' \text{ modulo } 2^n\}\) is a recursive subset of \(\omega\) which respects \(E_0\); as shown above, either \(R = \emptyset\) or \(R = \omega\). Hence \(f\) induces a function \(f_{x'}\) which maps \(\omega\) to \(\omega\) and which satisfies \(f(u) \cdot 2^{n+1} + x' = f_{x'}(u) \cdot 2^n + x''\). The function \(f\) is an injection on \(\omega\) respecting \(E_0\) and the requirements \(\langle d, e, 0 \rangle\) actually enforce that not only permutations but also injections on \(\omega/E_0\) are the identity. Hence each of the \(2^{n+1}\) components of \(E_{n+1}\) is mapped surjectively to one of the \(2^n\) component of \(E_n\) and therefore \(f\) is not injective. It follows that \(f\) cannot prove that \(E_{n+1} \leq_{FF} E_n\). Hence \(E_n \leq_{FF} E_{n+1}\).

By the arguments in the preceding paragraphs, one can show that every permutation respecting \(f\) is of the form that there is a permutation \(\pi\) of \(\{0, 1, \ldots, 2^n - 1\}\) such that it maps the \(E_n\)-equivalence class of \(x \cdot 2^n + x'\) (with \(x' \in \{0, 1, \ldots, 2^n-1\}\)) to the \(E_n\)-equivalence class of \(x \cdot 2^n + \pi(x')\). So \(E_n\) realises a permutation \(f\) iff there are finitely many numbers \(m_1, m_2, \ldots, m_k\) such that \(f\) consists of infinitely many cycles of each of the lengths \(m_1, m_2, \ldots, m_k\) and no other cycles. This says in particular that only finitely many permutation algebras are realised by \(E_n\). Furthermore, it is clear that \(E_n <_{\text{perm}} E_{n+1}\): By doubling the occurrences of each \(m_1, m_2, \ldots, m_k\) one shows that an algebra \((A, f)\) realised by \(E_n\) is also realised by \(E_{n+1}\); furthermore, if \(f\) consists of infinitely many \(2^{n+1}\)-cycles and \(k = 1\) then this permutation algebra is realised by \(E_{n+1}\) but not by \(E_n\). \(\square\)

4. The order \(\leq_{\text{alg}}\) has the least element

In this section we assume that \(C\) is the class of all countably infinite algebras. Recall that a projection on a set \(A\) is a function \(p : A^n \to A\) such that \(p(x_1, \ldots, x_n) = x_i\) for all \(x_1, \ldots, x_n \in A\). An algebra is trivial if all of its atomic operations are either projections or constants. The following is obvious.

**Lemma 18.** All trivial algebras are \(E\)-algebras for all \(E\).

Let \(E\) be an equivalence relation. A set \(A \subseteq \omega\) is called \(E\)-closed if \(X\) is a union of \(E\)-equivalence classes. For instance, consider the equivalence relation \(E(X)\) defined in the Introduction. Then \(A\) is \(E(X)\)-closed if and only if either \(X \subseteq A\) or \(A \cap X = \emptyset\). For the equivalence relation \(E\) and
\( x \in \omega, \ E(x) \) denotes the \( E \)-equivalence class containing \( x \); we might also use the notation \( [x]_E \) instead of \( E(x) \), or simply \( [x] \) if \( E \) is clear from the context.

Our goal is to construct an equivalence relation \( E \) such that every \( E \)-algebra is trivial. This will show that \( \leq_{\text{alg}} \) has the least element. The existence of the \( \leq_{\text{alg}} \)-minimal element had already been stated in [19]. To construct the minimal element, we provide the construction borrowed from Ershov [11]. The construction, given a r.e. and nonrecursive set \( S \), produces an r.e. equivalence relation \( E_S \). We assume \( 0 \notin S \). Let \( s_1, s_2, \ldots \) be a one-to-one enumeration of \( S \). We construct \( E_S \) by stages. At stage \( n > 0 \) we construct \( E_n \) such that \( E_{n-1} \subseteq E_n \). The equivalence relation \( E_S \) is then defined to be \( \bigcup_n E_n \).

**Construction 19.** At stage 0, \( E_0 \) is \( \text{id}_\omega = \{(x, x) \mid x \in \omega \} \). Assume that by stage \( n + 1 \) we have the equivalence relation \( E_n \) such that for all \( x \in \omega \):

(A) The minimal element of \( E_n(x) \) does not belong to \( S_n = \{s_1, \ldots, s_n\} \),

(B) \( E_n(x) - \{\min E_n(x)\} \subseteq S_n \).

At stage \( n + 1 \) we search for the first pair \((i, e)\) (in a fixed effective enumeration of all pairs) with \( e \leq n + 1 \) such that

(1) \( s_{n+1} \in W_{e,n+1} \),

(2) \( E_n(i) \cap W_{e,n+1} = \emptyset \),

(3) \( i < s_{n+1} \) and \( i \notin S_{n+1} \).

If such \( i \) and \( e \) exist then we say that \( e \) acts on \( i \). If \( e \) acts on \( i \), then set \( E_{n+1} \) to be the smallest equivalence relation that contains \( E_n \) and \((i, s_{n+1})\). Otherwise, \( E_{n+1} \) is the smallest equivalence relation containing \( E_n \) and \((0, s_{n+1})\). Clearly, \( E_n \subseteq E_{n+1} \). The relation \( E_{n+1} \) preserves properties (A) and (B) stated above, but now for \( n + 1 \).

Set \( E_S = \bigcup_n E_n \). We list several properties of the relation \( E_S \).

**Property 20.** The following hold for every \( x \in \omega \):

(a) The minimal element of \( E_S(x) \) does not belong to \( S \),

(b) \( E_S(x) - \{\min E_S(x)\} \subseteq S \).

*Proof.* These follow from (A) and (B) above. \( \square \)
Property 21. Each $E_S$-closed recursive set is either $\emptyset$ or $\omega$.

Proof. Let $X$ be an $E_S$-closed recursive set other than $\emptyset$ and $\omega$. Let $W_e$ be $X$. Let $i = \min X$. Clearly $i \notin S$. We claim that there exists a stage $n_0$ such that for all $x > i$:

\[ x \in X \cap S \leftrightarrow \exists n \geq n_0 \ [x \in W_{e,n} \& x \notin S_n]. \] 

Set $n_0$ be such that $i < s_n$ and no $e' < e$ acts on $i$ for all $n \geq n_0$. Now, it is not hard to see that (*) is true. Indeed, if $x \in X \cap S$ then obviously $x \notin S_n$ for all $n$ and $x \in W_{e,n}$ for some $n \geq n_0$. Suppose there exists a stage $n \geq n_0$ such that at that stage we have $(x \in W_{e,n} \& x \notin S_n)$. Clearly, $x \in X$. We now prove that $x \in S$. Assume that $x \in S$. Note $x > i$ and $x = s_{n_1}$ at some later stage $n_1 > n$. Hence $e$ must act on $i$ on stage $n_1$. At stage $n_1$ we put $(i, x)$ into $E_S$. This is a contradiction.

It follows from (*) that $X \cap S$ is r.e. Since $X$ is r.e. we similarly have that $X \cap S$ is r.e. So, $S = (X \cap S) \cup (X \cap S)$ is r.e. contradicting our choice of $S$ to be nonrecursive. \qed

Lemma 22. There exists a r.e. equivalence relation $E$ for which every non-empty $E$-closed r.e. set is either $\omega$ or a union of finitely many $E$-equivalence classes.

Proof. Take $S$, in our construction above, to be a maximal set. Then $E_S$ is the desired equivalence relation. Indeed, suppose $X$ is a r.e. $E_S$-closed set that is neither a union of finitely many $E_S$-equivalence classes nor $\omega$. By Property 21 and the fact that all $E_S$-equivalence classes are r.e., $X$ consists of infinitely many $E_S$-equivalence classes. But this means that a r.e. set $X$ splits the cohesive set $S$ into two infinite parts. This is a contradiction. \qed

For the next theorem, recall that we are restricted to the class of algebras.

Theorem 23. The partial order $\leq_{\text{alg}}$ has the least element.

Proof. We show that $E$ constructed in Lemma 22 gives us the $\leq_{\text{alg}}$-minimal element. For this it suffices to prove that every recursive function respecting $E$ induces either a projection or a constant function on $\omega/E$.

Claim. If $f : \omega \to \omega$ respects $E$ then either $f$ is a constant or $f$ is the identity on $\omega/E$. 
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Indeed, define the following equivalence relation $E'$: $(x, y) \in E'$ if and only if $\exists n, m \ [f^n(x) = f^m(y)]$. The relation $E'$ is a r.e. equivalence relation whose each class is a union of $E$-equivalence classes.

Assume that $\omega/E'$ has cardinality greater than 1. There does not exist an $E'$-equivalence class that contains infinitely many $E$-equivalence classes by the choice of $E$. Hence, each $E'$-equivalence class is finite. If there are infinitely many $E'$-equivalence classes that contain at least two $E$-equivalence classes, then the r.e. set $\{x \mid \exists y < x [(x, y) \in E']\}$ splits $\mathcal{S}$ into two infinite subsets. This contradicts the fact that $\mathcal{S}$ is maximal. Hence there are only finitely many $E'$-equivalence classes containing more than one $E$-equivalence class. But $E'$-equivalence classes that contain exactly one $E$-equivalence class are defined by $f(x) = x$ formula. And this gives us a r.e. $E$-closed set that is the union of infinitely many $E$-equivalence classes. By the choice of $E$, this set coincides with $\omega$. Hence $E'$ must coincide with $E$.

Assume that $\omega/E'$ has cardinality 1. For each $y \in \omega$ the set $f^{-1}(y) = \{x \mid (f(x), y) \in E\}$ is a r.e. set. Therefore there exists at most one element $a \in \omega/E$ with infinitely many $f$-pre-images. Assume that all elements $b \in \omega/E$ have finitely many pre-images. Then it is not hard to see that there exists a $b \in \omega/E$ such the set $\cup_{i>0}f^{-i}(b)$ is a proper infinite subset of $\omega/E$. This set determines a r.e. $E$-closed set which is the union of infinitely many $E$-equivalence classes. This is impossible. Hence there exists a unique $a$ such that $f^{-1}(a)$ is infinite. If $f^{-1}(a)$ is proper subset of $\omega/E$ then again we have a r.e. $E$-closed set which is the union of infinitely many $E$-equivalence classes. Therefore, $f^{-1}(a)$ is the whole set $\omega/E$. Hence $f$ is a constant function.

**Claim.** If $f : \omega^n \to \omega$ respects $E$ then either $f$ is a constant or $f$ is a projection on $(\omega/E)^n$.

We prove the claim for $n = 2$. The general case is similar. So, let $f(x, y)$ be a recursive operation that respects $E$. Consider the functions $f(x, y)$ of one variable $y$ where $x$ is fixed. These functions obviously respect $E$ and hence either identities or constants on $\omega/E$. Suppose $\omega/E$ is $\{[a_0], [a_1], \ldots\}$. We have the following cases to consider. In each case, the equalities $=$ are taken modulo $E$-equivalence relation.

1. Assume that the function $f(a_0, y)$ is identity. Consider the function $f(x, a_i)$ in one variable $x$, where $a_i \neq a_0$ is fixed. We have $f(a_0, a_i) = a_i$. Therefore, $f(x, a_i)$ can not be the identity function. Therefore $f(x, a_i) = a_i$. Hence $f(x, y) = y$ in this case.
(2) Assume that \( f(a_0, y) = a_i \) and \( f(a_1, y) = a_i \) are both constant functions (of \( y \)). Consider the function \( f(x, a_j) \), where \( a_j \) is fixed. We have \( f(a_0, a_j) = f(a_1, a_j) = a_i \). Hence, the function \( f(x, a_j) \) is a constant function whose value is \( a_i \). Thus, \( f(x, y) = a_i \) for all \( x, y \).

(3) Assume that \( f(a_0, y) = a_0 \) and \( f(a_1, y) = a_1 \) both the constant functions. Then \( f(a_0, a_0) = a_0 \) and \( f(a_1, a_0) = a_1 \). Hence, \( f(x, a_0) \) is the identity function. We are in the case 1 above, where the roles of variables are switched.

(4) Assume that \( f(a_0, y) = a_0 \) and \( f(a_1, y) = a_i \) for \( i > 2 \). This case is impossible because \( f(x, a_0) \) is neither constant nor identical.

(5) Assume that \( f(a_0, y) = a_i \) is the constant function, where \( i > 0 \). Then \( f(a_0, a_j) = a_i \) for all \( j \). So, the function \( f(x, a_j) \) can not be the identity function. Hence, \( f(x, y) = a_i \) for all \( x \) and \( y \).

This finishes the proof of the theorem.

We can apply the theorem above to build two equivalence relations \( E_1 \) and \( E_2 \) that are not Turing equivalent yet for which \( K(E_1) = K(E_2) \).

**Corollary 24.** There exist \( E_1 \) and \( E_2 \) such that \( K(E_1) = K(E_2) \) and yet \( E_1 \not\equiv_T E_2 \). In fact, \( E_1 \) and \( E_2 \) are representatives of the least element with respect to \( \leq_{\text{alg}} \).

**Proof.** Let \( S_1 \) and \( S_2 \) be maximal sets such that \( S_1 \not\equiv_T S_2 \). Apply Construction 19 above to build the equivalence \( E_{S_1} \) and \( E_{S_2} \). By the theorem, these equivalence relations are the ones needed.

\[ \square \]

5. Maximal elements

We have already observed that the recursive equivalence relations with infinitely many equivalence classes are the only ones which represent infinite recursive Noetherian rings [3], hence these form a maximal equivalence class. Our goal is to show that there are infinitely many equivalence classes which are maximal with respect to \( \leq_{\text{alg}} \).

An r.e. structure \( \mathcal{A} \) is computably categorical if for any r.e. structure \( \mathcal{B} \) isomorphic to \( \mathcal{A} \) there exists a recursive function \( f : \omega \to \omega \) that induces an
isomorphism from $A$ to $B$. The next lemma says that any computably categorical $E$-structure $A$ determines $E$ up to a recursive isomorphism. Hence, $E$ is a maximal element with respect to $\leq_{alg}$.

**Lemma 25.** If $\mathcal{K}(E)$ contains a computably categorical structure then $E$ is a maximal element in $\leq_{alg}$.

*Proof.* Assume that $E \leq_{alg} E_1$. Let $A$ be a computably categorical structure in $\mathcal{K}(E)$. Then $A \in \mathcal{K}(E_1)$. Hence there exist an $E$-structure $B$ and $E_1$-structure $C$ such that $A \cong B \cong C$. Hence there is a recursive isomorphism from $B$ to $C$. This isomorphism establishes a recursive isomorphism between $E$ and $E_1$. By Lemma 13, $\mathcal{K}(E) = \mathcal{K}(E_1)$. □

Examples of computably categorical structures are finitely generated structures. This can easily be seen in the next lemma.

**Lemma 26.** Every finitely generated r.e. algebra $A$ is computably categorical.

*Proof.* Let $B$ and $C$ be r.e. presentations of $A$. Let $[b_0], \ldots, [b_k]$ be generators of $B$ and $[c_0], \ldots, [c_k]$ be the same generators in $C$. The mapping $b_i \rightarrow c_i$, $i = 1, \ldots, k$, can be extended to be a recursive isomorphism. □

Lemma 25 allows us to build maximal elements with respect to $\leq_{alg}$. Indeed, let $X \subseteq \omega$ be a r.e. set. Consider the equivalence relation $E(X)$ defined in Example 5: $(n, m) \in E(X) \iff (n = m \lor n, m \in X)$.

**Lemma 27.** If $X$ is not simple and co-infinite then $\mathcal{K}(E(X))$ contains a finitely generated algebra. Hence, the equivalence relation $E(X)$ is a maximal element in $\leq_{alg}$.

*Proof.* Let $Y$ be an infinite recursive subset of $\overline{X}$. Our algebra contains two unary operations $f$ and $g$. Let $y_0 < y_1 < \ldots$ be a recursive enumeration of $Y$. The functions $f$, $g$ are defined as follows:

$$f(x) = \begin{cases} x & \text{if } x \notin Y \\ y_{i+1} & \text{if } x = y_i \end{cases}$$

$$g(x) = \begin{cases} x & \text{if } x \notin Y \\ i & \text{if } x = y_i \end{cases}$$

The functions $f$, $g$ respect $E(X)$. The algebra $(\omega/E(X); f, g)$ is generated by $y_0$. □
By $A_X$ we denote the algebra constructed in the proof of the lemma above.

**Lemma 28.** If $X \not\equiv_m Y$ then $A_X \not\equiv A_Y$.

**Proof.** Indeed, if $A_X \cong A_Y$ then $E(X) \sim_{FF} E(Y)$. Hence $X \equiv_1 Y$. But this is impossible. 

Thus we have proven the following result.

**Theorem 29.** There exist infinitely many maximal elements with respect to $\leq_{alg}$ in the class of all structures.

The theorem above poses the following question. Does there exists a $\leq_{alg}$-maximal element $E$ such that the class $K(E)$ does not contain a finitely generated substructure. The answer is affirmative: Khoussainov, Lempp and Slaman [21] construct a computably categorical $E$-structure $A$ such that the transversal $tr(E)$ of $E$ is a hyperimmune set. Hence, by Proposition 9 $K(E)$ does not contain a finitely generated substructure, and by Lemma 25, the equivalence relation $E$ is maximal.

## 6. Recursively enumerable linear orders

In this section our class $C$ of structures consists of linearly ordered sets. We consider the partial order $\leq_{ord}$ with $E \leq_{ord} E'$ iff every linear order realised by $E$ is also realised by $E'$; we might often just write “order” when we mean “linear order”. Furthermore, all classes $K(E)$ will consist of $E$-linear orders only.

We start with some general properties of $E$-linear orders. An element $x$ of $L$ is an end point iff either $x < y$ for all $y \in L - \{x\}$ (then $x$ is a lower end point) or $y < x$ for all $y \in L - \{x\}$ (then $x$ is an upper end point). A subset $I$ of $L$ is called an interval iff for every $x, y \in I$ and every $z \in L$ it holds that $x < z < y$ implies $z \in I$. An interval is called closed if it has both end points and it is called open if the interval below $I$ has an upper end point and if the interval above $I$ has a lower end point. A point $x \in L$ is called isolated iff the interval $\{y \in L \mid y < x\}$ is either empty or has an upper end point and the interval $\{z \in L \mid x < z\}$ is either empty or has a lower end point. Furthermore, $x$ is an accumulation point of $L$ iff $x$ is not an isolated point.

**Remark 30.** If $E$ realises an order $L$ and $L$ is the union of two intervals $I$ and $J$ with $I$ being below $J$ and $I$ having an upper end point and $J$ a lower
end point then \( \{ x \in \omega \mid [x] \in I \} \) and \( \{ x \in \omega \mid [x] \in J \} \) are recursive subsets of \( \omega \). Similarly, if \( E \) realises an order \( L \) and \( x \in \omega \) satisfies that \( [x] \) is isolated in \( L \) then \( [x] \) is a recursive set. Hence, every nonrecursive equivalence class of \( E \) is an accumulation point of \( L \). In particular, if \( E \) contains \( n \leq \omega \) many nonrecursive equivalence classes then every linear order realised by \( L \) contains at least \( n \) accumulation points and every ordinal realised by \( L \) is at least \( \omega \cdot n + 1 \).

Any two different equivalence classes of \( E \) can be recursively separated. Indeed, consider \( x \) and \( y \) such that \( x < y \). If there is a \( z \) with \( x < z < y \) then one can make a recursive function which maps every \( u < z \) to 0 and every \( u > z \) to 1 and which takes either value of 0 and 1 on \( [z] \). If there is no such \( z \) then one can map all \( u \) with \( u \leq x \) to 0 and all \( u \) with \( y \leq u \) to 1 and again has a recursive separation. In particular \( E \) cannot be a universal equivalence relation, as every universal equivalence relation has some pairs of equivalence classes which are recursively inseparable. In contrast to this, Example 14 provided a quite rich collection of permutation algebras realised by one universal equivalence relation.

An infinite linear order is strongly discrete if each element \( x \) of \( L \) satisfies one of the following conditions. Either \( x \) is the maximal element and has an immediate predecessor or \( x \) is the minimal element and has an immediate successor or \( x \) has both immediate successor and the immediate predecessor.

**Corollary 31.** A set \( X \) is recursive and co-infinite if and only if the class \( K(E(X)) \) contains a strongly discrete order.

**Corollary 32.** If \( E \) contains a nonrecursive \( E \)-class then \( \text{id}_\omega \not\leq_{\text{ord}} E \). Hence, \( \text{id}_\omega \) is the maximal element with respect to \( \leq_{\text{ord}} \).

**Proof.** Indeed, the class \( K(\text{id}_\omega) \) contains the order of type \( \omega \) that has no accumulation points. \( \square \)

**Corollary 33.** If every equivalence class of \( E \) is not recursive then every linear order realised by \( E \) must be a dense linear order.

In relation to Corollary 32, we note that there are equivalence relations \( E \) such that \( E \) realise the order \( \omega \) yet each equivalence class of \( E \) is recursive. One simple example is the following. Let \( X \) be an r.e. and non-recursive set with \( 0 \not\in X \). Let \( 0 = m_0 < m_1 < \ldots \) be the sequence of all elements in the
complement of $X$. Consider the equivalence relation

$$E = \{(x, y) \mid \exists i (m_i \leq x < m_{i+1} \& m_i \leq y < m_{i+1})\}.$$ 

Each equivalence class of $E$ is finite. The order $\leq$ induces the order on $\omega/E$ isomorphic to the order $\omega$.

It turns out that $E$-linear orders can be identified with certain partitions in computable linearly ordered sets. We explain this below.

**Definition 34.** Let $(L, \leq_L)$ be a recursive linearly ordered set. A r.e. equivalence relation $E$ on $L$ is a fine partition if each equivalence class of $E$ is an interval.

If $E$ is a fine partition on $L$ then $\leq_L$ naturally induces a r.e. linear order, also denoted by $\leq_L$, on the quotient set $L/E$: $[x]_E \leq [y]_E$ if and only if $x \leq_L y$ in $L$. Clearly, the induced linearly order set is a $E$-linear order. The next lemma shows that all $E$-linear orders can be realised through fine partitions.

**Lemma 35.** For every linear order $L$ from $\mathcal{K}(E)$ there exists a recursive linear order $(\omega, \leq_L)$ such that $E$ forms a fine partition on $(\omega, \leq_L)$ and induces a r.e. linear order isomorphic to $L$.

**Proof.** Assume that $L$ is isomorphic to $(\omega/E; \sqsubseteq)$. We need to construct a recursive linear order $(\omega, \leq_L)$ with the desired properties. The construction is by stages. Assume that by stage $n + 1$ we have constructed a finite linear order $(\{0, \ldots, n\}, \leq_n)$ and its fine partition $E_n$ such that $E_n \subseteq E$. At stage $n + 1$ we proceed as follows. For the element $n + 1$, we check which of the following two cases occurs first:

1. $n + 1 \sqsubseteq i$ for all $i = 0, \ldots, n$.
2. For all $i = 0, \ldots, n$, either $i \sqsubseteq n + 1$ or $n + 1 \sqsubseteq i$, and there exists a $j \leq n$ such that $j \sqsubseteq n + 1$.

If the first case occurs first, then $\leq_{n+1}$ is the linear order that contains $\leq_n$ and $\{(n+1, i) \mid i = 0, \ldots, n\}$. If the second case occurs first, then we select the $\leq_n$-largest $j$ such that $j \sqsubseteq n + 1$, and set $\leq_{n+1}$ to extend $\leq_n$ so that $n + 1$ is the immediate successor of $j$ in $\leq_{n+1}$.

If there is an $E_{n}$-equivalence class $A$, $a, b \in A$ with $a \leq_{n+1} n + 1 \leq_{n+1} b$, then we set $E_{n+1}$ to be the minimal equivalence relation containing $E_n$ and $(a, n+1)$. If there exists a pair $(x, y)$ among the first $n + 1$ pairs enumerated
into \( E \) such that \( x \leq n + 1, y \leq n + 1, (x, y) \notin E_n \) then we set \( E_{n+1} \) to be the minimal fine equivalence relation containing \( E_n \cup \{(x, y)\} \). Otherwise, \( E_{n+1} = E_n \cup \{(n + 1, n + 1)\} \). Thus, \( E_{n+1} \) is a fine partition and \( E_n \subseteq E_{n+1} \).

It is not hard to see that \( E_{n+1} \subseteq E \).

We set \( \leq_L = \cup_n \leq_n \). The equivalence relation \( E \) is a fine partition for the recursive linear order \((\omega, \leq_L)\). The linear order \((\omega/E, \leq_L)\) is isomorphic to the original linear order \((\omega/E, \subseteq)\). \( \square \)

Jockusch [18] introduced the notion of a semirecursive set and proved the characterisation that a set \( X \) is semirecursive iff there is a recursive linear ordering \( L \) such that \( X \) is closed downwards under \( L \). We use this in the theorem below.

**Theorem 36.** Let \( X \) be a coinfinite r.e. set. Then the following three statements apply:

1. \( E(X) \) realises an order with \( X \) representing an isolated point iff \( X \) is recursive;
2. \( E(X) \) realises an order with \( X \) being an end point iff \( X \) is semirecursive;
3. \( E(X) \) realises a linear order iff \( X \) is one-one reducible to the join of two r.e. semirecursive sets.

The first case implies the second and the second case implies the third and that both implications cannot be reversed.

**Proof.** If \( X \) is an isolated point and not an end point of a linear order \( \sqsubseteq \) then there are \( y, z \) such that \( x \in X \leftrightarrow x \notin \{y, z\} \land y \sqsubseteq x \land x \sqsubseteq z \). Hence \( X \) is recursive. If \( X \) is isolated and an end point then the formula can be adjusted in a straightforward way. On the other hand, if \( X \) is recursive then one can make a linear order with \( X \) being isolated by taking \( x \sqsubseteq y \leftrightarrow x \leq y \) for \( x, y \notin X \) as well as \( x \sqsubseteq y \) iff \( x \in X \) for all \( x, y \) with \( x \in X \land y \in X \).

Jockusch [18] as well as Appel and McLaughlin showed that a semirecursive set is an initial segment of a linear ordering \( \leq_X \); hence one can define \( x \sqsubseteq y \leftrightarrow x \leq_X y \lor x \in X \) in order to get that \( X \) is the lower end-point of an r.e. linear order \( \sqsubseteq \) respecting \( E(X) \). The converse is also true: If \( X \) is the lower end-point of an r.e. linear order \( \sqsubseteq \) then by Lemma 35 \( X \) is also an initial segment of a recursive ordering and hence \( X \) is semirecursive.

So assume that \( E(X) \) realises a linear order \( \sqsubseteq \) and \( x \in X \). Then one can define the sets \( Y = \{y \mid y \sqsubseteq x\} \) and \( Z = \{z \mid x \sqsubseteq z\} \). Both sets \( Y \) and \( Z \)
are r.e. and the initial segment of \( \sqsubseteq \) or its reverse, hence semirecursive. Now one wants to show that \( X \leq_1 Y \oplus Z \). Thus, for all \( u \), define \( f(u) \) according to the first of the two below cases which is found to apply:

- if \( x \sqsubseteq u \) then let \( f(u) = 2u \);
- if \( u \sqsubseteq x \) then let \( f(u) = 2u + 1 \).

Note that in the case that \( u \not\in X \) it does not matter which of the two options \( f \) choses and \( f \) always choses one of the options.

If \( u \in X \) then \( u \in Y \) and \( u \in Z \), hence \( f(u) \in Y \oplus Z \). If \( u \sqsubseteq x \) then \( f(u) = 2u + 1 \) and \( u \not\in Z \), hence \( f(u) \not\in Y \oplus Z \); if \( x \sqsubseteq u \) then \( f(u) = 2u \) and \( u \not\in Y \), hence \( f(u) \not\in Y \oplus Z \). Thus \( f \) is a one-one reduction to the join of two semirecursive sets.

If \( X \) is one-one reducible via a recursive function \( f \) to the join \( Y \oplus Z \) of two r.e. semirecursive sets then one can equip \( Y \) with an r.e. ordering \( \sqsubseteq_Y \) where \( Y \) is the lower end point and \( Z \) with an r.e. ordering \( \sqsubseteq_Z \) where \( Z \) is the upper end point of the ordering. Now one defines an r.e. linear ordering on \( Y \oplus Z \) by taking \( 2v \sqsubseteq 2w \Leftrightarrow v \sqsubseteq_Y w, 2v + 1 \sqsubseteq 2w + 1 \Leftrightarrow w \sqsubseteq_Z v, 2v \sqsubseteq 2w + 1 \Leftrightarrow v \in Y \land w \in Z \) and \( 2v + 1 \sqsubseteq 2w \) for all \( v, w \). Now let \( x \sqsubseteq' y \Leftrightarrow f(x) \sqsubseteq f(y) \). As \( \sqsubseteq \) is a linear order respecting \( E(Y \oplus Z) \), \( \sqsubseteq' \) is a linear order respecting \( E(X) \). Thus \( E(X) \) realises a linear ordering. \( \square \)

Assume now that \( X \) is semirecursive or the join of two semirecursive sets. It is known that \( X \) is not hyperhypersimple [22, Proposition 2.4] and \( X \) is not creative [17, Theorem 23]. Furthermore, semirecursive simple sets are hypersimple [18, 22]: This generalises as whenever the join of two sets is hypersimple but not simple then the same applies to at least one half of the join. Note that there are semirecursive sets which are simple as well as sets \( X \) which are hypersimple and non-hyperhypersimple and not one-one equivalent to the join of finitely many semirecursive sets [22]. Hence one has the following result.

**Corollary 37.** If \( X \) is r.e. and \( E(X) \) realises a linear order then \( X \) is neither hyperhypersimple nor creative nor simple and non-hypersimple.

**Proof.** We would like to give a self-contained proof in addition to above references of this corollary when \( X \) is simple and not hypersimple or when \( X \) is creative. So, suppose that a linear order \( (\omega/E(X), \leq_L) \) belongs to \( K(E(X)) \). Assume that \( X \) is simple but not hypersimple. Then the complement \( \overline{X} \) of
the set $X$ possesses a strong array $\{D_i \mid i \in \omega\}$. Recall that $\{D_i \mid i \in \omega\}$ is a strong array for $\overline{X}$ if (1) the function $i \to |D_i|$ is recursive, (2) $D_i \cap \overline{X} \neq \emptyset$ for all $i \in \omega$, and (3) $D_i \cap D_j = \emptyset$ for all $i \neq j$. We denote by $\min_L D_i$ and $\max_L D_i$ the $\leq_L$-least and $\leq_L$-greatest elements of $D_i$, respectively. The set

$$\{\min_L D_i \mid \max_L D_i \in X, i \in \omega\} \cup \{\max_L D_i \mid \min_L D_i \in X, i \in \omega\}$$

is finite because otherwise we obtain an infinite r.e. subset of $\overline{X}$ contradicting simplicity of $X$. Hence, for all but finitely many $i \in \omega$, both $\min D_i$ and $\max D_i$ are in $\overline{X}$. Denote the set of $i \in \omega$ for which both $\min D_i$ and $\max D_i$ are in $\overline{X}$ by $I$. $I$ is cofinite. Hence, the set

$$\{x \mid x = \min_L D_i \text{ for some } i \in I\} \cup \{y \mid y = \max_L D_j \text{ for some } j \in I\}$$

is an infinite r.e. subset of $\overline{X}$. This is again a contradiction.

Now assume that the set $X$ is creative. Let $Y$ be a r.e. set. Creative sets are universal with respect to 1-reductions [29]. Hence, there exists a recursive mapping $f : \omega \to \omega$ that induces a bijection from $\omega/E(Y)$ into $\omega/E(X)$. The class $C$ of all linear orders is closed under substructures. Take $Y$ such that $E(Y)$ omits all linear orders. Such $Y$ exists as we have just proven above. By Proposition 7, we conclude that $E(X)$ also omits all linear orders.

We note that there are hypersimple and non-hyperhypersimple sets $X, Y$ such that $E(X)$ realises a linear order and $E(Y)$ does not realise a linear order; the existence of $X$ is just given by the existence of a simple and semirecursive set $X$ as observed by Jockusch [18]. A set $Y$ is called r-maximal iff $Y$ is r.e. and there is no recursive set $Z$ such that $Z \cap Y$ and $Z \cap Y$ are both infinite. There are r-maximal sets which are not maximal [29, Section X.4] and such an r-maximal set is hypersimple but not hyperhypersimple. If $Y$ would be 1-equivalent to the join of several semirecursive sets then one component of the join would be semirecursive and r-maximal. So assume now by way of contradiction that $Y$ is r-maximal and semirecursive: Following an argument of Martin, Odifreddi [28, Proposition III.5.7] one shows that there is an infinite set $Z$ retraceable disjoint to $Y$ with a total retraceing function $f$; then the set of all even levels with respect to $f$ would split $Z$ recursively into two infinite halves, hence $Y$ cannot be r-maximal. Hence the r-maximal set $Y$ cannot be semirecursive and also not be 1-equivalent to the join of semirecursive sets. Thus $Y$ is hypersimple and not hyperhypersimple. Thus, we have the next corollary.
Corollary 38. If the set $Y$ is r-maximal then the equivalence relation $E(X)$ does not realise a linear order.

The next theorem characterises all linear orders realised over $E(X)$ in case $X$ is a simple set. In particular, the last part of the theorem states that there exist equivalence relations $E$ that realise exactly one linear order.

Theorem 39. Assume that $X$ is simple.

1. If $X$ is not one-one reducible to the join of two semirecursive sets then $E(X)$ does not realise any linear order;

2. If $X$ is semirecursive $E(X)$ realises the linear orders $\omega + n$, $n + \omega^*$ and $\omega + 1 + \omega^*$ for all $n$;

3. If $X$ is one-one reducible to the join of two semirecursive sets but not semirecursive then $E(X)$ realises exactly the linear order $\omega + 1 + \omega^*$.

Note that all three cases occur.

Proof. As mentioned in Corollary 37, there are simple sets which are semirecursive and simple sets which are not one-one reducible to the join of two semirecursive sets, for example maximal sets. Furthermore, given two simple semirecursive sets of different Turing degree (which exist), their join is simple but not semirecursive. Thus all three cases occur. It follows from Theorem 36 that $E(X)$ does not realise any order in the first case.

In the case that $X$ is simple and semirecursive, $E(X)$ realises the orders $\omega + n$, $n + \omega^*$ and $\omega + 1 + \omega^*$. To see this first note that when $\subseteq$ is a recursive order respecting $E(X)$ and $y$ represents an element larger than $X$ then there are only finitely many $y$ with $x \subseteq y$ due to simplicity; furthermore, if $y$ represents an element below $X$ then there are only finitely many $y$ with $y \subseteq x$. Hence only the orders listed above can be represented. Furthermore, there is a linear order represented by $E(X)$ and this linear order has $X$ as its endpoint; hence $\omega + 1$ and $1 + \omega^*$ can be represented; by finite rearrangement the orders $\omega + n$ and $n + \omega^*$ can also be represented.

Furthermore, as each r.e. semirecursive coinfinite set is not r-maximal, there is a recursive infinite set $R$ such that $\overline{X} \cap R$ and $\overline{X} \cap \overline{R}$ are both infinite. Now let $Y, Z = X$ and make $f(u) = 2u$ if $u \in R$ and $f(u) = 2u + 1$ if $u \not\in R$. This one-one reduces $X$ to $Y \oplus Z$ where $Y$ and $Z$ are semirecursive and coinfinite and simple and $Y$ is the lower end and $Z$ the upper end of r.e. orderings $\subseteq_Y$ and $\subseteq_Z$. Now one defines $\subseteq$ on $Y \oplus Z$ as in the last paragraph.
of Theorem 36 and obtains an ordering which is of the form \( \omega + 1 + \omega^* \) as \( Y \oplus Z \) is simple and there are infinitely many values below and infinitely many values above the equivalence class \( Y \oplus Z \). Now let \( x \sqsubseteq y \Leftrightarrow f(x) \sqsubseteq f(y) \) and \( \sqsubseteq' \) is a linear ordering respecting \( E(X) \) which has infinitely many elements below and infinitely many elements above the equivalence class of \( X \). Hence \( E(X) \) realises \( \omega + 1 + \omega^* \).

In the case that \( X \) is simple and one-one reducible to the join of two semirecursive sets and not semirecursive, then by Theorem 36, \( E(X) \) realises an infinite order and \( X \) is not an end point of this order. As one can modify the ordering on finitely many elements and \( X \) cannot be made an end point of the ordering, the ordering cannot be of the form \( \omega + n \) or \( n + \omega^* \). Hence the order must be \( \omega + 1 + \omega^* \).

\[\Box\]

**Corollary 40.** For each integer \( n \geq 1 \) there is an r.e. equivalence relation \( E \) which realises the linear order \( (\omega + 1 + \omega^*) \cdot n \) and nothing else. Hence there are infinitely many equivalence relations which form in \( \leq_{\text{ord}} \) a minimal cover of the least \( \leq_{\text{odd}} \)-element.

**Proof.** Fix \( n \geq 1 \), and let \( S \) be a simple set such that \( E(S) \) realises \( \omega + 1 + \omega^* \) but no other linear order. Let \( x \sqsubseteq y \) if \( x = y \) or there are \( m \in \{0, 1, \ldots, n-1\} \) and \( x', y' \in S \) with \( x = n \cdot x' + m \) and \( y = n \cdot y' + m \).

It is easy to see that \( E \) realises \( (\omega + 1 + \omega^*) \cdot n \) by taking an order \( \sqsubseteq' \) realised by \( E(S) \) and then defining \( \sqsubseteq \) as follows: Given \( x = x' \cdot n + m_x \) and \( y = y' \cdot n + m_y \) with \( x', y' \in \omega \) and \( m_x, m_y \in \{0, 1, \ldots, n-1\} \), let \( x \sqsubseteq y \) iff \( m_x < m_y \) or \( m_x = m_y \) and \( x' \sqsubseteq' y' \).

Assume that \( \sqsubseteq \) is an r.e. linear ordering realised by \( E \). It is shown that \( \sqsubseteq \) is essentially built in the same way as the previous ordering. Let \( x' \in S \). For each \( m \), let

\[
T_m = \{ y' \in S \mid \exists z' \exists m' \in \{0, 1, \ldots, n-1\} - \{m\} \cdot y' + m \subseteq n \cdot z' + m' \subseteq n \cdot x' + m \lor n \cdot x' + m \subseteq n \cdot z' + m' \subseteq n \cdot y' + m \}.
\]

Hence, \( y' \in T_m \) iff it can be derived from the order \( \sqsubseteq \) and \( (n \cdot x' + m, n \cdot z' + m') \notin E \) that also \( n \cdot y' + m \) belongs to a different \( E \)-equivalence class as \( n \cdot x' + m \); hence \( y \notin S \). Thus each set \( T_m \) is finite. Now it follows that \( \sqsubseteq \) restricted to \( \omega - \bigcup_m \{ y \cdot n + m \mid y \in T_m \} \) consists of \( n \sqsubseteq \)-intervals \( I_m = \{ y \cdot n + m \mid y \in \omega - T_m \} \) on which \( \sqsubseteq \) has the order \( \omega + 1 + \omega^* \). The finitely many remaining members of \( \omega \) sit somewhere between these intervals or below all or above all. As a result, the order realised is of the form \((\omega + 1 + \omega^*) \cdot n\).

\[\Box\]
The next result provides three more equivalence relations $E_0, E_1, E_2$ such that $E_k$ realises an ordering $L$ iff $L$ is a dense linear order with exactly $k$ end points. So the corresponding equivalence relations are further examples different from the above of equivalence relations which form a minimal cover of the least ord-element.

**Theorem 41.** There are r.e. equivalence relations $E_0, E_1, E_2$ such that the following statements hold for every linear order $L$ with countable domain:

1. $E_0$ realises $L$ iff $L$ is dense and has no end point;
2. $E_1$ realises $L$ iff $L$ is dense and has one end point;
3. $E_2$ realises $L$ iff $L$ is dense and has both end points.

**Proof.** Let $I_0$ be the set of all rational numbers, $I_1$ be the set of all rational numbers $q$ with $q \geq 0$ and $I_2$ be the set of all rational numbers $q$ with $0 \leq q \leq 10$. Fix $k \in \{0, 1, 2\}$ and a recursive bijection between $I_k$ and $\omega$; for the ease of notation, we work from now on with the domain $I_k$ in place of $\omega$. Let $q_0, q_1, \ldots$ be a recursive enumeration of the members of $I_k$.

For each $e = \langle d, i, j \rangle$, initialise $V_e = \emptyset$ and search for the first $x, y \in I_k$ found such that $q_i \leq x < y \leq q_j$ and the two values $\varphi_d(x), \varphi_d(y)$ are defined and different and $|x - y| < 2^{-e}$. If these $x, y$ are found then update $V_e = \{q \in I_k \mid x \leq q \leq y\}$. The $V_e$ form a family of uniformly r.e. sets.

Let $x \sim_0 y$ iff $x = y \lor \exists e [x, y \in V_e]$. Furthermore, for each $n$ let $x \sim_{n+1} y$ iff there is a $z$ such that $x \sim_n z \land z \sim_n y$. Let $x E_k y$ iff there is an $n$ with $x \sim_n y$.

It is clear that $E_k$ is an r.e. equivalence relation. Furthermore, if $x E_k y$ then $|y - x| < 2$ as every interval $V_e$ has the length $2^{-e}$ and the path from $x$ to $y$ can be covered by going through finitely many of these intervals. In particular there are $x, y \in I_k$ with $\neg(x E_k y)$. Furthermore, the following claim holds.

**Claim.** There are no rationals $q_i, q_j \in I_k$ with $q_i < q_j$ and no recursive function $\varphi_d$ such that $\varphi_d$ maps $E_k$-equivalent members of the interval $J = \{r \in I_k \mid q_i \leq r \leq q_j\}$ to the same value and takes on this interval at least two different values.

To see this claim, assume that the claim fails as witnessed by the interval $J$ and the function $\varphi_d$. Note that $\varphi_d$ is defined on all members of $J$ and maps two members $v, w \in I_k$ with $p \leq v < w \leq q$ to two different values. Let
e = (d, i, j). Now one can choose an ascending sequence \( r_0, r_1, r_2, \ldots, r_\ell \) of rationals for some \( \ell \) such that \( r_0 = v, r_\ell = w \) and \( r_{h+1} - r_h < 2^{-e} \) for all \( h < \ell \); there must be a \( h \) such that \( \varphi_d(r_h) \neq \varphi_d(r_{h+1}) \) and thus one could, for example, select \( V_e \) to be the set of all rationals between \( r_h \) and \( r_{h+1} \). Hence \( V_e \) is not empty and there are values which are equivalent with respect to \( E_k \) on which \( \varphi_d \) takes different values and therefore \( \varphi_d \) does not respect \( E_k \) on \( J \).

Now assume that \( \sqsubseteq \) is a linear order realised by \( E_k \) such that \( \sqsubseteq \) is neither equal to \( \leq \) nor to \( \geq \) on \( I_k/E_k \). The above claim directly gives that \( \sqsubseteq \) is not discrete, that is, there are no \( x, y \in I_k \) such that either \( u \sqsubseteq x \) or \( y \sqsubseteq u \) for all \( u \in I_k \); otherwise one could define \( \varphi_d \) mapping the members below \( x \) to 0 and the members above \( y \) to 1. Hence \( \sqsubseteq \) is a dense linear order.

Now assume that there are \( x, y, z \in I_k \) in different equivalence classes such that \( x < y < z \) and \( \sqsubseteq \) induces an order on them which is neither compatible with \( \leq \) nor with \( \geq \), that is, which puts \( y \) to one of the ends. So assume, one would have \( x \sqsubset z \sqsubset y \). Now one defines a recursive function \( \varphi_d \) on \( I_k \) with \( \varphi_d(u) = 0 \) if \( u \sqsubseteq z \) and \( \varphi_d(u) = 1 \) if \( z \sqsubseteq u \) where an arbitrary value of 0, 1 is taken in the equivalence class of \( z \). Now, on the set \( J = \{ r \in I_k \mid x \leq r \leq y \} \), every \( u \in J \) is \( E_k \)-inequivalent to \( z \) and either satisfies \( u \sqsubseteq z \land \varphi_d(u) = 0 \) or satisfies \( z \sqsubseteq u \land \varphi_d(u) = 1 \), hence \( \varphi_d \) respects \( E_k \) on \( J \) and takes two different values (\( \varphi_d(x) = 0, \varphi_d(y) = 1 \)) in contradiction to the statement in the above claim.

Thus \( E_k \) can only realise linear orders \( \sqsubseteq \) with \( \sqsubseteq \) being on \( I_k/E_k \) equal to \( \leq \) or \( \geq \). Furthermore, \( E_k \) just cuts out equivalence classes from \( \leq \), thus \( (I_k/E_k, \leq) \) is still a linearly ordered set and the orderings \( x \sqsubseteq y \Leftrightarrow x \leq y \lor x E_k y \) as well as its reverse are realised.

In the case that \( k = 0 \), this is a linearly ordered set without end points; in the case that \( k = 1 \), this is a linearly ordered set with one end point; in the case that \( k = 2 \), this is a linearly ordered set with two end points. The linear order \( \sqsubseteq \) derived from \( \leq / E_k \) cannot have neighbours \( x, y \) with no equivalence class properly in between: If such would exist then one could define \( \varphi_d(u) = 0 \) if \( u \sqsubseteq x \) and \( \varphi_d(u) = 1 \) if \( y \sqsubseteq u \) in contradiction to the above claim. Hence the two linear orderings \( \sqsubseteq \) defined by \( \leq \) and by \( \geq \) are dense. For \( k = 0 \) and \( k = 2 \), the corresponding ordered sets are unique. For \( k = 1 \), the ordering might either have a lower or an upper end point. As one can reverse the given ordering, either both orderings exist or none, hence the so obtained results are the best possible. \( \Box \)
**Remark 42.** It should be noted that in the above, the ordering $E_k$ cannot be taken of the form $E(X)$ for an r.e. $X$. This is indeed also impossible, as the singleton equivalence classes in $E(X)$ are always recursive. Nevertheless, one can come near to this by constructing an $X$ such that each linear ordering $L$ realised by $E(X)$ has a dense interval, although $L$ need not to be dense.

**Corollary 43.** There is an ascending chain of equivalence relations $F_n$ with $F_0 <_\text{ord} F_1 <_\text{ord} F_2 <_\text{ord} \ldots$ where $F_n$ realises all orderings $(\eta + 2) \cdot m + \eta$ with $2m \leq n$, $1 + (\eta + 2) \cdot m + \eta$ with $2m + 1 \leq n$, $(\eta + 2) \cdot m + \eta + 1$ with $2m + 1 \leq n$ and $1 + (\eta + 2) \cdot m + \eta + 1$ with $2m + 2 \leq n$.

**Proof.** Note that one can form the join $E \oplus E'$ of equivalence relations $E$ and $E'$ by saying that $2x (E \oplus E') 2y$ iff $x E y$ and $2x + 1 (E \oplus E') 2y + 1$ iff $x E' y$ and $\sim 2x (E \oplus E') 2y + 1$ for all $x, y$. If one takes $E, E'$ as $E_0, E_1$ or $E_2$ from the relations in Theorem 41, then any linear ordering $\sqsubseteq$ realised by $E \oplus E'$ satisfies that either $\forall x, y [2x \sqsubseteq 2y + 1]$ or $\forall x, y [2x + 1 \sqsubseteq 2y]$. Furthermore, define $E \oplus E' \oplus E''$ as $E \oplus (E' \oplus E'')$ and similarly for the join of any finite number of equivalence relations.

Let $\eta$ denote the order type of a countable dense linear ordering without end points and $1 + \eta, \eta + 1$ and $1 + \eta + 1$ be the corresponding orders with one or two end points. Note that $\eta + 1 + \eta = \eta$ and $\eta + 1 + 1 + \eta$ is written as $\eta + 2 + \eta$. Now let $F_n$ be the join of the equivalence relation $E_0$ representing $\eta$ and of $n$ copies of the equivalence relation $E_1$ representing $\eta + 1$ where $E_0, E_1$ are taken (on the domains recoded to $\omega$) as in Theorem 41. Let $\sqsubseteq$ be any ordering realised by such a join and let $x, y$ be member of one component $J$ and $z$ be a member of another component. Then it cannot happen that $x \sqsubseteq z \sqsubseteq y$, as otherwise one could introduce a function $\varphi_d$ with $\varphi_d(u) = 0$ if $u \in J \land u \sqsubseteq z$, $\varphi_d(u) = 1$ if $u \in J \land z \sqsubseteq u$ and $\varphi_d(u) = 2$ if $u \notin J$. This $\varphi_d$ respects the equivalence relation and partitions $J$ into two recursive sets which is impossible as the equivalence relation restricted to $J$ is isomorphic to $E_0$ or to $E_1$, thus one gets a contradiction to the claim inside Theorem 41.

Thus one has that every linear ordering realised by $F_n$ is the sum of $n$ components of the form $\eta + 1$ or $1 + \eta$ and one component $\eta$. Now using that $\eta + 1 + \eta = \eta$ and $\eta + \eta = \eta$, one obtains that $F_n$ realises orders of the following types: $(\eta + 2) \cdot m + \eta$ for all $m$ with $2m \leq n$, $1 + (\eta + 2) \cdot m + \eta$ for all $m$ with $2m + 1 \leq n$, $(\eta + 2) \cdot m + \eta + 1$ for all $m$ with $2m + 1 \leq n$ and $1 + (\eta + 2) \cdot m + \eta + 1$ for all $m$ with $2m + 2 \leq n$. Note that the orderings realised by $F_n$ are also realised by $F_{n+1}$ and that one finds for each $n$ an ordering realised by $F_{n+1}$ which is not realised by $F_n$. Thus one has the
relation \( F_0 <_{ord} F_1 <_{ord} F_2 <_{ord} F_3 <_{ord} \ldots \) forming an infinite ascending chain in the \( ord \)-degrees.

\[ \square \]

**Corollary 44.** For every natural number \( k \) there is an equivalence relation which realises exactly \( k \) orders.

**Proof.** There is an equivalence relation realising no linear orders. For \( k = n + 1 \), the idea is to consider the join of \( E_0 \) with a discrete equivalence relation having exactly \( n \) equivalence classes. Then \( m \) out of the \( n \) points can be below \( \eta \) and \( n - m \) above \( \eta \). Thus one gets all orders of the form \( m + \eta + (n - m) \) so that there are \( k \) linear orders realised by this equivalence relation.

\[ \square \]

The next theorem shows that \( \leq_{ord} \) on the class of all equivalence relations of the form \( E(X) \), \( id_\omega \) forms a maximal element. Moreover, there exist \( \leq_{ord} \)-descending chains. For the theorem we will use the following result stated as a lemma and proven by Ambos-Spies, Cooper and Lempp [1].

**Lemma 45** (Ambos-Spies, Cooper and Lempp [1]). Every \( \Sigma^0_2 \) initial segment of every recursive linear order has a recursive copy.

Let \( X_1, \ldots, X_n \) be pairwise disjoint r.e. subsets of \( \omega \) whose union is co-infinite. Consider the r.e. equivalence relations \( E(X_1, \ldots, X_i) \), \( i = 1, \ldots, n \). By assumption each of these equivalence relations has infinitely many equivalence classes. We now prove the following theorem.

**Theorem 46.** For the equivalence relations \( E(X_1, \ldots, X_i) \), \( i = 1, \ldots, n \), we have the following inclusions (in the class of linear orders):

\[ K(E(X_1, \ldots, X_n)) \subseteq K(E(X_1, \ldots, X_{n-1})) \subseteq \ldots \subseteq K(E(X_1)) \subseteq K(id_\omega). \]

In particular, every linear order in \( K(E(X_1)) \) has a recursive copy.

**Proof.** We prove the theorem by induction on \( n \). The case \( n = 1 \) is proven in the following lemma:

**Lemma 47.** If a linear order \( L \) belongs to \( K(E(X)) \) then \( L \) has a recursive copy.
Indeed, let $\leq_L$ be a r.e. relation such that $(\omega/E(X), \leq_L) \cong L$. If $X$ is recursive then there is nothing prove. So, let $X$ be a nonrecursive set. The linear order $L$ can be assumed to be of the form $(\omega/E(X), \leq_L)$. Define

$$A = \{ [a] \mid [a] <_L X \} \text{ and } B = \{ [b] \mid [b] >_L X \}.$$ 

So $L$ is of the form $A + 1 + B$, where 1 represents $X$. By Lemma 35 there exists a recursive linear order $\subseteq$ on $\omega$ such that $(\omega, \subseteq)$ is of the form

$$L_1 + L_2 + L_3;$$

where $L_1 \cong A$, $L_3 \cong B$, and $X$ coincides with the domain of $L_2$. Since $L_1$ is a $\Pi^0_1$-initial segment of a recursive linear order, we apply Lemma 45 and obtain that $L_1$ has a recursive copy. Looking at $L_1 + L_2 + L_3$ by reversing the order on it, we conclude that $L_3$ has a recursive presentation too. This clearly implies that $L$ has a recursive copy which was required to be proven.

Let $L$ be a linear order in $K(E(X_1, X_2, \ldots, X_n))$. By Lemma 35 there exists a recursive linear order $(\omega, \subseteq)$ for which $E(X_1, X_2, \ldots, X_n)$ is a fine partition such that $(\omega/E, \subseteq)$ is isomorphic to $L$. Thus, by re-ordering the sets $X_1, \ldots, X_n$ if need be, we can assume that the linear order $(\omega, \subseteq)$ is represented as the sum

$$L_1 + X_1 + L_2 + X_2 + L_3 + \ldots + X_n + L_n$$

in which the sets $X_1, X_2, \ldots, X_n$ are ordered according to $\subseteq$. Note $L$ is isomorphic to $L_1 + 1 + L_2 + 1 + L_3 + \ldots + 1 + L_n$.

If $L_{n-1}$ has a maximal element $a$ or $L_{n-1} = \emptyset$, then the set $X_n + L_n$ is a recursive linear order with domain $D$. Hence, $1 + L_n$ belongs to $K(E(X_n))$, where $E(X_n)$ is taken on the domain $D$. By the base case, $1 + L_n$ has a recursive copy with domain $D$. Hence, we see that $L \in K(E(X_1, \ldots, X_{n-1}))$.

So, we assume that $L_{n-1} \neq \emptyset$. Select elements $a \in L_{n-1}$ and $b \in L_n$. If $L_n = \emptyset$ then we just select $a$. Consider the recursive linear order $([a, b], \subseteq)$. This can be represented as the sum of three linear orders:

$$A + X_n + B.$$ 

Let the domain of this order be $D$. Clearly

$$D \cap (L_1 + X_1 + L_2 + \ldots + X_{n-1}) = \emptyset.$$ 
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The linearly order set $A + 1 + B$ belongs to $K(E(X_n))$. Applying the base case to $A + 1 + B$, we see that $A + 1 + B$ has a recursive copy, call it $L'$, over the domain $D$.

Now, by replacing the interval $[a, b]$ by $L'$ in the order $(\omega, \sqsubseteq)$, it can easily be observed that $L$ belongs to the class $K(E(X_1, \ldots, X_{n-1}))$ which was required to be proven. 

**Corollary 48.** There are subsets $X_1, \ldots, X_n$ for which we have proper the inclusions:

$$K(E(X_1, \ldots, X_n)) \subset K(E(X_1, \ldots, X_{n-1})) \subset \ldots \subset K(E(X_1)) \subset K(id_\omega).$$

**Proof.** Consider a linear order $\leq_L$ of the type:

$$L_1 + X_1 + L_2 + X_2 + \ldots + X_n + L_n,$$

where each $L_i$ has type $\omega$ and each $X_j$ has the order type of integers. It is not hard to construct a recursive linear order isomorphic to $L$ in which the sets $X_1, \ldots, X_n$ are r.e., semirecursive and non-recursive. These sets satisfy the corollary since, by Remark 30, the linear order $L_1 + 1 + \ldots + L_n + 1$ belongs to $K(E(X_1, \ldots, X_i))$ but does not belong to $K(E(X_1, \ldots, X_{i+1}))$.

**Corollary 49.** There is an infinite descending chain of equivalence relations with respect to $\leq_{\text{ord}}$.
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