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Abstract

In this project, we have investigated the fusion of surface data obtained by two different surface
recovery methods. In particular, we have fused the depth maps obtained by shape from contours and
local surface orientation maps obtained by photometric stereo. It has been found that the surface
obtained by fusing orientation and depth data is able to yield more precision when compared with the
surfaces obtained by either type of data alone.
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1 Abstract

In this project, we have investigated the fusion of surface data obtained by two different surface recovery methods.
In particular, we have fused the depth maps obtained by shape from contours and local surface orientation maps
obtained by photometric stereo. It has been found that the surface obtained by fusing orientation and depth data is
able to yield more precision when compared with the surfaces obtained by either type of data alone.
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2 Introduction

Current surface recovery methods have their respective advantages and drawbacks. For example, while it is pos-
sible to obtain accurate measurements using structured lighting, the process can be extremely time consuming.
Photometric stereo offers fast and dense recovery of the local surface orientations, but the depth values that are
calculated by the integration [2, 4] of recovered normals may be inaccurate with respect to the true depth values.

To construct a new shape recovery method that can be more robust, efficient and versatile than existing methods,
we fuse the data obtained by shape recovery methods that have complementary characteristics. From previous
work [1], we have decided to construct a new shape recovery method by the fusion of depth and orientation data,
which are respectively obtained by shape from occluding contours and photometric stereo method. These two
methods have been chosen on the basis that shape from contours is able to provide reliable measurements, but
unable to recover surface concavities that are occluded from the camera by the contours of the object. Conversely,
photometric stereo provides dense orientation information over the surface, but the depth measurements obtained
by integration of the surface orientations are relatively scaled to the actual depth values. Therefore, the integration
of these two methods may be able to yield results with higher precision than either one of the methods is able to
achieve.

We have approached the project in the following steps. Firstly, we generate the synthetic surfaces and simulate
the orientation and depth data as would be obtained by the shape recovery methods. From the simulated data, we
calculate the weighting functions for the different types of data. The fusing of orientation and depth data is then
performed according to the weights for the orientation and depth data. Finally, we compare the surfaces obtained
by fusion of data, as well as the surfaces obtained by photometric stereo and shape from contours, to evaluate the
performance of the fusion method. The block diagram in Figure 1 shows the steps involved in the integration of
photometric stereo and shape from contours by fusing orientation and depth data.

There are two objectives for this project. The first objective is to determine whether fusion of the two kinds
of data is able to provide more precision than either one of these methods. This will be achieved by comparing
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Figure 1: Block diagram for integration of shape recovery methods using fusion of depth and orientation data.

the recovered surfaces with with the true surfaces. The second objective is to determine whether there are any
observable artefacts in the region where different data are fused. The surface recovered by fusion of data will be
examined to achieve this objective.

3 Generation of surfaces

We have used MatLab for the generation of the surfaces. Each of the generated surfaces has a concave region
which is occluded by a neighbouring region on the surface. Such surface concavity will not be recovered by shape
from contours, yet the surface orientations within the concavity can be recovered by photometric stereo.

Two types of surfaces were used in this project. The first surface is generated by addition of Gaussian functions,
such that the surface isC2 continuous. It is an example of most general surfaces. The second surface,z2, is a
polyhedral surface generated by intersecting five planar surfaces. It is an example of a simple surface, such as the
surface from a man-made object. Figure 2 shows the surfacesz1 andz2.

We have used both the continuous and polyhedral surfaces to evaluate the performance of the fusing method in
different cases.

4 Simulation of orientation and depth data

The surface orientations as obtained by photometric stereo are provided by the partial derivatives of the surfaces.
The surface normals are calculated by approximating the derivatives of the original surfacesz1 andz2 with

respect to the horizontal and vertical directions. For each surface,zi, the local derivatives in thex andy directions
are given by

�zi(x; y)

�x
=

zi(x+ 1; y)� zi(x; y)

�x
(1)
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(a) (b)

Figure 2: Surfacez1 and surfacez2

�zi(x; y)

�y
=

zi(x; y + 1)� zi(x; y)

�y
(2)

For our surfaces,�x and�y are both 0.05 units.
The orientation data are further simulated by adding random noise,N , to the derivatives. The resultant orien-

tation data in thex andy directions are respectively given by

pi(x; y) =
�zi(x; y)

�x
+ � �N(x; y) ; (3)

qi(x; y) =
�zi(x; y)

�y
+ � �N(x; y) : (4)

The simulated photometric stereo results are shown as needle maps for surfacesz1 andz2 are shown in Figure 3.
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Figure 3: Needle maps forz1 andz2
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(a) (b)

Figure 4: Depth maps forz1 andz2

The amplitude of the original surfaces can be used directly as the depth values obtained by shape from contours,
except for concaved regions on surfaces. The reason is that shape from contours is unable to recover concavities
that are occluded from the viewing direction by other regions of the surface. Therefore, to simulate the depth
data as obtained by shape from contours, we need to take into account the method’s inability to recover surface
concavities.

The surfaces are discretised into a given number of layers. For each layer, a convex polygon for the surface
contour is drawn. The layers are then piled up again and the convex polygons are joined to form the surface,zconv.
Random noiseN is added to further simulate the depth data obtained by shape from contours, given by

zd(x; y) = zconv(x; y) + � �N(x; y): (5)

The obtained surfacezd has a developable patch covering the concavity on the original surface, as would be
expected when shape from contours is used to recover the surface. The simulated surfaces are given in Figure 4.

5 Calculation of weights for fusing data

In this step, we determine the compatibility of the given surface data. The contribution of different data towards the
final result is based on the computed data compatibility. This is a crucial step in the fusion of data, since suitable
choice of weights enables the fusion of the complementing data to be performed in such a way that the surface
given by fusion yields higher accuracy than surfaces given by either method alone.

There are two possible ways to compare the input data; either by using the depth values, or the surface orien-
tations. We have decided to use surface orientations for the comparison of input data since it is easier to obtain. In
this approach, partial derivatives are used to provide the surface normals for the surface recovered by shape from
contours.

A cross section from surfacez1 is shown in Figure 5. The surface normals obtained by photometric stereo are
represented by the surface normals on the solid line. The surface recovered by shape from contours is represented
by the dotted line, and the surface normals calculated from the surface recovered by shape from contours are
plotted on the dotted line.

From the figure, it can be seen that the orientations of surface normals along columna differ significantly,
whereas the orientations of the surface normals are quite similar along columnb. The difference of surface normals
in columna is caused by the occurrence of a concavity. One way of calculating the angle between the two
orientation vectors is to use the dot product of the surface normals. Therefore, the dot products of the normals can
be used to indicate the discrepancies between these two types of data. The discrepancies caused by noise also need
to be taken into account when determining the compatibility of the data. The compatibility function between the
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Figure 5: Cross section and surface normals of original surface and surface obtained by shape from contours.

data is a binary function given by

c(x; y) =

�
1 : npsm � nsfc < t ;

0 : otherwise
(6)

wheret is the thresholding value that has been chosen such that the data discrepancies caused by noise can be
avoided. The vectorsnpsm andnsfc respectively represent the surface normals obtained by photometric stereo and
shape from contours.
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Figure 6: Calculated weights forz1 andz2

In Figure 6, white pixels represent regions where the data are compatible, and black pixels represent regions
where the data are incompatible. From the figures, it can be seen that the general shape of the concavities have been
detected for both surfaces. However, note that the surface normals from different data do agree in some positions
within the concavity. This is due to the fact that for some points, the surface orientations within the concavity do
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agree with the surface orientations for the developable patch. Therefore, the compatibility function will need to be
improved further to enable more accurate detection of concavity regions.

The data weighting functions are computed based on the compatibility of the data. In this work, the weighting
function for the depth data,

wd(x; y) =

�
1 : c(x; y) = 1
0 : c(x; y) = 0

(7)

is the same as the compatibility function, which is 1 when the data are compatible, and 0 when the data are
incompatible.

The weighting function for the orientation data,

wpq(x; y) =

�
1 : c(x; y) = 0
0 : c(x; y) = 1

(8)

has values of 0 in regions where the data are compatible and 1 where the data are incompatible.
The weighting functions are thus selected such that the unknown surface will generally be recovered from the

depth values obtained by shape from contours, except for the concave regions, where the surface will be recovered
according to the surface orientations obtained by photometric stereo.

6 Fusion of data

The fusion algorithm is implemented according to the work by D. Terzopoulos [3, 6]. It reconstructs the unknown
C2 continuous functionz by combining the depth and orientation data with respect to certain weighting functions.
The input parameters ared, the depth data,p andq, the horizontal and vertical orientation data, as well aswd and
wpq , the weighting functions for depth and orientation data. In this work, the depth data,d, are the noise corrupted
depth values obtained using shape from contours. The orientation data,p andq, are the noise corrupted orientation
data obtained by photometric stereo.

The fusion algorithm minimises the error function

E(z) = Ed(z; d; p; q) +Em(z) +Et(z) ; (9)

where

Ed(z; d; p; q) = wd � Sd
X
u

X
v

jz � dj2 + wpq � Spq
X
u

X
v

j
�z

�u
� pj2 + j

�z

�v
� qj2 (10)

Em(z) = Sm

Z Z
(
�z

�u
)2 + (

�z

�v
)2dudv (11)

Et(z) =

Z Z
[
�2z

�u2
�2z

�v2
� (

�2z

�u�v
)2]dudv : (12)

In the above formula,Ed is the data error function, which specifies how well the unknown surfacez conforms
to the input depth and orientation data. The second term,Em, represents the membrane function. It specifies that
the surfacez should be continuous. The third term,Et, represents the thin-plate function, which specifies that the
surfacez should have small changes in its curvature, that is, the surface should be smooth, with no sudden peaks.
The valuesSd, Spq , andSm are the coefficients of the depth error, orientation error and the continuity constraint,
respectively. These values can be assigned by the designer of the algorithm. In our case, the coefficients have all
been set to 1.

The conjugate gradient descend method is used to iteratively minimise the error function, such that the result
is obtained when the value of the error function is at its minimum. The error function is also convex, so that the
algorithm will always converge to the global minimum.
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Figure 7: Fused surfaces forz1 andz2

7 Results

After applying the fusion algorithm to the two different types of data, we obtained the surfaces as shown in Figure
7.

Figure 7(a) shows the surface obtained by fusion of orientation and depth data for surfacez1. From the figure,
we can see that the shape and amplitude of the surface recovered by fusion, are quite similar to the original surface.
Also notice that there are no visible artefacts along the concavity boundary in the resultant surface.

The surface recovered by fusion of data for surfacez2 is shown in Figure 7(b). The recovered surface also
retains the general shape of the original surface, but the amplitude of the recovered surface differs slightly from
the original surface. There are also no artefacts on the fused surface along the concavity boundary. In fact, the
recovered surface is a continuous surface, whereas the original surface has discontinuous folds along the concavity
boundary and within the concave region. The reason is that the fusion method assumes that the unknown function
z has to beC2 continuous, hence the sharp folds of the original surface are not recovered.

Figure 8(a) shows cross sections of the original surfaceztrue and the surfaces recovered using different meth-
ods. Figure 8(b) shows the absolute errors between the fused surface and the true surface for the same cross
section.

In the cross section shown, we can see that the surfacezpsm, recovered by photometric stereo, conforms to the
original surface quite well in the concave region. Whereas the surfacezsfc, recovered by shape from contours, has
good conformity to the original surface in most regions, except for the concavity. The surface recovered by the
fusion of data,zfused, lies between the surfaces recovered by photometric stereo and shape from contours. Like the
surface recovered by shape from contours, the surface recovered by fusion conforms to the original surface quite
well in most regions. But unlikezsfc, zfused has a concavity in the concaved region, even though the concavity
is less emphasised when compared to the original surface. The insufficient depth of the recovered concavity is a
major source of error in the surface recovered from fusion. The shallower concavity is partly due to the fact that
the weighting functions are binary, thus the contribution from each type of data is either 0 or 1. The smoothness
constraint of the recovered surface is another cause for the insufficiently recovered concavity. Nevertheless, the
depth of the recovered concavity can be adjusted by altering the the weighting functions, such that more weight is
placed on the orientation data during the fusion process.

8 Evaluation

In this section, the recovered surfaces are compared with the ground truth to evaluate the accuracy of each method.
The error function is given bye = z � ~z, wherez is the surface obtained by fusion of original, un-corrupted
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Figure 8: Cross sections of (a) resultant surfaces and (b) error

data, and~z is the surface recovered from simulated data, which are corrupted by noise.
For surfacez1,

(%) Fused SFC PSM
min jej 0.0005 0.0018 0.0000
max jej 16.5979 19.3352 7.8308
mean jej 1.5120 1.5617 2.5173
RMS 1.5630 1.8562 1.7958

For surfacez2,

(%) Fused SFC PSM
min jej 1.1752 1.1769 0.0070
max jej 24.9002 101.5993 15.4209
mean jej 2.3244 3.5532 5.3134
RMS 1.1657 8.5130 3.6062

It can be seen from the tables that the surfaces recovered by fusing of data are more accurate than the surfaces
recovered by either shape from contours or photometric stereo alone.

9 Discussion

In this work, we have tested the fusion method, as well as photometric stereo and shape from contours on two
different types of surfaces. The first surface is aC2 continuous surface constructed from Gaussian functions. The
second surface is a polyhedral surface constructed from planar patches. TheC2 continuous surface is an example
of general surfaces, and the polyhedral surface is an example of simple surfaces.

The orientation and depth data are obtained by simulating the results as would be obtained by photometric
stereo and shape from contours. In simulating the orientation data recovered by photometric stereo, errors are
introduced because the differences in surface height between neighbouring positions are used to approximate the
partial derivatives for surface orientations. In the simulation of depth data, the discretisation of surface heights also
lead to the introduction of errors into the depth values. Apart from the errors introduced by the discretisation of
data, random noises were further added to the simulated data.

Once the orientation and depth data are obtained, they are used to calculate the data compatibility function.
The main purpose of the compatibility function is to determine the concavity region on the surface. In this

work, the compatibility of the different data is based on the dot product of the surface normals calculated from
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photometric stereo and shape from contours. However, the compatibility function calculated by this approach is
unable to provide all of the points that lie within the concavity region, since at some positions within the concavity,
the surface normals obtained by photometric stereo agree with the normals obtained by shape from contours.
One way to improve the detection of concavities is to take the compatibilities of neighbouring positions into
consideration. For example, if the neighbours of a point are all incompatible, yet the point itself is compatible,
then it is highly possible that the point lies within the concavity. The compatibility function can be given as
the confidence with which different types of data agree and has continuous values rather than binary. In which
case, the confidence can be indicated by the difference between two types of data, as well as the compatibility of
neighbouring positions.

The weighting functions are calculated according to the data compatibility function. The data weighting func-
tions should be constructed such that the unknown surface will generally be recovered from the depth data provided
by shape from contours, since shape from contours provides reliable dimensions of the object. However, in con-
cavities, the unknown surface needs to be recovered according to the surface orientation data, because photometric
stereo is able to provide accurate orientation data within the concavities. In this work, we have used binary weight-
ing functions for the purpose of evaluation. But such inflexibility of weighting values has caused the recovered
concavities to be shallower than the original concavities. One approach to improve the result is to increase the ori-
entation data weighting function in the concavity region. However, more generally, the weighting function can be
made to vary continuously with respect to the data compatibility. For example, the depth weighting function may
vary proportionally to the data compatibility, such that the weight increases as the confidence in data compatibility
increases. The orientation data weighting function may vary inversely with the data compatibility, and with higher
values in the concavity regions to emphasis the recovered concavities.

The orientation and depth data, as well as the respective weights are given to the fusion algorithm to recover
the unknown surface. The fusion algorithm has assumed that the unknown surface isC2 continuous, which might
not always be the case, as can be seen from the smoothing of the folds in the recovered surface for the simple
surfacez2. The coefficients of the different constraining error functions have all been set to 1 in this work. These
values may need adjustment to lessen the effect of the continuity or smoothness constraints.

It has been seen from the result that shape from contours is able to provide accurate depth recovery of the
surface except for the concavity regions. The maximum error occurs in the concavity regions since the concavity
cannot be recovered from the contours alone. On the other hand, the photometric stereo method is able to recover
the surface concavities with accuracy, but the surface recovered from the orientations alone is more erroneous
overall, as indicated by the mean errors. The surface recovered by fusing depth and orientation data is more
accurate than the surfaces recovered using either depth or orientation data alone. The surface obtained by fusion
also has no visible artefacts along the concavity boundary, where the transition from one type of data to the other
occurs.

Our next task is to apply the fusion method on data obtained using shape from contours and photometric stereo,
rather than simulated data. The errors contained in the recovered orientation and depth data cause difficulties in
the fusion of real data. Therefore, the functions involved in data fusion will need to be more robust and resistant
to errors. The data compatibility function requires improvement to provide reliable concavity detection in spite of
the noisy data. The weighting functions may need to take the variance of the input data into consideration to avoid
emphasising erroneous data. The error functions used in the fusion algorithm also need to be modified to handle
real data. Furthermore, if the variances of the errors are known, they can be incorporated into the fusion process to
compensate for the errors in the fused result.

10 Conclusion

This work is a preliminary step towards the integration of photometric stereo and shape from occluding contours.
In this work, we have performed fusion on simulated surface data and acquired more accurate surface recovery
for different types of surfaces. The data being fused are the orientation and depth data obtained by simulating the
photometric stereo method and the shape from contours, respectively.

Our first object is to determine if surface obtained by fusing orientation and depth data is more accurate than
surface obtained by either type of data alone. This has been achieved by quantitatively comparing the surfaces
recovered from simulated data with the surface obtained from original data. It has been found that the surfaces
recovered by fusion is more accurate than the surfaces recovered by either photometric stereo or shape from
contours.

The second object is to see if there are any observable artefacts along the concavity boundary where different
types of data are fused. A sharp transition of different types of data occur along the concavity boundary, since the
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surface orientations obtained by photometric stereo is used to complement the inability to recover concavities in
shape from contours. By examining the surface recovered by fusion, it has been found that there are no observable
artefacts along the concavity boundary.

Finally, we discussed possible modifications for the procedures involved in fusing orientation and depth data,
such that the fusion method may be applied on real data.
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