University of Auckland Research Repository, ResearchSpace

Copyright Statement

The digital copy of this thesis is protected by the Copyright Act 1994 (New Zealand).

This thesis may be consulted by you, provided you comply with the provisions of the Act and the following conditions of use:

- Any use you make of these documents or images must be for research or private study purposes only, and you may not make them available to any other person.
- Authors control the copyright of their thesis. You will recognise the author's right to be identified as the author of this thesis, and due acknowledgement will be made to the author where appropriate.
- You will obtain the author's permission before publishing any material from their thesis.

General copyright and disclaimer

In addition to the above conditions, authors give their consent for the digital copy of their work to be used subject to the conditions specified on the Library Thesis Consent Form and Deposit Licence.
Transient Stability Analysis for Power System Networks with Asynchronous Generation

Prem Kethavath

A thesis submitted in fulfilment of the requirements for the degree of Doctor of Philosophy in Electrical and Computer Engineering, The University of Auckland, 2015
“We are at the very beginning of time for the human race. It is not unreasonable that we grapple with problems. But there are tens of thousands of years in the future. Our responsibility is to do what we can, learn what we can, improve the solutions, and pass them on.”

Richard P. Feynman
Abstract

Attention is increasing on transient stability and secure mode of operation for power systems with asynchronous generation. This is due to asynchronous mode of generation like windfarms, increasing in capacity and displacing existing high inertia synchronous generation. Participation of wind farms, which are primarily inertia decoupled during transient disturbance, will become necessary to comprehensively analyse framework like energy function and coherency based reduction methods. This thesis investigates the impact of reduced system inertia due to asynchronous generation, on transient stability of power systems.

This thesis proposes an energy function approach to assess power system transient stability impacts following increased penetration of asynchronous generation plants. The asynchronous wind farm generation is considered as an equivalent conventional synchronous generator with negligible inertia. Assessment has been carried out on single machine infinite system and three machine nine bus test system to compute critical energy and critical fault clearing time, from first principles, using potential energy boundary surface method. A new representation of plotting contours of critical clearing times on inertia space has been developed. This enables estimation of additional inertia required for a system due to inertia reduction from asynchronous generators. The results of the simulation and new graphical method confirms that transient stability margin of the system is impacted with increased penetration of asynchronous generation.

This thesis also investigates coherency based analysis technique for network reduction to carry out transient stability analysis for a large power system network that has wind penetration. Identification of coherent groups targets to obtain simplified dynamic equivalent of system by aggregation of coherent generators and replacing it with an equivalent generator. The use of this equivalence can transform a large power system into a reduced model, localized into a small internal area containing the disturbance which impact stability. The New England, 39 bus 10 machine system has been used to demonstrate the methodology. Contingencies are applied with and without wind farm i.e., by replacing few synchronous generators with windfarm of similar capacity.

This thesis also develops transient stability enhancement method for networks with asynchronous generation. When a machine inertia is reduced its first swing stability can be enhanced by line series compensation and also multi-swing stability using bang-bang control on series compensation. Compensation values and the lines that can participate in series compensation during contingencies are found.
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Chapter 1

Introduction

Increasing demand of renewable generation integration to meet the load forecasts, demands for revisiting stability studies for steady state and transient phenomenon [2–4]. Existing practice of considering renewable generation as negative load in stability studies is not valid for high penetration of renewable generation. All the renewable form of power generation are asynchronous type of generation, where inertia is de-coupled compared to synchronous type of generation. The net inertia of a large power system is reduced with higher percentage of asynchronous generation.

There is an increasing need to understand the impact of increased penetration of asynchronous generation towards transient stability studies. Traditional Transient Stability Analysis (TSA) involves, implicitly solving of differential and algebraic system equations using time-domain or energy function method. Solving these system equations is at the heart of transient stability analysis. This thesis explores the possibility of using these equations developed for synchronous generators applied to asynchronous generation in large capacity.

1.1 Power system stability and security

Unstable and insecure operation of grid is undesirable in power systems be it at utility, transmission or distribution system level. Electric Power Research Institute reports that there is an estimated loss of $119 to $188 billion annually due to power fluctuations and system outages[5, 6]. These outages are primarily due to operation of elements close to their operation limits pushed by increasing load demand. As generation and transmission facilities are budget constrained the grid undergoes a cycle for demand of new transmission lines. When existing lines are stressed, they lead to failure of their operation and cause outages.
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Power system stability
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Figure 1.1: Types of power system stability

System secure operation is further impacted by increasing renewable generation both at transmission and distribution level due to asynchronous mode of primary generation. This generation is rising because of cheaper source of energy, but the generation technology comes with lower inertia, thus offering reduced synchronising forces over conventional synchronous generation which determines the dynamic security operation limits.

Although power system planning takes into consideration of stressed and ageing condition of network, power outages and fluctuations are common due to severe disturbances. To name a few, disturbance could be triggered by sudden loss of transmission line, sudden loss of load or a generation unit. There could be transient events like lightning, malfunctioning of protective relays, insulation breakdowns etc., that can lead to change of network configuration.

At the planning stage of power system it is made sure that system can operate and withstand most kinds of disturbance or contingencies. As these disturbances rise stability issues which depend upon severity of the disturbance are categorised and power system stability analysis is performed at planning and operation stage. This analysis makes sure that the system remains in steady or acceptable state of operation following a disturbance. Operation limits for secure mode of operation are determined through stability studies. Stability at planning stages suggest the need for additional assets and necessary controls to maintain or enhance both static and dynamic security limits. During operation, stability analysis is performed to check and determine operation settings of protection devices.

It can be defined “Power system stability is the ability of an electric power system, for a given initial operating condition, to regain a state of operating equilibrium after being subjected to a physical disturbance, with most system variables bounded so that practically the entire system remains intact” [7–9]. System has to remain intact without tripping of loads or generators unless they are intentionally removed to preserve secure operation.
Power system stability problem is high dimensional and complex. It is advised to make simplified assumptions along with degree of detail in representing the system. Power system stability is generally classified into rotor angle, frequency and voltage stability. Fig. 1.1 shows stability classification based on system variable in which instability, severity and duration of disturbance is observed.

Rotor angle stability refers to the ability of synchronous machines in an interconnected power system to remain in synchronism after subjected to a disturbance, i.e. ability of each synchronous machine to restore equilibrium between electromagnetic torque and mechanical torque upon disturbance to remain stable. In an unstable case, angular swings increase in some generators leading to loss of their synchronism relative to other generators. On disturbance the variation of insufficient electromagnetic torque of machine can be categorised into two, the synchronizing torque component which is in phase with rotor angle deviation leading to non-oscillatory instability and also the damping torque component which is in phase with the speed deviation causing oscillatory instability. Transient instability is a sub category of rotor angle stability caused by insufficient synchronising torque.

1.2 Motivation for the thesis

With increasing focus on integrating renewable energy into existing grid, wind energy generation has increasingly attracting large investments and deployments worldwide. Most of the mature research on transient stability is established for synchronous generation. Transient stability studies at planning and operation stages are carried out by analysing all the critical contingencies which can lead to loss of synchronism of generators. Loss of synchronism is the root cause for cascading outages of transformers, transmission lines and loads isolated by protection devices leading to black out. So transient stability studies are very necessary and crucial stability studies for grid operators. In event of a fault causing swing of generators, the generators are kept in synchronous mode of operation by the restoring synchronising forces. These synchronising forces are contributed by individual machine inertia across the grid. With increasing demand of power to meet the power requirement, asynchronous generation are increasing in capacity (e.g. 30% of net grid generation) or displacing existing synchronous generation, reducing the net inertia causing concerns during steady state operation[10, 11]. Reduction in net inertia is unhelpful to maintain stability during transient events.

The transient stability studies offers contingency ranking information based on critical fault clearing time. This information is the underlying principle for all network protection schemes and settings. So transient stability during high penetration are to be
thoroughly understood to avoid catastrophic events triggered by tripping of generators. The impact of increased penetration of wind generators on system dynamic performance is also required\cite{12–14}. In this thesis these impacts will be examined with respect to rotor angle stability using methods like energy function formulation, coherency network reduction, swing equations and robust critical clearing time evaluation.

**Doubly-Fed Induction Generator (DFIGs),** is a variable speed wind turbine generation technology which is gaining more attention amongst all the other wind generation technologies which employ induction generators. These generation technologies are asynchronous in nature and impact of their low inertia is explored in this thesis. Unlike synchronous machine where rotor electrical angle is same as mechanical angle, inertia of the rotor mass is interacting with electrical angle, thus providing synchronous forces. Wind turbine inertia of induction generator is decoupled because the operation and performance of DFIG or any other wind generator is governed by power electronic converter side coupling to the grid \cite{1, 15, 16}.

Existing TSA research are based on synchronous machine theory, where transient stability is determined using either time domain and observing rotor angle deviation or using energy function method. As there is no synchronously coupled rotor angle to observe at converter based generation, its effect on other generator rotor angle deviation can only be observed and stability be inferred \cite{12, 17–23}. On the other hand, comprehensive stability study of the entire system using energy function approach will be global and can provide approximate but very robust results well aligned with control theory. This can be achieved by reducing inertia of existing synchronous machines and carrying out either energy function analysis or undertake an explicit time-domain analysis.
1.3 Thesis outline

This thesis is organized into seven chapters and is summarized as follow:

1. Introduction
   This chapter provides the statement of the problem, where power system transient stability is defined from the point of view of both conventional and direct methods. It further outlines the motivation for the thesis and lists outputs generated.

2. Transient stability analysis using energy functions
   This chapter provides the background needed to undertake transient stability analysis. Swing equation and energy function is provided for Single Machine connected to an Infinite Bus (SMIB) and multi-machine system. Test cases are provided for 3-machine 9-bus system and 39-bus, 10-machine system.

3. Stability theory applied to transient energy function method
   This chapter investigates stability in the sense of Lyapunov. Theory on region of attraction of system to remain stable, application of Potential Energy Boundary Surface (PEBS) method for TSA of 3-machine 9-bus system have been discussed in depth here.

4. PEBS method with reduced inertia
   This chapter explores the impact of reduced inertia on critical clearing time of a SMIB and 3-machine 9-bus system and brings out some original contributions.

5. Asynchronous generation in power system networks
   This chapter provides the analysis carried out to reflect the absence of inertia of large scale windfarms using traditional synchronous machines system modeling and representation.

6. Transient stability enhancement of power system with reduced inertia
   In this chapter, discrete control strategy is used to enhance transient stability of SMIB and 3-machine 9-bus system through series compensation when a machine inertia is reduced. It also proposes method to obtain amount of compensation and the lines which can participate in series compensation that can maintain transient stability when system inertia is reduced.

7. Conclusions and future work
   This chapter summarizes the overall thesis and highlights contributions emerging from this research. It also lists some areas of future development that evolves directly from the outputs of this thesis.
1.4 Contributions of thesis

Following are the significant and original contributions of this thesis especially, in understanding impact of reduced inertia caused by asynchronous generation towards transient stability of system using energy function method.

Identification of coherent generator groups in large network with windfarm

39-bus 10-machine system is analysed in DIgSILENT Powerfactory wherein coherent generator groups are identified to reduce the system into fewer machines which swing together. This system is analysed with a DFIG windfarm at a generation bus. It is observed that coherent generator groups remain same, with and without windfarm for the studied network.

PEBS method analysis with reduced inertia

Critical Clearing Time (CCT) is calculated for SMIB for various reduced inertia values. It is observed that with decrease of inertia, CCT is reduced. 3-machine 9-bus system is analysed by reducing inertia in steps for two machines. PEBS method is used to obtain critical clearing time and critical energy for various combination of inertia. Also results were provided to prove that assuming wind generation as negative load reduce stability limit and also that assumption is invalid for large amount of wind generation.

Equi-CCT contours

A new method for presenting critical clearing times obtained for several combinations of inertia, called as equi-CCT lines are plotted on the inertia space. The graphical representation of CCT for several inertia combinations offers a quantifiable amount of inertia required for maintaining desired stability margin. This is a novel and new contribution.

PEBS based stability enhancement with discrete control

Discrete control strategy using bang-bang control applied on SMIB with reduced inertia has improved transient stability. On a 3-machine 9-bus system, when inertia of a machine is reduced by providing series compensation on transmission lines, stability is improved, this analysis is repeated for a wide range of inertia and limit on compensation value is calculated. For each set of these combinations CCT is obtained using PEBS method. These set of values are presented as equi-CCT contours with the inertia and compensation as axis. It is observed that with a limit on compensation, only a few lines seems to be able to participate in compensation or give desired CCT when machine inertia is reduced.
1.5 Publications & Presentations


Chapter 2

Transient stability analysis using energy functions

In this chapter power system stability problem and its practices are reviewed. Introduction to direct methods to determine stability is provided. System of equations are derived to demonstrate dynamics of single machine connected to infinite bus and its corresponding energy function. System of equation to study dynamics of multi-machine system in center of angle formulation and its energy function is derived. Energy function analysis is then performed on 3-machine 9-bus system as a case study. For a large system coherent generator groups are identified for a 39-bus 10-machine system.

2.1 Power system transient stability analysis

Upon fault, if the post-fault trajectory of the system does not converge to an acceptable steady state then the system will encounter instability. Depending on the parameter of interest and its behaviour the type of instability is categorised. If the system or bus voltage is of unacceptable value during the fault and does not attain acceptable value on reaching steady state it is suffering from voltage instability. If the frequency is out of acceptable limit so it suffers from frequency instability. Further, these instabilities can be fault specific.

Similarly the system can suffer oscillatory instability which mostly arises due to rotor angle dynamics of machines where rotor angles can be bounded with an oscillatory behaviour causing sub-synchronous resonance. These oscillations can be stable and periodic causing power oscillations of low frequency.
In transient stability studies, power system is modelled be a set of differential and algebraic equations to capture the dynamic behaviour alongside non-linear power flow equations. They are solved as coupled equations and larger the system more the complexity. The most standard method is to numerically solve these system equations in time domain and obtain the quantities of variables of interest as function of time. These variables can be machine rotor angle, power flow, voltage or can be a combination of all. Depending on the dynamics of these variables nature of stability is decided whether a system is held secure and operating within acceptable limits.

### 2.2 Step by step transient stability analysis

A step-by-step integration of system differential and algebraic equations in time domain is conventional transient stability analysis method. Initial system state is obtained from solving pre-fault system equations, fault-on dynamic equations use these initial state (end of pre-fault) for integration. The fault/disturbance duration includes occurrence and removal of fault. After the fault is cleared, post-fault dynamic equations also get numerically integrated using solvers. Following simulation of fault-on and post-fault trajectories, fundamentally rotor angles of machines are obtained. The angles are plotted in reference to machine of high inertia and if these machine rotor angles are bounded, the system is stable, else system is unstable. Fig. 2.17 and Fig. 2.18 illustrate corresponding to a 3-machine 9-bus system in Center Of Angle (COA) formulation, for a particular fault it is observed that the Critical Clearing Time (CCT) is in between 0.31 and 0.32 seconds. In conventional method it is required to perform simulation runs numerous times with increasing fault duration until bounds on CCT are found. CCT is the maximum duration between the inception of fault and its removal such that the system just loses transient stability. The trial and error approach to obtain CCT is the basic disadvantage of this method, which is over come by direct energy function methods.

### 2.3 Transient stability analysis from direct methods

The transient energy method is assessing the transient stability of power systems directly. It allows critical clearing times to be calculated directly from a single solution. It also provides a quantitative measure about the degree of stability. Direct methods come with a disadvantage when compared to conventional methods as the models used in direct methods are in less detail or reduced models of generator, exciter, governor, compensator, regulators etc.. or their characteristics response is out of duration of
stability study. Transient stability analysis with direct method aim to acquire knowledge of stable equilibrium point which is surrounded by a stability region called region of attraction and determination of stability its boundary[24].

Method explored here is to obtain stability information directly using a function. The value of energy obtained from the function that describes system transient energy is computed at end of disturbance. This value is compared with a critical-threshold value, difference in values is energy margin and is the parameter of interest also an indicator of stability[25, 26].

A power system provided with transient stability models during for fault-on and post-fault post-fault configurations, following are the basic steps involved in stability assessment using direct methods are as follows:

**step 1** System dynamic equations are formulated.

**step 2** Stable and unstable equilibrium points of system are computed.

**step 3** Energy function pertaining to post-fault system is constructed.

**step 4** Critical energy $V_{cr}$ of the system is calculated, this is the energy at UEP $V(\delta_u, 0)$.

**step 5** Now the energy $V(\delta, \omega)$ at the instant of fault clearing time is computed, if this energy is less than $V_{cr}$, then the post-fault system trajectory is stable.

**step 6** Else repeat repeat above step by incrementing clearing time until critical clearing time that satisfies above step.

For the above the knowledge of stability region of post-fault system is essential. If initial state of post-fault system lies inside the stability region of a desired post-fault SEP, then without conducting further numerical integration one can ensure that post-fault system trajectory will reach to SEP.

### 2.3.1 Advantages and challenges in using direct methods

Direct methods have made a significant progress since its first appearance in 1940s, it is only in recent years its practical appearance for transient stability analysis is emerging. Transient stability can be determined using direct methods with out performing time consuming solution for post fault system, direct methods are appreciated not only for speed of solution and also for providing quantitative measure for degree of stability[27]. Direct methods are attractive when stability of certain network configurations are to be compared. For example when there is need for quick determination of stability for operation limits while it is constrained by transient stability limit[28]. They also provide information that help to decide on preventive and emergency control actions.
From an analytical point of view, direct methods were originally developed for power systems with autonomous post-fault systems. There are several challenges and limitations involved in practical applications of direct methods for power system transient stability analysis, some of which are inherent with methods while others are related to their applicability to power system models. These challenges come from modelling limitation, function determination, reliability, limitations in scenario and accuracy[26].

2.4 Energy function of single machine infinite bus system

Synchronous machine is major source of power generation, which is driven by a turbine to convert mechanical energy into electrical energy. Interconnection and synchronous operation of large number of machines form the generation of power System. More details of operation and construction can be obtained from[29–31].

2.4.1 Synchronous machine electrical output

A three phase generation circuit in per-phase equivalent is represented in Fig. 2.1. With armature current \( I_a \), generator internal voltage \( E_a \), with \( E_a = |E_a| \angle \delta \), and \( Z_d \) as synchronous impedance can be presented by equations below as

\[
Z_d = R + jX_d \hspace{2cm} (2.1)
\]

\[
V_t = E_a - I_a Z_d \hspace{2cm} (2.2)
\]

The phaser diagram for Eqs. (2.1) and (2.2) are shown in Fig. 2.2 with R neglected.

![Figure 2.1: Per phase equivalent of synchronous machine](image)

Corresponding to Fig. 2.1, a generator is delivering power at an angle \( \delta \) between terminal voltage \( V_t \) and machine generated voltage \( E_a \). Complex power(p.u) delivered by the generator to the system in given by

\[
S = P + jQ = V_t I_a^* = |V_t||I_a| \left( \cos \theta + j \sin \theta \right) \hspace{2cm} (2.3)
\]
equating real and imaginary quantities of Eq. (2.3) to obtain active and reactive power as

\[ P = |V_t||I_a| \cos \theta \]  
\[ Q = |V_t||I_a| \sin \theta \]  

Field voltage \( E_a \) is kept constant by maintaining field current \( I_f \) constant. A generator with larger \( \delta \), delivers more power to the network exerting higher counter torque on prime mover. The input from the prime mover is re-established so the speed is in correspondence to frequency of infinite bus. Real power \( P \) derived as function of power

\[ S = P + jQ = V_t I_a^* = \frac{|V_t||E_a| \angle - \delta - |V_t|^2}{-jX_d} = \frac{|V_t||E_a|(\cos \delta - j \sin \delta) - |V_t|^2}{-jX_d} \]  

Splitting real and imaginary parts of Eq. (2.7) for active and reactive power and as function of rotor angle \( \delta \) gives rise to below equations

\[ P = \frac{|V_t||E_a|}{X_d} \sin \delta \]  
\[ Q = \frac{|V_t|}{X_d} (|E_a| \cos \delta - |V_t|) \]
2.4.2 Swing equation

Classical power system model is used for stability studies to analyse first swing transients. \( T_m \) is the mechanical torque, \( T_e \) is the electrical torque to the shaft. Resultant torque will accelerate the shaft in the direction of rotation \( \theta_m \), as shown in Fig. 2.3 synchronous machine rotor equation is derived to produce Eq. (2.10) with few assumptions, this model is valid for multi-machine system. Mechanical power input is assumed to be constant. The generator is represented by a constant electromagnetic field behind a transient reactance and loads are represented as passive impedance. \( T_a \) is acceleration torque in event of disturbance, Equation (2.10) is the governing equation for obtaining rotor angle responses of the system. These equations can be found in [29–31].

\[
T_a = T_m - T_e \text{ N-m}
\]

\[
J \frac{d\omega_m}{dt} = T_a = T_m - T_e \text{ N-m}
\]

\[
J \frac{d^2\theta_m}{dt^2} = T_a = T_m - T_e \text{ N-m}
\]

\[
\theta_m = \omega_{sm} t + \delta_m \text{ rad}
\]

\[
J \frac{d^2\delta_m}{dt^2} = T_a = T_m - T_e \text{ N-m}
\]

\[
\theta_m T_a = P_a \text{ W}
\]

\[
J \omega_m \frac{d^2\delta_m}{dt^2} = P_a = P_m - P_e \text{ W}
\]

\[
J = \frac{2H}{\omega_{sm}^2} \text{ Kg - m}^2
\]

\[
\frac{2H}{\omega_{sm}^2} \frac{d^2\delta}{dt^2} = P_a = P_m - P_e \text{ per-unit}
\]

\[
M \frac{d^2\delta}{dt^2} = P_m - P_e
\]  

(2.10)
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2.4.3 Power-angle curve

For stability studies a synchronous machine is assumed to be connected to an infinite bus through a loss less transformer and transmission line, as shown in Fig. 2.4. The power transfer from synchronous machine to infinite bus is expressed as

\[ P_e = P_{e}^{\text{max}} \sin \delta \quad (2.11) \]

\[ P_{e}^{\text{max}} = \frac{|E_a||V_\infty|}{X} \]

with \( X = X'_d + X_T \), \( X'_d \) is machine transient reactance and \( X_T \) is reactance of transmission system. The relation between electrical output \( P_e \) and angle \( \delta \) is the power-angle curve shown in Fig. 2.5. \( P_m \) is the mechanical power input, \( \delta_s \) and \( \delta_u \) are equilibrium points.

\( T_e \) Electromagnetic torque, in N-m

\( T_m \) Mechanical torque to the prime mover, in N-m

\( \theta_m \) Angular displacement of rotor with respect to a stationary axis, in radians

\( \omega_m, \omega_s \) Synchronous speed of machine in radians per second

\( \delta_m, \delta \) Angular displacement of the rotor from the synchronous rotating reference axis, in radians

\( J \) Moment of inertia of the rotor mass, in Kg-m^2

\( P_e \) Electrical power across air gap

\( P_a \) Accelerating power

\( H \) Inertia constant
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2.4.4 Determination of stable and unstable equilibrium points

Equilibrium points are obtained at steady state condition on equating the acceleration Eq. (2.10) to zero

\[ 0 = P_m - P_{e_{max}} \sin \delta_s \]
\[ \delta_s = \sin^{-1} \left( \frac{P_m}{P_{e_{max}}} \right) \]  \hspace{1cm} (2.12)

From Fig. 2.5 it can be seen where the equilibrium point \( \delta_s \), is a \textbf{Stable} \textbf{Equilibrium Point} (SEP) and \( \delta_u = \pi - \delta_s \) an \textbf{Unstable} \textbf{Equilibrium Point} (UEP) are placed. To determine if a point is stable or not one method is to linearise the system equation around the EP and find the roots of the linearised characteristic equation at EP. If the roots lie on the left half of the complex plane (LHP) then the equilibrium point is stable else unstable.

Another method is to assume an infinitesimal change in angle \( \delta = \delta_s + \Delta \delta \) as the speed is zero at equilibrium point \( \omega = 0 \), system state is \( (\delta_s + \Delta \delta, 0) \). Here \( \omega \) and acceleration \( \alpha = \frac{[P_m - P_e(\delta)]}{M} \) are both negative which causes \( \delta \) to decrease with time, resultant torque pull the system towards \( \delta_s \). Similarly at point \( \delta_u \) system state is same but the acceleration \( \alpha = \frac{[P_m - P_e(\delta)]}{M} \) and \( \omega \) are both positive, forcing the system angle to move away from \( \delta_u \), making it an unstable point.

2.4.5 Equal-area stability criterion

The stability condition explained before can also be proved using equal-area criteria under the power-angle curve. Figure 2.6 is a pre-fault configuration of a machine connected to an infinite bus through two parallel loss-less lines, \( P_{e_{max}}^{\text{pre-fault}} \) is pre-fault maximum.
electrical output given by

\[ P_{e1}^{\text{max}} = \frac{|E||V_\infty|}{X_g + X_l} \]

\( X_g = X_d' \), \( X_g + X_l \) is the net reactance between machine and infinite bus.

**Figure 2.6:** Per-fault configuration of SMIB

**Figure 2.7:** On-fault configuration of SMIB

**Figure 2.8:** Post-fault configuration of SMIB

Fig. 2.7 is the configuration upon severe fault on transmission line. Maximum electrical output during fault \( P_{e2}^{\text{max}} \) can be obtained using delta-star conversion of admittance

\[ P_{e2}^{\text{max}} = \frac{X_{fa}|E||V_\infty|}{X_lX_{fa} + X_lX_g + X_gX_{fa}} \]

\( X_{fa} \) is fault impedance, let a transmission line be removed in clearing a fault, post-fault configuration is shown in Fig. 2.8 and post-fault maximum electrical output \( P_{e3}^{\text{max}} \) is given by equation

\[ P_{e3}^{\text{max}} = \frac{|E||V_\infty|}{X_g + 2X_l} \]

In Fig. 2.9 shown are power-angle curves of pre, on and post-fault configurations and even the direction in which system is moving. Angle, speed and acceleration at several points on power-angle curves are summarised in the table below.
Note whenever speed is 0 it is in reference to synchronous speed. Here $\delta_{\text{max}}$ is such that the decelerating area $D$ is equal to accelerating area $A$. This can be proven with swing equation Eq. (2.10) multiplied by $\omega$ on both sides to give

$$M\omega \frac{d\omega}{dt} = [P_m - P_e(\delta)] \frac{d\delta}{dt}$$

and integrating within limits $\delta$ and $\delta_{\text{max}}$

$$\int_{\omega(\delta_o)}^{\omega(\delta_{\text{max}})} M\omega \, d\omega = \int_{\delta_o}^{\delta_{\text{max}}} [P_m - P_e(\delta)] \, d\delta$$

we know that speed is 0 at $\delta_o$ and $\delta_{\text{max}}$, so

$$0 = \int_{\delta_o}^{\delta_{\text{max}}} [P_m - P_e(\delta)] \, d\delta$$

This integral can be spilt at $\delta_d$ fault clearing angle into two area, also electrical output equation changes at $\delta_d$, thus

$$\int_{\delta_o}^{\delta_d} [P_m - P_{e2}^{\text{max}} \sin \delta] \, d\delta = \int_{\delta_d}^{\delta_{\text{max}}} [P_{e3}^{\text{max}} \sin \delta - P_m] \, d\delta$$

This relation is basically establishing equal area criterion ($A = D$). After the fault is removed, as its a loss-less system, post-fault configuration still satisfies the equal area criteria.
Although $\omega$ is zero at point $e$, system will keep moving due to inertia until it reaches point $g$, that is where the kinetic energy (KE) of the system becomes zero and at the same it gains PE. This can be explained using figure Fig. 2.10 also called extended equal area criterion. When the system reaches point $e$ speed is 0 so is KE and also point $e$ is an angle away from equilibrium attaining maximum PE, at this point $e$ $P_m \neq P_e$, thus $\alpha < 0$, pulling system towards post fault SEP ($\delta_s$).

At $\delta_s$ point $f$, although $\alpha = 0$ rotor is still spinning and has attained maximum speed $-\omega_{max}$ hence with maximum KE, which is also transient PE ($\delta = \delta_s$) at this point has completely converted to KE. Machine will now tend to move beyond point $f$ losing KE and simultaneously gaining PE ($\delta \neq \delta_s$) until reaches point $g$ ($\delta_{min}$) system KE is completely converted to maximum PE, at point $g$ $D_{pf} = A_{pf}$ satisfying equal-area criterion. As per present loss-less undamped model, the system will oscillate forever between points $e$ and $g$.

### 2.4.6 Transient energy function from equal-area criterion

The equal-area criterion is established in previous section, now this criterion can be used to show that total energy as sum of kinetic and potential energy terms

$$V(\delta, \omega) = V_{pe}(\delta) + V_{ke}(\omega),$$

(2.13)

Potential energy $V_{pe}(\delta)$ is function of displacement and KE of speed, $V_{ke} = \frac{1}{2} M \omega^2$ and for a loss-less system rate of change of total energy ($dV/dt$) is zero.

$$0 = \dot{V}_{pe} + \dot{V}_{ke}$$
well know that $\dot{V}_{ke} = M\omega \dot{\omega}$, so it makes $\dot{V}_{pe} = -M\omega \dot{\omega}$ on simplification it yields to

$$dV_{pe}(\delta) = -M\dot{\omega}d\delta$$

and on substituting $M\dot{\omega}$ in acceleration Eq. (2.10) we obtain

$$dV_{pe}(\delta) = -[P_m - P_e(\delta)]d\delta$$

from power angle curve we learned that transient PE is gained by system on moving from point $\delta_s$ to $\delta$ and it is equal to area between $P_m$ and $P_e$, and integrate PE differential equation from limits $\delta_s$ to $\delta$.

$$\int_{V_{pe}(\delta_s)}^{V_{pe}(\delta)} dV_{pe}(\delta) = -\int_{\delta_s}^{\delta} [P_m - P_e(\delta)]d\delta$$

$V_{pe} = 0$ at $\delta_s$

$$V_{pe}(\delta) = -\int_{\delta_s}^{\delta} [P_m - P_e(\delta)]d\delta$$

(2.14)

$P_e$ here is $P_{e3}^{\text{max}} \sin \delta$ upon integration and applying limits, we get

$$V_{pe}(\delta) = -[P_m(\delta - \delta_s) - P_{e3}^{\text{max}}(-\cos \delta + \cos \delta_s)]$$

We need to obtain maximum value of this PE for post-fault configuration beyond which the system is unstable, it is obvious from what we derived before that if $\delta$ goes beyond $\delta_u$ the system is unstable thus providing a limiting condition on $\delta$ and energy $V_{pe}(\delta_u)$. The injected transient energy (KE+PE) due to fault or in other terms the transient energy gained by the post-fault system should be less than the maximum PE to remain stable. The equal-area criterion establishes that area $A = D$ when the system is stable. $\delta_{cl}$ is angle when fault is cleared, referring to Fig. 2.9 the accelerating area is given by Eq. (2.15)

$$A = \int_{\delta_u}^{\delta_{cl}} [P_m - P_{e3}^{\text{max}} \sin \delta] d\delta$$

(2.15)

and decelerating area by Eq. (2.16)

$$D = \int_{\delta_{cl}}^{\delta_{\text{max}}} [P_{e3}^{\text{max}} \sin \delta - P_m] d\delta$$

(2.16)

as mentioned earlier as per equal-area stability criterion necessary inequality for system to be transient stable is area $A <$ area $D_{\text{max}}$ shown the same in Fig. 2.11. $D_{\text{max}}$ is the area when upper limit for $\delta$ is $\delta_{\text{max}}$, substituting this in Eq. (2.16) to yield

$$D_{\text{max}} = \int_{\delta_{cl}}^{\delta_u} [P_{e3}^{\text{max}} \sin \delta - P_m] d\delta$$
When $\delta_{\text{max}} = \delta_u$, area $D$ is maximum such that system is critically stable, it can be seen from Fig. 2.11, we know that beyond point $\delta_u$ the system is unstable.

With the help of Fig. 2.12 the critical condition can be proved using areas under curve, that upon clearing of fault the net injected KE is area $A + C$ and PE is area post-fault area $(C + D_{\text{max}})$ which has got an upper limit for transient PE. From equal-area critical stability criterion we have $A < D_{\text{max}}$, adding area $C$ on both sides will retain the same inequality condition

$$A + C < C + D_{\text{max}} \quad (2.17)$$

The accelerating area $A$ is transient kinetic energy given by

$$A = \frac{1}{2} M \omega_{cl}^2 = V_{ke}(\omega_{cl})$$

$\omega_{cl}$ is the speed gained upon clearing fault. The transient PE at clearing time can be written from Eq. (2.14)

$$C = \int_{\delta_s}^{\delta_{cl}} [P_m - P_{e3}^{\text{max}} \sin \delta] \, d\delta$$

$C = V_{pe}(\delta_{cl})$ and sum of areas $C + D_{\text{max}}$ is the transient PE at $\delta_u$, $V_{pe}(\delta_u)$ for the post-fault configuration, giving rise to

$$C + D_{\text{max}} = \int_{\delta_s}^{\delta_u} [P_m - P_{e3}^{\text{max}} \sin \delta] \, d\delta$$

from the inequality Eq. (2.17) we obtain the necessary condition for transient stability using energy function method

$$V_{ke}(\omega_{cl}) + V_{pe}(\delta_{cl}) < V_{pe}(\delta_u)$$
and this condition is satisfied during all period of post-fault duration.

2.4.7 Plotting phase plane trajectories

Figure 2.12 shows potential energy $V_{pe}$ vs $\delta$ pertaining to Eq. (2.14) and superimposed on power angle-curves. The parameters (pu) of the system used to obtain this are the following: $P_{e1}^{\max} = 3$ pre-fault, $P_{e2}^{\max} = 1$ on-fault and $P_{e3}^{\max} = 2.5$ post-fault

$P_m = 1.8$ p.u, $M = 0.2$MW s$^2$/MVA rad

using these parameters and $P_e(\delta) = P_{e3}^{\max} \sin \delta$ from Eq. (2.12), we get $\delta_s = \sin^{-1}(1.8/2.5)$ and $\delta_u = \pi - \delta_s$

$$V_{pe}(\delta) = -\int_{\delta_s}^{\delta} [P_m - 2.5 \sin \delta] d\delta, \text{ MW rad/MVA}$$

$$V_{pe}(\delta)^{\delta}_{\delta_s} = -P_m(\delta - \delta_s) - P_{e3}^{\max} (\cos \delta - \cos \delta_s)$$

Figure 2.12 shows $V_{pe}$ projected over power angle curve, further computing for $\delta_s = 0.8038$ rad, $\delta_u = 2.3378$ rad and $V_{pe}(\delta_u)$ is $V_{pe}^{\max} = 0.7087$ (MW rad/MVA) being the local energy maxima, the second neighbouring energy maxima is found at angle $\delta_u - 2\pi = \delta_U$ (not shown in figure) with $V_{pe}(\delta_u - 2\pi) = 11.3097$ (MW rad/MVA). Figure 2.13 shows family of trajectories of system with increment of fault duration by 0.4s, the corresponding $(\delta, \omega)$ for each fault duration is projected on equi-potential energy contour space provided by Eq. (2.14). Figure also shows the pre-fault SEP, fault and post-fault trajectories projected on transient energy contour map, it has increments of $V_{pe}$, the inner-most contour represents a level of 0.01, the second contour represents 0.2. the contour close to 0.7 energy level is the post-fault trajectory corresponding to critically
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stable case, hypothetically this state moves towards \((\delta_u, 0)\) as \(t^+ \to \infty\). An energy little less than this critical energy the system remains to be stable, little more will let the system go unstable. So a fault has to be cleared while total energy is less than \(V_{pe}(\delta_u)\). Figure 2.14 is 3-D plot of the same Eq. (2.13) on \(\delta\) and \(\omega\) (phase plane). This equi-energy contour level plot is visualised as a energy well. It can be observed that the system has a local minima and when the system trajectory crosses the rim of the potential well the system will not return to SEP.

2.5 Energy function of multi-machine System

2.5.1 Power system representation

- The input power, \(P_m\) to all the machines in the system remains constant during the entire transient period. Time constants of the governors are considered large with respect to the period under study, damping power is neglected.
- Each machine is represented by direct axis transient reactance \(X'_d\) in series with a constant EMF, \(E_a\).
- The rotor angles are measured with respect to axis rotating at synchronous speed \(\omega_s\) or in COA formulation.
- Loads are represented as constant impedance, \(X_L\).
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2.5.2 Network reduction to internal nodes

To obtain expression for electrical output at the machines internal nodes, the network has to be reduced to internal nodes\cite{9, 29}. Following are few steps to reach an internal matrix $Y_{int}$.

1. Consider a network with $m$ machines, $n$ buses and $Y_{bus}$ is admittance matrix between buses. Initially a load flow solution is performed to obtain voltage information, this voltage information is required to create load admittance matrix $Y_L$.

$$Y_L(i) = -\frac{P_{load}(i) - jQ_{load}(i)}{V(i)^2}$$

2. Load $Y_L$ is a diagonal matrix added to corresponding load bus locations and transient admittance at corresponding generator location of network bus matrix, giving rise to new bus matrix.

$$Y_{bus}^{new} = Y_{bus}(i, i) + Y_L(i) + y(i)$$

3. $Y_{bus}^{new}$ is appended with machine transient admittance matrix $y$ along with matrices $Y_b, Y_c$ and $Y_d$ to give rise to an augmented matrix $Y_{aug}$ of order $(n+m) \times (n+m)$. 

Figure 2.14: Energy well of SMIB
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\( Y_{aug} \) includes all the original buses and the internal nodes. \( Y_{aug} \) is partitioned as following matrix:

\[
Y_{aug} = \begin{bmatrix}
Y_a & Y_b \\
Y_c & Y_{bus}^{new}
\end{bmatrix}
\]

\( Y_a \) is of order \((m \times m)\), \( Y_b \) is of order \((n \times m)\) and \( Y_c \) is of order \((m \times n)\).

4. For a system reduced to generator nodes as shown in Fig. 2.15 with \( E \) as machine voltage, \( V \) internal bus voltages, following system of equations are formulated to obtain current from machines (\( I_{int} \))

\[
\begin{bmatrix}
I_{int} \\
0
\end{bmatrix} = \begin{bmatrix}
Y_a & Y_b \\
Y_c & Y_{bus}^{new}
\end{bmatrix} \begin{bmatrix}
E \\
V
\end{bmatrix}
\]

The augment matrix from above can be reduced further to internal nodes with “Kron reduction”.

\[
Y_{new}^{ij} = Y_{old}^{ij} - \frac{Y_{ik}Y_{kj}}{Y_{kk}}
\]

This reduction technique eliminates all external nodes and network matrix is now reduced to internal nodes, the reduced matrix \( Y_{int} \) is of order \((n \times n)\). The new system equation is \( I_{int} = Y_{int}E \), an example in section 2.6 will help in understanding these steps.

Figure 2.15: n-machine power system reduced to generator nodes
2.5.3 Electrical power of a machine in multi-machine system

An expression for electrical power at internal node \(i\) of a machine is obtained from the equation of complex power at node \(i\), and is given by

\[
P_{gi} + jQ_{gi} = E_i I_i^* \text{pu} \tag{2.19}
\]

\(I_i\) is current from machine \(i\), is given by

\[
I_i = \sum_{k=1}^{n} [G_{ik} + jB_{ik} E_k] \tag{2.20}
\]

\(G_{ik} + jB_{ik}\) is admittance between node \(i\) and \(k\) in reduced admittance matrix. Upon submitting Eq. (2.19) into Eq. (2.20) we obtain the apparent power from generator \(i\) as below

\[
P_{gi} + jQ_{gi} = \sum_{k=1}^{n} (G_{ik} - jB_{ik}) E_i E_k e^{j(\delta_i - \delta_k)} \tag{2.21}
\]

separating above equation for real power from generator \(i\) gives rise to

\[
P_{gi} = \sum_{k=1}^{n} \left[ B_{ik} E_i E_k \sin(\delta_i - \delta_k) + G_{ik} E_i E_k \cos(\delta_i - \delta_k) \right] \tag{2.22}
\]

or

\[
P_{gi} = G_{ii} E_i^2 + \sum_{k=1, \neq i}^{n} \left[ B_{ik} E_i E_k \sin(\delta_i - \delta_k) + G_{ik} E_i E_k \cos(\delta_i - \delta_k) \right] \tag{2.23}
\]

\[
C_{ik} = B_{ik} E_i E_k, \quad D_{ik} = G_{ik} E_i E_k
\]

\[
P_{ei} = \sum_{k=1, \neq i}^{n} \left[ C_{ik} \sin(\delta_i - \delta_k) + D_{ik} \cos(\delta_i - \delta_k) \right] \tag{2.24}
\]

real power from generator \(i\) can also be written as

\[
P_{gi} = G_{ii} E_i^2 + P_{ei} \tag{2.25}
\]

2.5.4 Differential equations

The acceleration equation of machine \(i\) (2.10) written here for convenience

\[
M_i \frac{d^2 \delta_i}{dt^2} = P_{mi} - P_{gi},
\]
replacing the sum of constant parameter $P_{mi}$ and $G_{ii}E_i^2$ with $P_i = P_{mi} - G_{ii}E_i^2$ in above equation yields to

$$M_i \frac{d^2 \delta_i}{dt^2} = P_{mi} - G_{ii}E_i^2 - P_{ei},$$

so the new swing equations for the system is

$$M_i \frac{d^2 \delta_i}{dt^2} = P_i - P_{ei}, \quad i = 1, \ldots, n \quad (2.26)$$

Eq. (2.26) has $n$ second-order differential equations, that can be split into a system with $2n$ first-order differential equations:

$$\frac{d\delta_i}{dt} = \omega_i, \text{ rad/s}$$
$$\frac{d\omega_i}{dt} = \frac{P_i - P_{ei}}{M_i}, \text{ rad/s}^2, \text{ for } i = 1, \ldots, n \quad (2.27)$$

In the swing equations, angle differences are used instead of angles in respect to synchronous rotating frame, so $\delta_i - \delta_k$ is preferred, instead of using only $\delta_i$. The number of state variables are now $2(n-1)$ instead of $2n$. In general there two formulations, in one formulation angles are in respect to a large machine as reference, and the other is centre of angle formulation [32]. COA is used from here on as it is convenient to perform transient stability assessment in relative to movement of group of generators, by subtracting the acceleration gained by weighted average of all machine from each machine.

### 2.5.5 Centre of angle formulation

Centre of angle ($\delta_o$) of the system is the weighted average of the $n$ machine angles corresponding to total inertia of the system [33].

$$M_T \delta_o = \sum_{i=1}^{n} M_i \delta_i \quad (2.28)$$

total inertia ($M_T$) is given my

$$M_T = \sum_{i=1}^{n} M_i$$

also centre of angle velocity as sum of weighted average

$$\dot{\delta}_o = \omega_o = \frac{1}{M_T} \sum_{i=1}^{n} M_i \omega_i$$
Thus the new angles with respect to centre of angle are

\[ \tilde{\delta}_i = \delta_i - \delta_o = \theta_i \]

similarly angular velocity in COA frame is \( \tilde{\omega}_i = \omega_i - \omega_o \). Dynamics of COA is obtained from Eq. (2.28) and so the power of COA is given as

\[ M_T.\ddot{\delta}_o = \sum_{i=1}^{n} M_i \ddot{\delta}_i \]

RHS of above is the sum of all \( n \) swing equations, which gives rise to

\[ M_T.\ddot{\delta}_o = \sum_{i=1}^{n} P_i - \sum_{i=1}^{n} P_{ei} \]  \hspace{1cm} (2.29)

or simply as

\[ M_T.\ddot{\delta}_o = \sum_{i=1}^{n} P_{mi} - \sum_{i=1}^{n} P_{gi} \]

which is equal to sum of mechanical input power minus sum of electrical power output of each generator. Simplification of Eq. 2.29 gives rise to power of COA as shown below

\[ P_{COA} = \sum_{i=1}^{n} P_i - 2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} D_{ij} \cos \tilde{\delta}_{ij} \]  \hspace{1cm} (2.30)

using above condition, state equations written in COA as below

\[ \frac{d\theta_i}{dt} = \frac{d\delta_i}{dt} = \tilde{\omega}_i, \text{ rad/s} \]

\[ \frac{d\tilde{\omega}_i}{dt} = \frac{P_i - P_{ei}}{M_i} - \frac{P_{COA}}{M_T}, \text{ rad/s}^2, \text{ for } i = 1, \ldots n - 1 \]  \hspace{1cm} (2.31)

from COA relation of Eq. (2.28) and angles with respect to COA we obtain the following identity

\[ M_i \theta_i = M_i \tilde{\delta}_i - M_i \delta_o \]

\[ \sum_{i=1}^{n} M_i \theta_i = \sum_{i=1}^{n} M_i \tilde{\delta}_i - \sum_{i=1}^{n} M_i \delta_o = 0 \]  \hspace{1cm} (2.32)

from identity Eq. (2.32) we can get \( n^{th} \) machine \( \theta_n \) and \( \omega_n \) from following equations

\[ \theta_n = -\frac{1}{M_n} \sum_{i=1}^{n-1} M_i \theta_i, \quad \omega_n = -\frac{1}{M_n} \sum_{i=1}^{n-1} M_i \omega_i \]
redefining the angle subspace as
\[ \hat{\theta} = [\theta_1 \ \theta_2 \ \ldots \ \theta_{n-1}]^T \]
and the angular velocity subspace as
\[ \hat{\omega} = [\omega_1 \ \omega_2 \ \ldots \ \omega_{n-1}]^T \]
the new state vector in COA is the following vector:
\[ \hat{x} = \begin{bmatrix} \hat{\theta} \\ \hat{\omega} \end{bmatrix} \]

### 2.5.6 Transient energy in centre of angle formulation

Acceleration equation in COA, given by Eq. 2.31 can be rewritten for acceleration power as
\[ M_i \ddot{\omega}_i = P_i - P_{ei} - \frac{M_i}{M_T} P_{COA} = f_i(\theta) \]  
(2.33)

Similar to derivation of energy of a machine in Eq. 2.14, The transient energy \( V_i \) for a machine defined for post-fault system can be obtained by multiplying relative acceleration \( M_i \ddot{\omega}_i \) or \( f_i \) to its corresponding velocity \( \dot{\omega}_i \) and integrating with respect to time from a lower limit SEP \( \theta_i^* \) to a variable upper limit as follows
\[
\dot{V}_i = [M_i \ddot{\omega}_i - f_i(\theta)] \dot{\omega}_i \\
\int \frac{dV_i}{dt} dt = \int_0^{\theta_i^*} M_i \frac{d\dot{\omega}_i}{dt} \dot{\omega}_i dt - \int_{\theta_i^*}^{\theta_i} f_i(\theta) \frac{d\theta_i}{dt} dt \\
V_i(\theta, \dot{\omega}) = \frac{1}{2} M_i \dot{\omega}_i^2 - \int_{\theta_i^*}^{\theta_i} f_i(\theta) d\theta_i , i = 1, \ldots, n 
\]  
(2.34)

Summing up of these individual machine energy function, will provide the total system energy function \[34\].

\[
V(\theta, \dot{\omega}) = \frac{1}{2} \sum_{i=1}^{n} M_i \dot{\omega}_i^2 - \sum_{i=1}^{n} \int_{\theta_i^*}^{\theta_i} f_i(\theta) d\theta_i \\
= \frac{1}{2} \sum_{i=1}^{n} M_i \dot{\omega}_i^2 - \sum_{i=1}^{n} P_i (\theta_i - \theta_i^*) \\
- \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left[ C_{ij} (\cos \theta_{ij} - \cos \theta_{ij}^*) - \int_{\theta_i^*+\theta_j^*}^{\theta_i+\theta_j} D_{ij} \cos \theta_{ij} d(\theta_i + \theta_j) \right] \\
V(\theta, \dot{\omega}) = V_{ke}(\dot{\omega}) + V_{pe}(\theta) 
\]  
(2.35)


\[ V_d(\theta) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \int_{\theta_i^{*} + \theta_j^{*}}^{\theta_i + \theta_j} D_{ij} \cos \theta_{ij} d(\theta_i + \theta_j) \]

The last term of (2.35) denoted by \( V_d(\theta) \) is a path dependent term. Which can be evaluated using trapezoidal integration as

\[ V_d(\theta) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} I_{ij} \]

where at \( k^{th} \) step

\[
I_{ij}(k) = I_{ij}(k-1) + \frac{1}{2} D_{ij} \left[ \cos \left( \theta_i(k) - \theta_j(k) \right) + \cos \left( \theta_i(k-1) - \theta_j(k-1) \right) \right] \\
\times [\theta_i(k) + \theta_j(k) - \theta_i(k-1) - \theta_j(k-1)]
\]

If the post-fault network is the same as the pre-fault network then \( V_{pe}(\theta^o) = 0 \), else this value has to be subtracted from the energy function,

\[
V(\theta, \tilde{\omega}) = V_{ke}(\tilde{\omega}) + V_{pe}(\theta) - V_{pe}(\theta^o)
\]

### 2.5.7 Network decomposition and aggregation

The concept of decomposition-aggregation method for stability analysis can be carried out when the system separates into more than two parts, based on the accelerations of the machines at \( t = 0^{+} \) relative to the inertial accelerations, the machines are grouped in three categories: Machines with large relative acceleration, machines with little acceleration or deceleration and machines with large relative deceleration. Thus, we get three groups of machines. Each group can be combined into an equivalent machine resulting in a 3-machine 9-bus system. Sometimes, depending on the nature of the fault, one may not have either the accelerating or the decelerating machines so that we have just a 2-machine equivalent, reference [35] illustrates the method on a 7-machine system. A 2-machine equivalent with time varying parameters study is provided in reference [36]. The system reduction is explored in this chapter by identifying coherent generator groups on 39-bus 10-machine system. Literature on coherent generator groups and dynamic aggregation can be found in [37–40]. In the following section TSA on 3-machine 9-bus system, a fundamental network for multi-machine system is performed.
2.6 Analysis of three machine system

Figure 2.16 is the single line diagram of system on 100MVA base. It is a WSCC 3-machine, 9-bus system, following parameters of the system are used in time domain simulation performed by a program developed in MATLAB environment. Inertia H (in sec) of the three generators 1, 2 and 3 are 23.64, 6.4 and 3.01 respectively. Direct axis transient reactance $X_d'$ of the generators are 0.0608, 0.1198 and 0.1813 respectively. Following are steps for TSA:

1. Load flow solution for the pre-fault system.
2. For a specific contingency. Determination of transfer admittance matrix ($Y_{int}$), between internal buses of machines both for faulted and post-fault systems.
3. Determination of stable equilibrium state of post-fault system.
5. Construct an Lyapunov function ‘$V$’, Eq. (2.35) for the post-fault system and derive its kinetic, potential and total energy components.
6. Repeat from step 4 while incrementing the fault duration.

An example from [41] is re-investigated with MATLAB programs, this is based on the steps for obtaining critical switching time and $V_{pe}^{max} (\theta)$. 

![Three machine nine bus system diagram](image-url)
Table 2.1: Load-Flow results for the WSCC 3-machine, 9-bus system

<table>
<thead>
<tr>
<th>bus</th>
<th>Voltage (pu)</th>
<th>$P_g$ (pu)</th>
<th>$Q_g$ (pu)</th>
<th>$-P_l$ (pu)</th>
<th>$-Q_l$ (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Slack</td>
<td>1.04 $\angle 0^\circ$</td>
<td>0.716</td>
<td>0.27</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>P-V</td>
<td>1.025 $\angle 9.3^\circ$</td>
<td>1.63</td>
<td>0.067</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>P-Q</td>
<td>1.025 $\angle 4.7^\circ$</td>
<td>0.85</td>
<td>-0.109</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>P-Q</td>
<td>1.026 $\angle -2.2^\circ$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>P-Q</td>
<td>0.996 $\angle -4.0^\circ$</td>
<td>-</td>
<td>1.25</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>P-Q</td>
<td>1.013 $\angle -3.7^\circ$</td>
<td>-</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>P-Q</td>
<td>1.026 $\angle 3.7^\circ$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>P-Q</td>
<td>1.016 $\angle 0.7^\circ$</td>
<td>-</td>
<td>1.00</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>P-Q</td>
<td>1.032 $\angle 2.0^\circ$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**step 1**: Obtain the load flow (Table 2.1)

**step 2**: Compute $\bar{I}_i = I_{di} + jI_{qi}$ as $\bar{I}_i = \frac{P_{gi} - jQ_{gi}}{V_{ie} e^{-j\theta_i}}$

**step 3**: Compute $E_i \angle \delta_i (i = 1, 2, 3)$ as $E_i \angle \delta_i = V_{ie} e^{j\theta_i} + jX_i' (I_{Di} + jI_{Qi})$

- $I_1 = \frac{0.716 - j0.27}{1.04 \angle 0^\circ}$, $E_1 \angle \delta_1 = 1.04 \angle 0^\circ + j0.068 \cdot I_1$
- $I_2 = \frac{1.63 - j0.067}{1.025 \angle -9.3^\circ}$, $E_2 \angle \delta_2 = 1.025 \angle 9.3^\circ + j0.1198 \cdot I_2$
- $I_3 = \frac{0.85 + j0.109}{1.025 \angle -4.7^\circ}$, $E_3 \angle \delta_3 = 1.025 \angle 4.7^\circ + j0.1813 \cdot I_3$

**step 4**: After computation of initial conditions to obtain $Y_{int}$, an admittance matrix reduced to internal nodes. We start with forming a machine transient reactance admittance matrix

$$y = diag\left[\frac{1}{jX_{di}'}\right] i = 1, 2, 3$$

$$y = \begin{bmatrix} -j16.45 & 0 & 0 \\ 0 & -j8.35 & 0 \\ 0 & 0 & -j5.52 \end{bmatrix}$$

above matrix is added to load admittance matrix and bus admittance matrix to give rise to a new matrix

$$Y_{newbus} = Y_{bus} + \begin{bmatrix} y & 0 & 0 \\ 0 & y_{L1} & 0 \\ 0 & 0 & y_{L2} \end{bmatrix} + \begin{bmatrix} y_{L3} & 0 & 0 \\ 0 & y_{L4} & 0 \\ 0 & 0 & y_{L5} \end{bmatrix}$$

$Y_{bus}$ is the system matrix ($9 \times 9$) with only line admittance between buses. The above matrix $Y_{newbus}$ is augmented with transient admittance to give rise to an augmented $Y$
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matrix of structure preserving classical model

\[
    \begin{bmatrix}
        10, 11, 12 & 1, 2, 3 & 4 \ldots 9 \\
        10 & | & | \\
        11 & y & -y & 0 \\
        12 & | & | \\
        1 & \vdots & \vdots & \vdots \\
        2 & -y & | & | \\
        3 & | & | & Y_{N2} \\
        4 & | & | \\
        5 & | & | \\
        9 & | & | \\
    \end{bmatrix}
\]

\(Y_{\text{int}}\) is obtained by eliminating nodes 1 \ldots 9

\[
    Y_{\text{int}} = \begin{bmatrix}
        0.8455 - j2.9883 & 0.2871 + j1.5129 & 0.2096 + j1.2256 \\
        0.2871 + j1.5129 & 0.4200 - j2.7239 & 0.2133 + j1.0879 \\
        0.2096 + j1.2256 & 0.2133 + j1.0879 & 0.2770 - j2.3681 \\
    \end{bmatrix}
\]

The initial rotor angles from step 3 are \(\delta_1(0) = 0.0442\) rad, \(\delta_2(0) = 0.3447\) rad and \(\delta_3(0) = 0.2304\) rad. The COA is calculated as \(\delta_o = \frac{1}{M_T} \sum_{i=1}^{3} M_i \delta_i(0) = 0.1194\) rad, where \(M_T = M_1 + M_2 + M_3\). Hence, we have \(\theta_1(0) = \delta_1(0) - \delta_o = -0.0761\) rad, \(\theta_2(0) = \delta_2(0) - \delta_o = 0.2278\) rad.

**step 5**: For a fault applied on bus 4, \(V_4 = 0\). In \(Y_{\text{new}}^{\text{aug}}\) corresponding row and column are deleted and matrix is reduced to nodes (10, 11, 12), this will obtain \(Y_{\text{int}}\) a matrix reduced to machine internal nodes for faulted system.

**step 6**: For a post-fault system \(Y_N\) is obtained by eliminating line 5-4, this \(Y_N\) is used to obtain \(Y_{\text{int}}\) as demonstrated in step 4.

**step 7**: As there is no loss of generation or power, Eq. (2.22) in COA is sufficient to arrive at post-fault \(\text{SEP}(\theta_i, i = 1, 2)\) as \(\theta_3 = -(1/M_3) \cdot (M_1 \cdot \theta_1 + M_2 \cdot \theta_2)\) and pre-fault rotor angles are used as initial guess.

**step 8**: Plot the rotor angle trajectory for this contingency of fault duration less than 0.31s

**step 9**: Above step is repeated with an increment in fault duration until the system goes unstable.
It can be seen that, rotor angles and speed at end of fault duration are the initial angles and speed for post-fault system equations.

Figure 2.17: Rotor angle deviation for a fault on bus 4 for 0.31s and line 5-4 removed to clear fault

Figure 2.18: Rotor angle deviation for a fault on bus 4 for 0.32s and line 5-4 removed to clear fault

Critical clearing time is 0.31s for this fault scenario. Fig. 2.18 is unstable case and Fig. 2.19 is transient energy gained for clearing time of 0.31s.

**Note:** Energy function is not utilised here in finding the critical clearing time and energy function is always a derived quantity obtained from solved values of $\theta$ and $\dot{\omega}$. 
Chapter 2. *Transient stability analysis using energy functions*

2.7 Coherent generator group identification

Extending the knowledge about “Network Decomposition and Aggregation” from section 2.5.7, in this section coherent generator groups are identified for certain contingencies. New England or 39-bus 10-machine system is the test system with 60 Hz synchronous frequency. The network consists of 10 synchronous generators, 46 transmission lines and is shown in Fig. 2.20. All the generators, lines and load parameters are provided in Appendix A[28]. This network has two bus voltage levels 345 kV and 13.8 kV. All generation (P-V) buses are at 13.8 kV except for bus 39 and bus 20 which are at 110 kV, bus 31 is considered ‘Slack bus’. This network is subjected to various fault scenarios and for each fault scenario coherent group of generators are identified.

2.7.1 Test scenarios and results

The network shown in Fig. 2.20 is developed in DIgSILENT- Powerfactory. Simulations were carried to capture dynamic fault studies. Table 2.2 provides five fault conditions. Coherent groups are identified through graphical approach by observing the trajectory of rotor angle response when the system is subjected to a fault. In each case, the system exhibits critical unstable condition. The faults are three-phase short circuit faults. The fault location and fault duration are standard parameters to identify coherent groups. The coherent groups obtained from this study are compared with an established study [42]. Rotor angles are plotted for pre and post-fault duration of few seconds. However, only first swing curves of the generators are considered in identifying coherent generator groups. The generator labels in rotor angle response plot shown in Figure 2.21 are
replaced with their bus numbers for convenience. For the first fault case, shown in Table 2.2 a three phase-short circuit fault is applied on bus 29 and fault is cleared after 0.08s along with removing line 29-26. Rotor angle responses obtained from simulations have different initial angular positions from reference in steady state, it is general practice to observe rotor angle deviations from large generator or slack bus, generator 2 at bus 31 here is considered as reference. Angle deviations are plotted in Fig. 2.21. It is observed that generator 33, 34, 35, 36 form a coherent group. Table 2.2 summarizes coherent groups for other five fault contingencies applied.
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2.8 Summary

In this chapter transient stability methods and analysis is comprehensively reviewed. General algorithm of obtaining CCT using energy function was provided. Disadvantages and challenges of direct methods were identified. Electrical output was derived for SMIB and its energy function was derived with the help of equal area criterion under power-angle curve which has also been demonstrated. Energy function for multi-machine system was derived in center of angle formulation. A brief introduction was provided for large network reduction and generation aggregation methods to support the scope of reducing large network into smaller set of machines and interconnecting buses. A 3-machine 9-bus system was analysed to obtain CCT using trial and error time-domain method and coherent generator groups were identified for a 39-bus 10-machine system.

The energy function derived in this chapter is extended in the sense of Lyapunov stability in the next chapter with the significance of equilibrium point and region of attraction being investigated.

Figure 2.21: Swing curves for fault on bus 29, line 29-26 removed
Chapter 3

Stability theory applied to transient energy function method

3.1 Stability in the sense of Lyapunov

Lyapunov stability theory was named after Lyapunov, who laid foundation to the most important theorem in stability theory. The theory asserts the properties of equilibrium point without explicitly solving the ordinary differential equations describing the system [43–45], and this is commonly referred as “Spirit of Lyapunov”. Lyapunov stability theorem provides sufficient conditions for Lyapunov stability and asymptotic stability. This theorem is been attractive for power system transient stability as it avoids time consuming complete time-domain simulation[46, 47]. Following sections provides an overview of fundamental Lyapunov function theorem.

Theorem 3.1: Lyapunov’s stability [48, 49]

Let \( \hat{x} \) be an equilibrium point of a non-linear dynamical system

\[
\dot{x} = f(x)
\]  

(3.1)

where \( f : \mathbb{R}^n \to \mathbb{R}^n \). Let \( V : U \to \mathbb{R} \) be a continuous function defined in the neighbourhood of \( \hat{x} \), differentiable on \( U \to \hat{x} \) such that

(a) \( V(\hat{x}) = 0 \) and \( V(x) > 0 \) if \( x \neq \hat{x} \), and \( x \in U \).
(b) \( \dot{V}(x) \leq 0 \) in \( U - \hat{x} \). then, \( \hat{x} \) is stable, and if
(c) \( \dot{V}(x) < 0 \) in \( U - \hat{x} \), then \( \hat{x} \) is asymptotically stable.

As stated before Lyapunov function theory not only asserts the stability property of local equilibrium point. It also asserts that trajectories does not have any oscillatory
behaviour, complicated or bounded chaotic motion in the subset of the state space where Lyapunov function is defined. Lyapunov function theory only furnishes sufficient conditions, if for a particular Lyapunov function candidate $V$, if the required conditions of its derivative $\dot{V}$ are not met, stability condition of the equilibrium point cannot be determined.

Lyapunov stability can be defined as follows: If for a real number $\epsilon$, there exists a positive real number $\delta(\epsilon)$ such that $|X_e - X_0| < \delta$, implying $|X(t) - X_e| < \epsilon$ for all $t \geq 0$ then point $X_e$ is stable in the sense of Lyapunov. From theorem 3.1 a function $V(\hat{x})$ is called Lyapunov function if it satisfies both conditions (a) and (b), if it also satisfies condition (c), then it is strictly Lyapunov [50].

The fundamental drawback of Lyapunov direct method is that no systematic procedures exist to construct Lyapunov functions for non-linear systems. Therefore given a non-linear dynamical system for example a electrical or mechanical system, one has to rely upon intuition, trial and error, physical insight and some experience to arrive at an appropriate Lyapunov function. A number of methods and techniques facilitating the search of Lyapunov functions have been proposed in the literature [51–55]. The primary advantage of Lyapunov’s method is, it avoids solving of post-fault differential equations in checking stability, in addition to determination of stability of equilibrium point, it is also possible to estimate the size of “basin of attraction” of an asymptotically stable equilibrium point.

A stable limit set $L$ is said to be Lyapunov stable if, for each open neighbourhood $A$ of $L$, there exists an open neighbourhood $B$ of $L$, such that for all $x \in B$ and for all $t > 0$, $\phi(x) \in A$, else $L$ is unstable. Similarly, a stable limit set $L$ is Asymptotically stable if there exists an open neighbourhood $B$ of $L$ such that limit set of every point in $B$ is $L$. Precisely, $\phi_t(x) \in B$ for $t > 0$ and $\phi_t(x) \to L$ as $t \to \infty$.

### 3.2 Region of stability

Considering a stable equilibrium point $x_s$, there exists a positive real number $\delta$ such that every point in the set is $|x_0 - x_s| < \delta$, i.e., trajectories starting from $x_0$ converge to SEP $x_s$. $\phi_t(x_0) \to \hat{x}$ as $(t \to \infty)$. If $\delta$ is large, then $\hat{x}$ is a global SEP. There could be more then one SEP for physical system that are not global SEPs, to understand more on these SEPs a more useful concept stability region also called as region of attraction is helpful[48, 49]. Therefore stability region of a SEP $x_s$ can be defined for all points $x$ such that $\lim_{t \to \infty} \phi_t(x) \to x_s$ denoting stability region of $x_s$ by $A(x_s)$

\[
A(x_s) := \{ x \in \mathbb{R}^n : \lim_{t \to \infty} \phi_t(x) = x_s \} \tag{3.2}
\]
Stability region $A(x_s)$ is an invariant, open and connected set. *Stability boundary* (also called as *separatrix*) of point $x_s$ denoted as $\partial A(x_s)$ is boundary of stability region $A(x_s)$. An equilibrium point is hyperbolic if corresponding Jacobian matrix has no eigenvalues with a zero real part. In the next section unstable and stable manifold theorem for a hyperbolic equilibrium point is presented.

![Figure 3.1: Stable and unstable manifolds of a local equilibrium point](image)

### 3.2.1 Characterization of stability boundary

Concept of stable and unstable manifolds of limit sets is reviewed here. We start from the simplest limit set — the equilibrium point as shown in Fig. 3.1. Let $\hat{x}$ be an equilibrium point and $U \subset \mathbb{R}^n$ be a neighbourhood of $\hat{x}$. We define the local stable manifold of $\hat{x}$ as follows:

$$W^s_l(\hat{x}) := \{ x \in U : \phi_t(x) \to \hat{x} \text{ as } t \to \infty \}$$

The local unstable manifold of $\hat{x}$ is defined as

$$W^u_l(\hat{x}) := \{ x \in U : \phi_t(x) \to \hat{x} \text{ as } t \to -\infty \}$$

Note that $W^s_l(\hat{x})$ is a positive invariant set, while $W^u_l(\hat{x})$ is a negative invariant set. They may not be manifolds when $\hat{x}$ is non-hyperbolic.

So stability boundary can be characterized for non-linear dynamic systems (3.1), where they have non-zero stability boundary, while the following three assumptions are made about its vector field:

1. On the stability boundary, all equilibrium points are hyperbolic in nature.
2. Transversality condition is satisfied by stable and unstable manifolds coming from these equilibrium points.
3. Trajectories originating on the stability boundary will approach towards one of the equilibrium points as $t \to \infty$.

**Theorem 3.2: Characterization of the stability boundary** [50] A non-linear dynamic system given by Eq. (3.1) satisfying above assumptions, where $x_i, i = 1, 2, \ldots$ are
the system unstable equilibrium points on stability boundary $\partial A$ surrounding a SEP, and the SEP is described as $x_i \in \partial A$ if and only if $W^u(x_i) \cap A \neq \emptyset$ and $\partial A \supset \bigcup W^s(x_i)$, thus providing conditions for existence of equilibrium points on stability boundary $\partial A$. The theorem states the stability boundary is defined by union of stable manifolds of the UEPs that lie on the boundary.

### 3.2.2 Procedure to obtain stability boundary

A procedure to determine stability boundary $\partial A(x_s)$ of SEP belonging to a dynamic system of Eq. (3.1) satisfying above three assumptions, this procedure is arrived on Theorem 3.2 [56, 57]

1. Find all the equilibrium points of system, solution of $f(x) = 0$.
2. Identify the equilibrium points, whose unstable manifolds have trajectories which approach to SEP $x_s$. Next steps will walk through in identifying these equilibrium points.
3. Find the Jacobian at equilibrium point $\hat{x}$.
4. Find all the normalised, generalised unstable eigenvector of unit length from the Jacobian.
5. Find intersection of each of those normalized, generalized unstable eigenvectors (say, $y_i$) with in the boundary of $\epsilon$. $\epsilon$ is like a ball of radius $\epsilon$ around the equilibrium point, the intersection points are $\hat{x} + \epsilon y_i$ and $\hat{x} - \epsilon y_i$.
6. Perform backward integration of this vector field from each of these intersection points for a specified time. If this trajectory remains inside the ball-$\epsilon$, then proceed to next step. Else we repeat this step by reducing the value $\epsilon$ by $\alpha \epsilon$, then proceed to next step. Else we repeat this step by reducing the value $\epsilon$ by $\alpha \epsilon$ and now the intersection points $\hat{x} \pm \epsilon y_i$ become $\hat{x} \pm \alpha \epsilon y_i$, and value of $\alpha$ is $0 < \alpha < 1$.
7. Again integrate backwards the vector field beginning from all the new intersection points.
8. Repeat above steps from 3 to 5. If any of the trajectories approach SEP $x_s$, then the EP point $\hat{x}$ is on stability boundary.
9. Finally, stability boundary of SEP $x_s$ is the union of stable manifolds of equilibrium points identified in step 2 above.

A one-dimensional stable manifold of EP, $\hat{x}$ can be found using above procedure. In a planar system, the equilibrium point on stability boundary is either a type-one equilibrium point or a type-two equilibrium point.

**Definition:** Type of equilibrium point (EP)

For a general non-linear system Eq. (3.1), having an EP ‘$p$’ is said hyperbolic, if the Jacobian of ‘$p$’ has no eigenvalues with zero real part. If all the eigenvalues of its Jacobian have negative real parts it is asymptotically SEP, else it is an UEP. The type
of hyperbolic EP ‘p’ is defined as the number of eigenvalues of \((\partial f/\partial x, \text{Jacobian})\) of \((p)\) with positive real parts. If \(J_f(p)\) has to have only ‘1’ eigenvalue with a positive real part, we call ‘p’ as type-1 EP. Similarly, ‘p’ is called type ‘k’ EP if \(J_f(p)\) has to be exactly ‘k’ eigenvalues with a positive real parts. Type-1 EPs play a dominant role in characterization of a stability boundary and a quasi-stability boundary, Type-1 EPs and SEPs are important equilibrium points.

3.3 Potential energy boundary surface method

In section 2.4.7, we found that two UEP points \(\delta_u\) and \(\pi - \delta_u\) surround a SEP \(\delta_s\), thus becoming zero-dimensional PEBS for a SMIB system. Also in section 2.4.7, it is found that for a SMIB critical energy \(V_{cr} = V_{pe}(\delta_u)\) is the energy \(V(\delta, \omega)\) evaluated at nearest equilibrium point \((\delta_u, 0)\). If the machine loses synchronism due to acceleration, equilibrium point \(\delta_u\) is not only the nearest but also the relevant or controlling UEP for the system.

In multi-machine case, system may lose synchronism with one or more machines going unstable and it is dependent upon nature and location of fault. So each disturbance gives rise to a mode of instability (MOI), associated with each MOI is an UEP called the controlling UEP for that particular disturbance. In the case of multi-machine systems, the PEBS is quite complex in the rotor-angle space. Much theory and details on characterization of PEBS is provided in greater detail in references [27, 28, 32, 58–61].

Similar to SMIB, the concept of computing \(V_{cr}\) using PEBS method can be extended to multi-machine systems as follows, A number of UEPs surround a SEP of post-fault system, we know these points are mathematical solutions of system equation Eq. (3.3), starting from pre-fault SEP, if the faulted system is integrated and cleared critically then the post-fault trajectory approaches a particular UEP depending on the mode of instability. That UEP becomes the controlling UEP for that particular disturbance. The potential energy boundary surface therefore constitutes a multidimensional surface passing through the UEPs. PEBS method derived are based on heuristic arguments, complete theoretical justifications for PEBS method are still lacking except for SMIB.

In a multi-machine system PEBS can be visualised as a boundary of a multi-machine potential “well”, analogous to the Fig. 2.14 belonging to SMIB case. For a 3-machine 9-bus system, one such “well” is shown in Fig. 3.3 where two axes being rotor angles \(\theta_1\) and \(\theta_2\) of two machines in COA frame. On vertical axis is the potential energy \(V_{PE}(\theta)\) presented along with Equi-potential contours forming a surface and a a SEP surrounded by three UEP’s U1,U2,U3 can also be seen. The line connecting these UEP’s
is orthogonal to equi-potential curves and this line is the Potential energy boundary of surface. The system will be unstable if at the instant of fault-clearing the system state in angle space has crossed the PEBS, and if the fault is cleared early enough, then the post-fault trajectory in angle space will tend to return to equilibrium subsequently due to damping in the system. Thus $T_{cr}$ is the maximum fault duration that can be sustained by the system such that the post-fault trajectory stays within the energy “well”. The post-fault trajectory of the system for fault cleared at $T_{cr}$ passes close to controlling UEPs and this condition is called “first swing” stable phenomenon.

Critical value of $V(\delta, \omega)$, is obtained by monitoring fault-on trajectory until it crosses PEBS at a point $\theta^*$. In most cases the controlling UEP $\theta^u$, is close to $\theta^*$, such that $V_{pe}(\theta^u)$ and $V_{pe} = V_{cr}$, thus providing an essence for use of PEBS method there by detection of PEBS crossing is essential. Also this point of crossing is approximately the point along which the faulted trajectory has $V_{pe}(\theta)$ maximum. Hence, $V_{cr}$ can be taken to be equal to $V_{pe}^{\max}(\theta)$ along the faulted trajectory. The PEBS crossing is also the point at which $f_i(\theta), (\theta - \theta^*) = 0$ [59]. $f_i(\theta)$ is at which $V_{pe}(\theta)$ is maximum has been shown to be true for a conservative system, an algorithm to determine PEBS is explained in following section.

PEBS method is a fast direct method as it avoids the need of determining controlling UEP [28]. For a given fault-on trajectory PEBS method is used to find a local approximation of relevant stability boundary of the original system model helping to perform direct transient stability analysis, Therefore PEBS method cannot always give conservative stability assessments results like controlling UEP method, it gives either overestimated or underestimated stability assessments. In this thesis focus is on understanding the effect of reduced inertia on power system transient stability not determining accurate critical clearing time, essentially PEBS is the tool for fast direct method for stability assessment.

### 3.3.1 PEBS derived by solving directional derivative of potential energy

As previously stated and derived, swing equation of machine $i$ is given by the following equation

\[
M_i \dot{\omega}_i = P_i - P_{ei} - \frac{M_i}{M_T} P_{COA} = f_i(\theta)
\]

\[
\dot{\theta}_i = \ddot{\omega}_i, \quad i = 1, \ldots n
\]
and transient energy function ‘V’ defined for the system (usually with post-fault system parameters) where all the changes are with respect to stable equilibrium point \((\theta^*, 0)\)

\[ V(\theta, \omega) = \frac{1}{2} \sum_{i=1}^{n} M_i \omega_i^2 - \sum_{i=1}^{n} P_i (\theta_i - \theta_i^*) \]

\[ - \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left[ C_{ij} (\cos \theta_{ij} - \cos \theta_{ij}^*) - \int_{\theta_i^* + \theta_j^*}^{\theta_i + \theta_j} D_{ij} \cos \theta_{ij} d(\theta_i + \theta_j) \right] \]

\[ = V_{KE}(\omega) + V_{PE}(\theta) \]  

(3.4)

where \(\theta_i\) and \(\omega_i\) are rotor angle and speed of \(i^{th}\) machine in COA formulation.

PEBS is obtained by setting the directional derivative of potential energy (ray emanating from the SEP) equal to zero. Further details of characterization of PEBS is provided in [62]. PEBS crossing is also an important aspect of procedure, it is approximately the point when \(V_{PE}\) is maximum along the faulted trajectory. With \(f_i(\theta)\) accelerating power in the post-fault system PEBS crossing is the point at which

\[ \sum_{i=1}^{n} \left[ f_i^T(\theta) \cdot (\theta_i - \theta_i^*) \right] = 0 \]

(3.5)

Following are steps to compute \(T_{cr}\) and \(V_{cr}\) using PEBS method

1. Solve for post-fault SEP \((\theta_i^*)\) by solving Eq. (3.3) where \(\omega_i = 0\)

2. Compute fault-on trajectory with faulted system equations similar as Eq. (3.3)

3. Derive quantities

\[ \sum_{i=1}^{n} \left[ f_i^T(\theta) \cdot (\theta_i - \theta_i^*) \right] = f^T(\theta) \cdot (\theta - \theta^*) \]

and \(V_{pc}(\theta)\) at each time step. The parameters involved in obtaining \(f_i(\theta)\) and \(V_{pc}(\theta)\) are from post-fault system.

4. Continue steps 2 and 3 until \(f^T(\theta) \cdot (\theta - \theta^*) \simeq 0\), this is the PEBS crossing and also \(f^T(\theta) \cdot (\theta - \theta^*) < 0\) inside potential “well”. At PEBS crossing, note the value \((t^*, \theta^*, \omega^*)\) and derive net \(V_{PE}(\theta^*)\), this will provide an estimate of \(V_{cr}\) for the fault.

5. Finally from fault-on trajectory find when Eq. (3.4), \(V(\theta, \omega)\) is equal to above \(V_{cr}\), this gives time is \(T_{cr}\).
As mentioned before the PEBS is obtained by setting the directional derivative equal to zero. Therefore, PEBS is the angle subspace which satisfies

\[ \sum_{i=1}^{n} f_i(\theta) \cdot (\theta - \theta_i^*) = 0 \]

or the zero level contour of energy Eq. (3.6).

\[ \sum_{i=1}^{n} \left[ P_i - P_{ei}(\theta) - \frac{M_i}{M_T} P_{COA}(\theta) \right] \cdot (\theta - \theta_i^*) = 0 \] (3.6)

### 3.3.2 PEBS represented as stability boundary of gradient System

PEBS is redefined as stability boundary of gradient system in infinite bus formulation [56]. State equation is rewritten as negative of potential energy gradient, following is state equation of the gradient system in reference to COA formulation

\[ \frac{d\theta_i}{dt} = (P_i - P_{ei}(\theta)) - \frac{M_i}{M_n} (P_n - P_{en}) \quad i = 1, 2, \ldots, n - 1 \] (3.7)

same as negative of potential energy gradient as below

\[ -\frac{\partial V_{pe}(\theta)}{\partial \theta_i} = P_i - P_{ei}(\theta) - \frac{M_i}{M_n} [P_n - P_{en}(\theta)] \]

If the reference machine is an infinite bus, then

\[ -\frac{\partial V_{pe}(\theta)}{\partial \theta_i} = P_i - P_{ei}(\theta) \]

In summary the stability boundary of the gradient system of \( n \) machines is the PEBS given by Eq. (3.7).

### 3.3.3 Athay’s three machine system example

In this section, Athay’s 3-machine system is used to illustrate the energy function approach to a multi-machine system [59]. Chapter 2 already provides details about the simulation. Athay 3-machine system shown in bit modified in parameters compared to 3-machine 9-bus system analysed so far. Table 3.1 provides system parameters.

The SEP angles, machine powers \( P_i \), and voltages \( E_i \) of system are given below
Table 3.1: Athay Three machine system

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>$C_{ij}$</th>
<th>$D_{ij}$</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.3023</td>
<td>0.2180</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3.0004</td>
<td>0.8052</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>7.2806</td>
<td>1.4865</td>
<td>60</td>
</tr>
</tbody>
</table>

3.3.4 Region of attraction of three machine system

Region of attraction of system can be understood by observing the energy surface and contours shown in three figures, Figure 3.3 is potential energy surface of Athay’s model of three machine system, Figure 3.2 is phase portrait of region of attraction indicated.
by vector fields and Fig. 3.4 provides information about stability boundary around a SEP. In section 3.2 we learned that stable manifold are set of state points, such that all trajectories starting from these states tend to approach EP on boundary upon forward integration, and similarly unstable manifolds trajectories approach towards EP upon backward integration [59].

Points on PEBS are actually the trace of trajectory in angle space until a local potential peak is encountered. Several peak points can be obtained from different trace directions, at the peak, trace of the tangent is orthogonal to surface. The contour map of the potential energy is shown in Fig. 3.4 and the region of attraction of reduced system given by Eq. 3.7. In three machine example we have seen that region of attraction of gradient system is orthogonal to equi-potential lines, and PEBS intersects the level surface $\delta : V_p(\delta) = c$ orthogonally [47].

Stability of a multi-machine system can be explained in simple terms using an analogy of rolling ball on potential energy surface, and the surface can be visualised as a multi-dimensional bowl [41]. A ball initially at rest and at the bottom of the bowl is said to be at SEP state and at this state PE is minimum or zero. Upon disturbance, Kinetic energy is imparted on the ball resulting in the ball to move upwards and gain PE as

---

\(^1\)Fig. 3.4 is different from Fig. 2.13 there axis were $\delta$ and $\omega$
moving towards the edge of the bowl to escape the surface. The rim of the bowl can be considered as PEBS. The rim of the bowl need not be even and can have several saddle points on structure as type-1 UEPs, hence all UEPs have different PE levels. The UEP with lowest energy is called the closest UEP with respect to SEP, closest UEP is considered to define the region of stability and this consideration can offer conservative results, calculation of all UEPs is challenging and often few approximations are often made in estimating UEP.

### 3.3.5 Transient stability analysis with Controlling UEP method

In Controlling UEP method, critical energy is determined at controlling UEP \( x_{co} \), \( V_{cr} = V(x_{co}) \) where \( x_{co} \) is the type-1 UEP with respect to a fault-on trajectory, this UEP is lying on the stability boundary and whose stable manifold is intersected by fault-on trajectory. If energy \( V \) at the time of fault clearing is less than \( V(x_{co}) \), the post fault system is stable. Determination of correct CUEP for a fault-on trajectory is important to avoid over estimate or under estimate of stability and its determination is complex.

![Figure 3.4: PEBS as intersection of stable manifolds on energy contour](image-url)
Mode of disturbance (MOD)[27] and BCU method sometimes also called exit point method are two prominent methods to determine Controlling UEP.

### 3.3.6 BCU method to find controlling UEP

Boundary of stability region-based controlling unstable equilibrium point - BCU method was proposed by Chiang et al. [57]. This method explores the relationship defined between the stability boundary of post-fault classical system model and stability boundary of post-fault reduced system model as given below

\[
\dot{\theta} = f(\theta) \tag{3.8}
\]

The state variables of this reduced system are only rotor angles thus it is only has \( n \) dimensions, while the original system is of \( 2n \) dimension (\( n \) angle and \( n \) speed). \((\hat{\theta})\) is an EP on boundary of the reduced system defined by Eq. 3.8 if and only if EP \((\hat{\theta},0)\) is on stability boundary of the original system. BCU method involves following steps to determine controlling UEP:

**step 1** From fault-on trajectory \((\theta(t),\omega(t))\) detect the exit point \(\theta^e\), point where the projected trajectory \(\theta(t)\) exits the stability boundary of reduced system. This exit point corresponds to the point at which first local maximum of \(V_{PE}\) is reached.

**step 2** Using point \(\theta^e\) as initial condition integrate the post-fault reduced system of Eq. (3.8) to determine first local minimum of

\[
\sum_{i=1}^{n} |f_i(\theta)|
\]

say it gives \(\theta^e_o\)

**step 3** Using point \(\theta^e_o\) as initial guess solve

\[
\sum_{i=1}^{n} |f_i(\theta)|
\]

say it gives \(\theta^e_{co}\)

Controlling UEP of the original system can now be given by \(x_u = (\theta^e_{co},0)\). It can be seen that BCU method tries to relate the controlling UEP of the reduced system to controlling UEP of original system relative to a fault-on trajectory. Controlling UEP of the reduced system is easy to compute as it is defined only in angle space.
3.4 Critical clearing time and critical energy using PEBS method

Figure 3.5 shows the energy (p.u) of the system when a fault is applied on bus 4 and is cleared by removing line 5-4. Note that the fault is applied until PEBS zero crossing is achieved. The potential energy at zero crossing is 2.4705, this is the critical energy of the system, and the system total energy reaches this critical energy at 0.31s, this obtained CCT validates the time-domain based result shown in Fig. 2.17 and 2.18. Table 3.2 summarizes all the contingencies run on the system along with CCTs and $V_{cr}$ values obtained using this PEBS method.

3.5 Summary

In this chapter stability was explained in the sense of Lyapunov function theory. Theorem and algorithm to obtain stability boundary as intersection of manifolds is provided. Algorithm for obtaining CCT and critical energy using PEBS method has been developed. Region of attraction is demonstrated on Athay 3-machine system. Algorithm to obtain EP using CUEP and BCU methods was also provided. It is shown that PEBS
Table 3.2: CCT and critical energy using PEBS method for various fault scenarios

<table>
<thead>
<tr>
<th>Faulted bus</th>
<th>Line removed</th>
<th>CCT(s)</th>
<th>Critical energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>7-5</td>
<td>0.1800</td>
<td>1.2478</td>
</tr>
<tr>
<td>7</td>
<td>8-7</td>
<td>0.2000</td>
<td>1.8480</td>
</tr>
<tr>
<td>5</td>
<td>7-5</td>
<td>0.3150</td>
<td>1.0276</td>
</tr>
<tr>
<td>5</td>
<td>5-4</td>
<td>0.4050</td>
<td>2.3819</td>
</tr>
<tr>
<td>4</td>
<td>4-6</td>
<td>0.3100</td>
<td>2.4734</td>
</tr>
<tr>
<td>4</td>
<td>5-4</td>
<td>0.3100</td>
<td>2.4705</td>
</tr>
<tr>
<td>9</td>
<td>6-9</td>
<td>0.2400</td>
<td>2.1020</td>
</tr>
<tr>
<td>9</td>
<td>9-8</td>
<td>0.2400</td>
<td>2.7247</td>
</tr>
<tr>
<td>8</td>
<td>9-8</td>
<td>0.3200</td>
<td>2.9796</td>
</tr>
<tr>
<td>8</td>
<td>8-7</td>
<td>0.3150</td>
<td>2.8198</td>
</tr>
<tr>
<td>6</td>
<td>4-6</td>
<td>0.4450</td>
<td>2.4317</td>
</tr>
<tr>
<td>6</td>
<td>6-9</td>
<td>0.3850</td>
<td>1.3426</td>
</tr>
</tbody>
</table>

is a stability boundary of gradient system. PEBS method was explored on 3-machine 9-bus system to obtain CCT and critical energy for nine type of contingencies.

3-machine 9-bus system based analysis using PEBS method demonstrated in this chapter will be performed over a wide range of inertia values of machine 2 and 3 to obtain a family of CCT curves in next chapter.
Chapter 4

PEBS method with reduced inertia

Time domain method to obtain CCT for SMIB and multi-machine has been discussed in Chapter 2. These outputs have been verified using PEBS in chapter 3. In this chapter we will provide the analysis which has never been attempted before i.e. towards focusing on inertia parameter using time-domain and PEBS method.

In this chapter, using PEBS method TSA is performed on several inertia combinations to understand the impact of reduced inertia of machines in TSA, with SMIB and 3-machine 9-bus system. A new method is introduced which represents CCT contour lines projected on inertia space. The inertia space is the neighboring inertia values of the two machines in 3-machine 9-bus network with one machine anchored. Similarly critical energy is obtained using PEBS method and projected as equi-potential contour lines over inertia space.

4.1 Effects of varying inertia on transient stability of SMIB system

The effects of variations of inertia on transient stability is studied considering an example of SMIB system. Mechanical power input $P_m = 1$, moment of inertia $M = 0.2$, pre-fault maximum electrical output is $P_e^{max} = 2$ and on-fault electrical output is $P_{e-fault}^{max} = 1$. pre-fault and post-fault electrical output is same.

As CCT ($T_{cr}$) of the system is the duration of fault applied, upon which the system would gain energy $V(\delta, \omega) = V_{cr}$, given by Eq. 4.2. $t$ is the fault duration variable.
and $T_{cl}$ denotes the time when the fault is cleared just before the system goes unstable. If $t \leq T_{cl}$, the energy along the faulted trajectory is less than the critical energy i.e., $V(\delta, \omega) \leq V_{cr}$ and $T_{cl}$ can be obtained from double integrating acceleration equation is given below [29].

$$t_{cl} = \sqrt{\frac{2M}{P_a}(\delta - \delta_0)} \quad (4.1)$$

$\delta$ is $\delta_{cl}$ the machine angle when fault is cleared and $\delta_0 = \delta_s$ (post-fault SEP). Clearing angle $\delta_{cl}$ can also be obtained from equal area criterion identity [9].

Configuration of post-fault system is assumed to be same as pre-fault. Critical energy $V_{cr}$ for the post-fault configuration beyond which system goes unstable, is obtained from Eq. 4.2 value is 1.3697 and $\delta_s = \sin^{-1}(1/2) = 0.5236$. This critical energy (1.3697) is reached when fault lasts for 1.4850s, then $\delta = (3.14 - 0.5235) \text{rad} = \delta_u$. Fig. 4.1 provides an illustration of pre-fault, on-fault and post-fault speed deviation against angle for a fault applied for 1.40s and 1.5s with $M = 0.2$.

$$V_{cr} = -P_m(\pi - 2\delta_s) + 2P_{e\max} \cos \delta_s \quad (4.2)$$

In Fig. 4.3 is the angle deviation for a fault applied for 1.40 and 1.5s with inertia.

$M = 0.5$. We can see system is stable for 1.50s fault duration, with much less speed deviation compered to when $M = 0.2$. To demonstrate further, the effect of inertia on $T_{cr}$, it is computed for range of values of inertia, as shown in Fig. 4.5 it is observed that as inertia increases so does the $T_{cr}$ increase. It can be inferred that, the fault duration could be increased without letting system go unstable if the machine has higher inertia.
4.2 Three machine nine bus system PEBS case study with varying inertia

Note that in earlier studies of load flow, the windfarms are assumed to be present at load bus. This assumption is valid for low level of penetration. However, this assumption often give misleading results with increasing level of penetration, further details on this is provided in section 5.3.1. In this thesis, the windfarms are represented as conventional synchronous machines (can be referred as pseudo synchronous machine) at the generation buses, much details provides in next chapter. The effects of increasing wind energy penetration are factored by reducing the inertia of the pseudo synchronous machines. Simulations are carried by fixing inertia of machine 1 at 23.64s and varying inertia of other two machines 2&3 for a range of values of inertia to reflect penetration levels of wind energy. $T_{cr}$ and corresponding $V_{cr}$ are calculated as given in section 3.3.1.
Results of this investigation on varying inertia of two machines are presented by plotting equi-CCT contours over inertia space. Note that this plot essentially shows the set of combinations of inertias (H2 and H3) that return the same CCT, with inertia of machine 1 fixed to 23.64. CCT contours are computed for various fault scenarios, Fig. 4.6\(^2\) shows results for a typical scenario i.e., when a three phase short circuit fault is applied at bus 6 and cleared by removing line 6 – 9. In Fig. 4.6, inertia of machine 2 and 3 of original system are marked with thick lines. Fig. 4.7 shows equi-critical energy contours for this fault scenario. Fig. 4.6 are the neighboring lines of \(T_{cr} = 0.385\)s (Table 5.4). At ‘A’ \(T_{cr}\) is 0.385s. If the inertia of machine 2 is reduced to a value corresponding to point ‘B’ while keeping the inertia of machine 3 unchanged, \(T_{cr}\) will reduce to 0.350s. To maintain \(T_{cr}\) of 0.385s of the system, inertia of machine 3 has to be increased to a value corresponding to point ‘C’. This suggests that reducing inertia of one of the machines

\(^2\)Fig. 4.6 different from Fig. 3.4, there axis are angles \(\theta_2\) and \(\theta_3\)
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Figure 4.6: CCT lines for a fault applied on bus 6 and line 6-9 removed

Figure 4.7: $V_{cr}$ lines for a fault applied on bus 6 cleared by removing line 6-9
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Figure 4.8: CCT lines of a fault applied on bus 5 with line 7-5 removed

Figure 4.9: $V_{cr}$ lines for a fault applied on bus 5 cleared by removing line 7-5
reduces the critical clearing time and transient stability margin. To maintain or improve the stability margin, inertia of other machine should be increased.

Similar illustration is provided for a fault applied on bus 5 and fault is cleared by removing line 7 – 5. Fig. 4.8 provides the CCT contour lines on inertia space. If the inertia combination of (H2-H3) reduced from (6.4-3.01: ‘A’) to (5.0-3.01: ‘B’). CCT would drop close to 0.25s. In order to keep CCT of 0.315s, machine 3 inertia has to be increased from 3.01s to 9.5s i.e., $H_2 = 5.0$ and $H_3 = 9.5$: ‘C’. The increased penetration of wind generation is indicated with blue directional arrows along the inertia axes. Fig. 4.9 shows the equi-potential lines of critical energy for this fault, where the critical energy of system reduce with reduced inertia of machine 2(point B), but with increase in inertia of machine 3 to restore the critical energy of point ‘C=A’ does not improve CCT. This can be understood from the observation made in earlier section that reduction in inertia of a machine leads to much speed deviation, machine spins faster acquiring significant kinetic energy, thus critical energy is quickly attained which corresponds to lower clearing time.

4.3 Summary

We were able to demonstrate that reducing inertia of a SMIB will reduce CCT. We contributed a new mode of representing equi-CCT contour lines in inertia space of two machines. This helped to prove that in a three machine system fixing the inertia of a large machine(1) and reducing inertia of one machine(3/2) will reduce CCT. To retain or maintain same CCT, we need to increase inertia of the second machine(2/3).

In the next chapter we will provide the basis of understanding reduced inertia of wind-farm using pseudo synchronous generation, and also with the help of network reduction and coherent generators aggregation techniques.
Chapter 5

Asynchronous generation in power system networks

In this chapter we discuss about the analysis and assumption made towards integrating wind generation into a traditional power system network of synchronous machines.

5.1 Modeling aspects of wind generators

Generally, wind generators are classified on the basis of speed. They can operate on fixed speed operation or variable speed operation based on the generator technology used.

5.1.1 Fixed-speed wind generators

Although the wind speed is variable in nature, the rotor speed of wind generators is constant in operation, they aim to gain optimal efficiency for a fixed speed. As the fixed speed generator is supposed to operate at fixed speed any variation in wind speed will lead to voltage and power fluctuations when connected to a weak grid. Fixed speed generators are typically squirrel cage or wound rotor induction generators. They are connected directly to grid with a soft stator, along with units providing reactive power compensation. These generators come with disadvantage like issues with power quality, lack of reactive power control and mechanical stress, but they still offer an advantage being simple at operation, low maintenance and robust at operation.
5.1.2 Variable-speed wind turbines

Due to variable nature of speed, variable speed wind turbines are designed to attain maximum efficiency at a fairly constant machine torque. This is done by accelerating and decelerating turbine with changing wind speed conditions to attain maximum efficiency. As turbine sizes increased, new generation technologies moved from fixed speed to variable speed, along with ability to comply grid code requirements.

Variable speed generator types can be conventional induction generator or a doubly fed induction generation or a synchronous generator type, all are connected to grid via power electronic converters. These converters come with an advantage of voltage ride through capability and a certain level of reactive power compensation.

DFIG is a variable speed wind generator, it can deliver power while rotating about synchronous speed and absorb power when rotating below synchronous speed, the frequency converter is about 30% of generation capacity\cite{3, 63}. On converter end of DFIG, the inverter unit and point of common coupling decouples the inertia of rotating mass, unlike a synchronous machine, rotor winding is mounted on the shaft.

DFIG wind turbine has a wound-rotor induction generator, through slip rings current is taken in and out from rotor winding and the variable-speed operation is achieved by injecting voltage across rotor terminals at slip frequency \cite{64, 65}. The variable-frequency power converter on rotor is generally a AC-DC and DC-AC IGBT based voltage source converters linked via DC bus. The power converter decouples the grid electrical frequency from the turbine frequency and inertia so is the decrease of synchronising forces, while enabling variable-speed operation of the wind turbine\cite{12}.

Table 5.1 provides significant differences in general between synchronous generation and asynchronous wind generation \cite{19}. These differences cause wind generators to interact differently with the network. Wind generation impact on operation of system are local at windfarm level and also at network level, local level impact is due to turbine characteristics.

5.2 Coherent generator groups with windfarm in 39-bus 10-generator network

39-bus 10-machine network model is modified here by replacing a generator with a windfarm. Fig. 5.1 is the modified network model with windfarm (DFIG technology) replacing synchronous generators at bus 33. Net power generation capacity is unaltered when synchronous generator is replaced by windfarm, DFIG parameters are provided in
Table 5.1: Differences between synchronous and asynchronous generation[1]

<table>
<thead>
<tr>
<th>Synchronous</th>
<th>Asynchronous</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Generation at grid frequency (3 phase, 50/60 hz) and rotor at same frequency.</td>
<td>• Variable frequency of generation and operation on rotor side.</td>
</tr>
<tr>
<td>• Machine mechanical angle is equal to electrical output angle.</td>
<td>• Machine mechanical angle is variable, also different to point of common coupling, phase angle is determined by converter terminal voltage.</td>
</tr>
<tr>
<td>• No converters are generally involved to rectify and invert to match and synchronise with grid.</td>
<td>• Rotor side and Grid side converters are involved to synchronise with grid.</td>
</tr>
<tr>
<td>• For transient stability purpose all synchronous machines can be modelled as constant electrical output behind transient reactance.</td>
<td>• For transient stability purpose it is complex to model individual machines, an aggregate model will be easy to model and simulate. For dynamic studies (short time frame) the key participation is from machine mass, which is decoupled in here.</td>
</tr>
</tbody>
</table>

Table 5.2, windfarm at bus 33 has a generation capacity of 632 MW with 316 induction generators of 2 MW connected in parallel. Similarly for another case the network has got windfarm at bus 35, so the P-V at bus remains unchanged. Same set of fault scenarios as applied in section-2.7.1 are applied on this network to identify coherent generator groups.

Table 5.2: DFIG model and rotor-side converter parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage</td>
<td>0.69 kV</td>
</tr>
<tr>
<td>Inertia</td>
<td>75 Kg-m²</td>
</tr>
<tr>
<td>Rotor type</td>
<td>Single cage</td>
</tr>
<tr>
<td>Rotor reactance $X_r$</td>
<td>0.0312 pu</td>
</tr>
<tr>
<td>Rotor resistance $R_r$</td>
<td>0.056 pu</td>
</tr>
<tr>
<td>Stator reactance $X_s$</td>
<td>0.1 pu</td>
</tr>
<tr>
<td>Stator resistance $R_s$</td>
<td>0.01 pu</td>
</tr>
<tr>
<td>Mag. reactance $X_m$</td>
<td>3.5 pu</td>
</tr>
<tr>
<td><strong>PQ control</strong></td>
<td></td>
</tr>
<tr>
<td>$K_p$ Active power control gain</td>
<td>4 pu</td>
</tr>
<tr>
<td>$T_p$ Active power control time constant</td>
<td>0.1 pu</td>
</tr>
<tr>
<td>$K_q$ Reactive power control gain</td>
<td>4 pu</td>
</tr>
<tr>
<td>$T_q$ Reactive power control time constant</td>
<td>0.1 pu</td>
</tr>
</tbody>
</table>
Figure 5.1: Modified 10-generator 39-bus network, windfarms at bus 33 with fault on bus 29

Table 5.3: Coherent group of generators indicated by bus locations for different fault scenarios

<table>
<thead>
<tr>
<th>Fault bus</th>
<th>duration (ms)</th>
<th>Line removed</th>
<th>Coherent groups without windfarms</th>
<th>Coherent groups-windfarm at bus 33</th>
<th>Coherent groups-windfarm at bus 35</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>80</td>
<td>29-26</td>
<td>(33,34,35,36)</td>
<td>(34,35,36)</td>
<td>(33,34,36)</td>
</tr>
<tr>
<td>25</td>
<td>140</td>
<td>25-2</td>
<td>(33,34,35,36)</td>
<td>(34,35,36)</td>
<td>(33,34,36)</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>no line removed</td>
<td>(32,38) and (35,36)</td>
<td>(32,38) and (35,36)</td>
<td>(32,38)</td>
</tr>
<tr>
<td>31</td>
<td>240</td>
<td>no line removed</td>
<td>(30,32,33,34,35,36,37,38,39)</td>
<td>(30,32,34,35,36,37,38,39)</td>
<td>(30,32,33,34,36,37,38,39)</td>
</tr>
<tr>
<td>10</td>
<td>230</td>
<td>10-13</td>
<td>(30,33,36,37,38)</td>
<td>(30,35,36,37,38)</td>
<td>(30,33,36,37,38)</td>
</tr>
</tbody>
</table>
5.3 Test scenarios and results

Network shown in Fig. 5.1 developed in DIgSILENT- PowerFactory. Coherent generator groups are identified as before using time domain graphical approach of observing rotor angle trajectory. In each case, the system exhibits critical unstable condition. Key disadvantage here we cannot obtain the rotor angle of DFIG plant like traditional synchronous machine at bus 33 (bus 35) and this generator does not appear in coherent groups. The generator labels in the Fig. 5.2 to Fig. 5.4 are replaced with their bus numbers for convenience. The protection of DFIG converters are a significant consideration for any particular fault level, for all the faults being considered, the currents and voltages for grid side convector during the fault are within the limits of the converter protection settings and the wind power generators are able to ride through the faults.

From Table 5.3 it is inferred that the coherent group of generators did not change with introduction of windfarm, but there has been a change in the tolerance level on coherent angle within the group. It is found that coherent generators rotor angle deviation increases for fault scenarios on bus 20 and deviation decreases for fault on bus 29. As windfarm generators not having significant inertia do not bring significant change to
the coherent groups, the coherent generator groups still remain same. Thus, network reduction methods used for conventional synchronous machine systems can be applied without much modification, although detailed investigation is required to validate this statement. Future directions can include increasing number of windfarms and penetration level in the same network to identify level of penetration margins and locations which may change the coherent groups. Windfarm at bus 33 and bus 35 were chosen randomly for this investigation, in future more windfarm bus locations could be studied, provided able to overcome PowerFactory modelling and simulation limitations that avoid the simulation to proceed to post-fault duration. These limitations could be like voltage saturation limits pre-set at converter side of DFIG. In this thesis few results are presented as the simulation was unable to proceed satisfactorily at some windfarm and fault locations.

The rotor angle deviation with and with out windfarm at bus 33 is plotted in Fig. 5.5. This deviation plot suggests that introduction of windfarms offers angle deviation, which can be attributed to net reduction of synchronizing forces provided by inertia, deviation is much significant for the machines close to windfarm bus location. Results shown in Fig. 5.5 doesn’t contribute much information about effect of inertia on angular
deviation, much understanding of interaction of wind generator converter is required. Angle deviation of machines 32 and 35 which are close to bus 33 (windfarm) has large angular deviations suggests the effect of inertia-less effect on swing. This cannot be told affirmatively as the PowerFactory program doesn’t offer much transparent reasoning to justify this angle deviation. This leaves with a choice for much detailed understanding can be inferred from 3-machine 9-bus system analysis.

### 5.3.1 Windfarm modeled as negative load

Transmission grid operators often consider wind generation as negative load while performing load flow studies and operational scheduling. The results of their investigation are valid, only with low amount of wind energy penetration. However, the transient stability of the system with high wind energy penetration has not received much attention from researchers and this thesis focuses this aspect. An exercise is performed here to check the effects of windfarm on the transient stability, with windfarms assumed as negative load by changing the load at P-V bus 8 from $100 + j35$ to $80 + j55$ MVA. This change in load can factor a decrease in active power injection from bus 8 and increase in reactive power drawn by the windfarm. The critical energy $V_{cr}$ and corresponding
critical clearing time $T_{cr}$ for negative load configuration are computed and shown in Table-5.4. From the results shown in Table-5.4, it is observed that the values of $V_{cr}$ and $T_{cr}$ are less compared to the case when the windfarm is absent. This implies that transient stability margin($T_{cr}$) of this test system with presence of windfarm is less compared to the system without the windfarm. The key network change here is new active power flow and change in load modifying admittance matrix offering altogether different SEP and UEPs for the system, thus providing a different network parameters and state equations.

To overcome this configuration change and retain the steady state values, only the dynamic behavior is addressed in event of disturbance, which is the underlying motivation of TSA. Therefore in this thesis windfarms are represented as conventional synchronous machines (can be referred as pseudo-synchronous machine) at the generation buses. The effects of increasing wind energy penetration are factored by reducing the inertia of these pseudo-synchronous machines.
Chapter 5. Asynchronous generation in power system networks

<table>
<thead>
<tr>
<th>Faulted bus</th>
<th>Line removed</th>
<th>Existing system</th>
<th>Negative load</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCT</td>
<td>Critical energy</td>
<td>CCT</td>
</tr>
<tr>
<td>7</td>
<td>7-5</td>
<td>0.1800</td>
<td>1.2478</td>
</tr>
<tr>
<td>7</td>
<td>8-7</td>
<td>0.2000</td>
<td>1.8480</td>
</tr>
<tr>
<td>5</td>
<td>7-5</td>
<td>0.3150</td>
<td>1.0276</td>
</tr>
<tr>
<td>5</td>
<td>5-4</td>
<td>0.4050</td>
<td>2.3819</td>
</tr>
<tr>
<td>4</td>
<td>4-6</td>
<td>0.3100</td>
<td>2.4734</td>
</tr>
<tr>
<td>4</td>
<td>5-4</td>
<td>0.3100</td>
<td>2.4705</td>
</tr>
<tr>
<td>9</td>
<td>6-9</td>
<td>0.2400</td>
<td>2.1020</td>
</tr>
<tr>
<td>9</td>
<td>9-8</td>
<td>0.2400</td>
<td>2.7247</td>
</tr>
<tr>
<td>8</td>
<td>9-8</td>
<td>0.3200</td>
<td>2.9796</td>
</tr>
<tr>
<td>8</td>
<td>8-7</td>
<td>0.3150</td>
<td>2.8198</td>
</tr>
<tr>
<td>6</td>
<td>4-6</td>
<td>0.4450</td>
<td>2.4317</td>
</tr>
<tr>
<td>6</td>
<td>6-9</td>
<td>0.3850</td>
<td>1.3426</td>
</tr>
</tbody>
</table>

5.3.2 Induction generator in 3-machine 9-bus system

From 39-bus 10-machine coherent generator group identification study one can reduce a network to a system of three machines as analysed before, each machine is equivalent generator aggregate of few generators\[66, 67\]. Generator aggregation can be made using classical aggregation (CA) where an equivalent generator model with an equivalent inertia is, the sum of inertia of all generators in the coherent group, the equivalent transient reactance is parallel sum of all the generators transient reactance in the group. Much details about aggregation techniques are available in reference \[68–71\]. Once the reduced equivalent generators are determined, network is reduced to remain the same steady state power flow conditions as earlier. Windfarm participation at generation bus location is equivalent to a conventional generator except with negligible inertia. So the net inertia is reduced of equivalent generator model. Thus the analysis done with reducing inertia in chapter 4 imparts same effect with windfarms connected to one generation bus location in 3-machine 9-bus system. As mentioned in section 5.4 Fig. 4.6 to Fig. 4.9 in studying dynamics with increased amount of wind energy penetration can be factored as decreasing inertia of each machine under a generation bus which is aggregated generation equivalent of group of coherent generators.

Following assumptions are made for modelling asynchronous generators as ‘synchronous generators with negligible inertia and reduction in over all inertia upon aggregation’.

- In a large network this assumption of asynchronous windfarm generation as a synchronous generator with negligible inertia, is valid when the synchronous and
asynchronous generators are aggregated along at transmission level not at distribution level.

- So that for a synchronous generator at a farther bus location can see the power flow, equivalent swing, and impact on its angular deviation are like an effect form a synchronous generator.

- Use of traditional techniques of network reduction, where reduction is carried on coherency basis.

- The model verification can only be performed if the initial state of Simpower system or commercial software with complete converter based windfarm model network has same initial states as of a network with reduced inertia synchronous machine models. Provided the commercial model can also ride through voltage and frequency limits.

5.4 Backward method to estimate inertia of a generator

The graphical representation of CCT for several inertia combinations shown in Fig. 4.6 offers a quantifiable amount of inertia required in maintaining desired stability margin. This representation also offers an index in proceeding with a backward method of calculating inertia. From the critical clearing time contour lines, we can observe that this is a unique solution problem. Say two Nine bus systems provided with information as listed below

- Same contingency states and also with same pre-fault conditions
- Inertia values of any two machines
- and provided with CCT information, CCT can be obtained from any energy function method or time domain method

With these information one can estimate inertia of third machine. Implies that one can estimate the pseudo inertia offered by aggregated asynchronous generator or from a generation bus. To be noted here in this analysis synchronous machine are still a constant voltage behind transient reactance model. This backward method can be of special interest in windfarm integration and system planning to incorporate the lack of inertial ability. Fig. 4.6 and Fig. 4.8 mode of representation in inertia space can be used as reference guide for planning, operation/control of windfarms, especially in the motivation towards participating in ancillary services like providing inertial support.
5.5 Summary

In this chapter we were able to provide necessary preliminaries of DFIG. Coherent generator groups were identified when a windfarm displaced a synchronous generator in a 39-bus 10-machine system. From 3-machine 9-bus system case study, we demonstrated that assuming windfarm as negative load is unsuitable for TSA in network with high wind energy penetration, this is because of inconsistent values compared to system with no windfarm. Equi-CCT contour lines provide enough information about the amount of additional inertia need to be added to neighbouring generator to maintain stability margin.

The technique of obtaining equi-CCT contour lines demonstrated in this chapter, will be used in next chapter to calculate the necessary series compensation required when inertia reduces.
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Transient stability enhancement of power system with reduced inertia

In this chapter dynamic series compensation using bang-bang control of FACT devices is proposed to improve transient stability limit. We utilize PEBS method to obtain CCT. Simulations on SMIB and 3-machine 9-bus system are carried out to illustrate the effects of proposed dynamic compensation on CCT.

6.1 Modern power system monitoring and security

In most grids computer based supervisory control and data acquisition systems (SCADA) are at the heart of energy and control centres for monitoring and security assessments. SCADA helps managing and controlling grid. The SCADA systems at control centers receive tele-metered measurements about real and reactive power flowing between substations, from the voltage magnitudes and breaker statuses and other data gathered and sent by remote terminal units (RTU). This voluminous data can offer preliminary security check if various system equipments are operating with-in feasible operation limits. SCADA systems filter data and from the available data they compute supplementary power flow information in lines where the measurements are not available.

Active power and reactive power data at all load buses and lines is derived from state estimation (SE) where states are defined by voltage magnitudes and phase angles at individual buses. SE information does not completely capture system dynamics as information relayed is not updated sufficiently fast that can accommodate sudden changes
caused by large disturbances, thus unable to perform dynamic security analysis. On-line based transient stability programs are available for addressing dynamic security problem. These programs perform high speed parallel computations to get security assessment results, still the results take long time making them unattractive [72]. Transient Energy function based dynamic security assessment (DSA) and preventive control are employed in grids of US, Canada and Japan and they seem to give desirable results [73–75].

6.2 Application of FACTS devices and controllers for emergency control

It is general practice to quickly detect emergency state of a system and apply emergency control, so the system can move in an alert state and slowly be restored to normal state of operation, this avoids preventive control. Synchronized phaser measurement units aided with SE offer direct and fast measurement of phase angles for real-time transient stability prediction [76, 77]. Synchronous optical networking (SONET) are capable of delivering messages between nodes in less than 6ms [78].

Transient stability is traditionally handled by employing few of the following primary and discrete supplementary control strategies

(a) Braking resistors in hydro generators and fast valving of thermal generation [79].
(b) Reducing system reactance between stations by inserting switch-able reactance.
(c) Series capacitor insertion in transmission line.
(d) Fast response capacity of excitation system.
(e) High speed fault clearing within 2-power cycles and high speed re-closure of circuit breakers typically in 1-cycle.

Power electronic based converter controls used in Flexible Alternating Current transmission System (FACTS) and HVDC controllers can also be applied during transient events to provide emergency control, basically moderating the reactance between stations. The capability of FACTS is not just limited to achieve first swing stability, the control actions can also damp out large size oscillations [80–82].

As demonstrated in earlier chapters Lyapunov’s method investigates the transient stability margin by determining the maximum duration of sustaining the fault before the system loses synchronism. This energy function approach is useful in determining accurately the optimum locations and control laws to operate FACTS devices, enabling towards enhancement of system stability and therefore it is pursued in this chapter[83–85].
Small disturbances cause small oscillations and are investigated under small signal stability study. We know in practice that system equations are linearised to design controllers for series and shunt FACTS devices to damp out these small oscillations. However FACTS controllers are applied here for improving dynamic security for severe fault situations, it is therefore necessary to retain the non-linear system models and develop control strategies around it. The controllers then switch the FACTS devices that can operate in their spare capacity, so as to ensure first swing stability. With suitable control strategies, system trajectory can be steered towards an equilibrium point attaining multi-swing stability.

The corrective actions listed in the beginning of this section are designed to attain first swing stability on application, on application they either increase the electrical power output demand or decrease the mechanical power input of the advanced generators \[86\]. These corrective actions to maintain transient stability are initiated only upon detection and clearing of large disturbance. Bang-bang type controller algorithm for FACTS devices is detailed in next section\[87–90\], and this control strategy is illustrated on SMIB and 3-machine 9-bus system.

In general, small signal stability controls developed around steady-state condition are applied and maintained continuously all times, where as the transient stability problem being a function of disturbance where the primary objective is towards preventing loss of synchronism. The control actions here are initiated following a disturbance and can be stopped when the system reaches close to desired equilibrium point. With an assumption that the post-fault equilibrium is stable and the control actions are also temporary.

FACTS devices with high-power semiconductor switches such as Thyristor, GTO and IGBT are programmable to deliver desired discrete control action \[91\]. FACTS device controllers for transient stability enhancement are discrete supplementary controllers where as speed governor, excitation systems and protective relaying action stated in beginning of this section act as primary controllers \[92\].

### 6.3 Bang-bang type control strategy

Time optimal discrete control based on Pontryagin’s maximum or minimum principle is used here to arrive with a control strategy that can not only ensure first swing stability but can also steer the system trajectory towards stable equilibrium point, this forms a basis for multi-swing stability. The control strategy used here is bang-bang control\[93, 94\]. The control action is achieved via thyristor controlled series compensator(TCSC) to vary series line capacitance between two extreme limits. The series compensation is
provided only at the time of fault, and the value is varied such that the and compensation is removed after few cycles.

\[ \dot{\delta} = \omega \]
\[ \dot{\omega} = \frac{1}{M} \left[ P_m - \frac{E_g E_b}{X - X_C} \sin \delta \right] \] (6.1)

In above equation, \( E_g \) is generators internal voltage, \( E_b = V_\infty \angle 0 \) is the infinite bus voltage, \( X_l \) is transmission line reactance, \( X'_d \) is transient reactance of generator, this reactance is in series with a switchable capacitor of reactance \( X_C \). Note, this series generator reactance is only for transient stability studies. The reactance has got a nominal value of \( X_{C0} \) and is varied with in limits \( X_{C_{\text{min}}} \leq X_C \leq X_{C_{\text{max}}} \). Therefore net reactance in series to \( X_C \) is \( X = X'_d + X_l \)

Energy function of SMIB derived in earlier chapters is presented here for convenience, the energy function of interest around stable equilibrium point as a sum of kinetic and potential energy is given by

\[ V(\delta, \omega) = \frac{1}{2} M \omega^2 - P_m (\delta - \delta_s) - P_e^{\text{max}} (\cos \delta - \cos \delta_s) \] (6.2)

A fault causes a mismatch of ‘mechanical power input’ to ‘electrical power output demand’, this leading the machine to accelerate if \( P_m > P_e \) the machine gains kinetic energy as the machine spins above synchronous speed. After the fault is cleared, the machine can remain stable only if the speed gained becomes zero and returns to synchronous speed, and this can be possible by natural damping of machine after many cycles. It is also possible that after the fault is cleared, the kinetic energy gained can be quickly converted to potential energy [28]. PE of the system is greater with a capacitor and this fact is utilised in developing discrete switching strategy, that can be applied to TCSC, and this strategy is explained below[95].
1. Upon detection of fault and followed by clearing, the control variables are chosen such that the maximum power transfers ($P_t = P_m - P_e$) to the infinite bus. At this instant maximum electrical output demand is increased by the capacitor (TCSC), which is in series and of nominal value $X_{C0}$, is now increased to value $X_{Cmax}$.

2. When $(\delta - \delta_s) \geq \mu$ and $\omega \leq \eta$ the switch-able capacitor $X_C$ is switched back to nominal operating value $X_{C0}$.

3. When $(\delta - \delta_s) \leq \mu$ and $\omega \leq \eta$ at negative maximum, capacitor $X_C$ is reduced to $X_{Cmin}$, this will minimize the power flow $P_t$ and also minimise angle undershoot.

4. When $(\delta - \delta_s) \leq \mu$ and $\omega \geq \eta$, control variable is chosen such that capacitor $X_C$ is back switched back to nominal operating value $X_{C0}$.

5. Above steps are repeated until $(\delta - \delta_s) \leq \mu$ and $\omega \leq \eta$.

This control scheme is disabled when $|d\delta/dt| < \eta$ and $\delta \simeq \delta_s$, $\eta$ is the stability region where system equations can be linearised, so that small signal control schemes can take over.

This scheme is explained elaborately with the help of power angle curves of Fig. 6.2 and in [92, 95]. It can be seen that after occurrence of disturbance and followed by clearing, the system is switched between two extremities of power angle curves. Intermittently it is switched to a power-angle curve corresponding to desired post-fault stable system (i.e., $X_C = X_{C0}$). The two extremities curves correspond to $X_{Cmax}$ and $X_{Cmin}$ mentioned in steps earlier.

A fault causes machine angle to advance forward from $\delta_0$ to an angle when fault is cleared $\delta_f$. Acceleration area under power-angle curve is ‘abcd’ where $P_m \neq P_e$. The area under the curve is the KE stored in the high speed rotating mass, beyond point ‘d’ machine starts decelerating until area ‘defg’ is equal to area ‘abcd’. Validating equal-area criteria and rotor angle reaches a peak of $\delta_{max}$, this part is also explained elaborately earlier in second chapter.

1. With an assumption that $\delta_{max} \leq \delta_u$, angle $\delta_{max}$ can be minimized by maximising the power flow $P_t$, i.e., electrical power demand is made more than the mechanical power input which will decelerate the machine.

2. When system crosses point ‘a’ where machine speed is above synchronous speed but negative, the control variables are selected to switch such that power flow is minimum here ($X_C = X_{C0}$) reducing rotor angle undershoot. The rotor angle now reaches a minimum value of $\delta_{min}$ such that accelerating area ‘aijk’ is equal to decelerating area ‘gfa’.
3. When $\delta$ is equal to $\delta_{\text{min}}$, $\omega$ is 0, switch control variable is now selected to nominal operating value ($X_C = X_{C0}$) this will steer rotor towards $\delta_0$.

4. Again while $\delta = \delta_0$ and $\omega$ is maximum, the control variables are selected for ($X_C = X_{C\text{max}}$) such that maximum power transfer occurs in the line, this will reduce angle overshoot.

It can be seen that the control strategy attempts to minimise both overshoot and undershoot the rotor angles over few cycles until $\delta$ reaches close to SEP, i.e., maximise power flow when $\delta > \delta_0$ and $\omega > 0$, minimise power flow when $\delta < \delta_0$ and $\omega > 0$.

### 6.3.1 Single machine discrete control

In Fig. 6.3 is rotor angle deviation for a fault applied at 2.5s after start of the simulation, the fault is applied and cleared within 1.35s. The initial states of the system are as follows, pre-fault $P_{e\text{max}} = 2$, $P_m = 1$, $M = 0.2$ and SEP $\delta_s = 0.523$ rad. Post-fault maximum electrical output power demand denoted by ($P_{e\text{max}}$). The acceleration Eq. 6.1 is varied by hard switching series compensator $X_C$. This switching is based upon the discrete control strategy discussed (in section 6.3). The maximum electrical output $P_{e\text{max}}$ against time is plotted in Fig. 6.3 along with accelerating power $P_a = P_m - P_{ei}$ and $P_e = P_{e\text{max}} \sin \delta$. Fig. 6.5 is the power angle trace over the switching duration. Fig. 6.4 is the phase-plane of rotor angle deviation from $\delta_0$. $P_{e\text{max}}$ of the post-fault trajectory is decided by the quadrant on $\omega - \delta$ plane i.e., state of machine at that moment. In first quadrant $P_{e\text{max}}=3$ this will reduce the angle overshoot. In the third quadrant $P_{e\text{max}}=1.5$ this will reduce the undershoot and the nominal power in fourth and second quadrants is $P_{e\text{max}} = 2$. Angle and speed deviation shown in 6.4 can be used to explain the control strategy implemented here, assuming that post-fault SEP is close to pre-fault SEP.
Remarks on Fig. 6.4:

- The faulted trajectory starts immediately in the first quadrant, after the fault is cleared and $\delta > 0$, the control variable is changed to $u_{C_{\text{max}}}$ so the capacitive TCSC shifts to maximum value $X_{C_{\text{max}}}$, this ensures the machine to decrease its speed and enter into fourth quadrant by crossing $\delta$-axis.

- At the $\delta$-axis crossing $\omega = 0$, the control parameter is switched to $u_{C_{0}}$ corresponding to capacitor nominal value $X_{C_{0}}$, causing $\omega$ to decrease below synchronous speed. When $\omega$ is negative and minimum, switchable control parameter is made to $u_c = u_{c_{\text{min}}}$ corresponding to $X_{C_{\text{min}}}$, this ensures trajectory move into third quadrant. $\omega$(negative) will increase until it becomes zero and crosses $\delta$-axis.

- Now the system is in second quadrant, $X_C$ is made to $X_{C_{0}}$ by $u_c = u_{C_{0}}$, this ensures the machine to advance towards $\delta_s$. When $\omega$ reaches positive maximum, switching $u_c$ to $u_{C_{\text{max}}}$ will increase PE demand thus decreasing the net transient energy.

- It is easy to observe that total energy decays while system is in first ($X_{C_{\text{min}}}$) and third quadrant ($X_{C_{\text{max}}}$), and remains unchanged in second and fourth quadrants ($X_{C_{0}}$).

- Variables $\delta$ and $\omega$ continue to oscillate and the energy associated continues to decay until system trajectory approaches close to post-fault SEP, at which the control actions can be disabled, there on suitable damping controllers can take over to ensure post-fault stable equilibrium.

In Fig. 6.6 shown is the transient energy gained by the system and its decay over time due to varying accelerating power. Fig. 6.7 is the rotor angle deviation for the same fault and duration, just as shown in Fig. 6.3 but for range of inertia (0.1 to 1) in steps of 0.1. Fig. 6.8 is similar to Fig. 6.7 except for the maximum electric power output is inversely proportional to inertia in first quadrant i.e., $(P^\text{max}_{\text{em}}/M)$ to minimise overshoot and directly proportional to inertia $(P^\text{max}_{\text{em}} \times M)$ in third quadrant to minimise undershoot. The value of $P^\text{max}_{\text{em}} = 2$, the maximum electrical output when $M = 0.2$. Fig. 6.9 provides the trend of electric power output made dependent of machine inertia.

6.3.2 Three machine nine bus system discrete control

The discrete control strategy described before is applied to a multi-machine system with equations in COA formulation[33]. The energy function derived in second chapter is
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Figure 6.3: Rotor angle deviation, accelerating power and maximum electrical power output over time

Figure 6.4: Speed deviation upon discrete control

presented here for convenience, and the control strategy is applied to machine 2 of 3 machine 9 bus system.

\[
V(\theta, \dot{\theta}) = \frac{1}{2} \sum_{i=1}^{n} M_i \dot{\theta}_i^2 - \sum_{i=1}^{n} P_i (\theta_i - \theta^*) \\
- \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left[ C_{ij} (\cos \theta_{ij} - \cos \theta^*_{ij}) - \int_{\theta_i + \theta_j}^{\theta_{ij} + \theta_j} D_{ij} \cos \theta_{ij} d(\theta_i + \theta_j) \right] \\
= V_{KE}(\dot{\theta}) + V_{PE}(\theta) \tag{6.3}
\]

In Eq. 6.3, \( \theta_i \) and \( \dot{\theta}_i \) are \( i^{th} \) machine rotor angle and speed in COA. Network parameters of system are provided in Fig. 6.10. Inertia \( H \) (in sec) of the three generators 1, 2 and 3 are 23.64, 6.4 and 3.01 respectively. The transient reactance \( X'_d \) of these machines are
Chapter 6. Stability enhancement

Figure 6.5: Power-angle trace

Figure 6.6: Energy deviation of SMIB on discrete control

Figure 6.7: Angle deviation with changing inertia for a fault of 1.4s
For a fault applied on bus 4 for 0.25s and cleared by removing line 6. Discrete control strategy is applied for post-fault system i.e., switching the compensator inserted in series of the line between 5-7. The effective switch-able reactance is \( X = X_{57} - X_{Co} = 0.161 \) such that nominal capacitor reactance value is \( X_{Co} = 0 \). Conditions of switching are when \( \omega > 0 \) and \( \theta > 0 \) (first quadrant), \( X = X_{57} - X_{C_{max}} = 0.161 \times (0.161 \times 0.8) \), i.e., the line is compensated with 80% of its line capacity (rating MVA), this will minimize the system overshoot and when \( \omega < 0 \) and \( \theta < 0 \) (third quadrant), \( X = 0.161 - (0.161 \times -0.2) \) this will minimize undershoot. In all other cases (quadrant 4 and 2) with nominal value of 0 such that \( X = 0.161 \). Similarly compensation can be carried on more lines and the most effective compensation is assessed, which is discussed in detail in section 6.4. The
current case study is to investigate the discrete control strategy applied to asynchronous generation (windfarms) at bus 2. Fig. 6.11 is the transient energy (6.3) gained upon fault and it decays over time due to varying electrical power output and is provided with constant mechanical power input, this leads to attaining multi-swing stability. Series compensation of generator reactance using TCSC is the only control strategy applied here while several other literature on methods to attain transient stability can be found in [29, 96].
6.3.3 First swing stability assessment with asynchronous generation

The system with 3-machines and 9-bus analysed before is investigated here, where each machine can be an equivalent generator aggregate. As explained in section 5.3.2, here an equivalent classical generator model is in its simplest form with equivalent inertia as sum of inertia of all generators in the group, and the equivalent transient reactance is obtained by paralleling the transient reactance of all generators under the generation bus[66, 68]. This assumption is utilised to factor windfarm penetration. So windfarm is equivalent to a conventional synchronous generator except with a negligible inertia. Further stability assessment by obtaining CCT using PEBS method is performed on 3-machine 9-bus system to investigate the impact of decreasing inertia at machine 2 on CCT. Bus 2 is where asynchronous generation is in mix with synchronous generation, thus net inertia is reduced.

For a fault on bus 4 the following observation are made. From Fig. 6.12 it is observed that there is relative drop in CCT with decrease in inertia which is at 0% compensation of the line. Here, the drop in CCT from 0.31s to 0.27s occurs for an inertia decrease from 6.5 to 5.2. To improve the CCT from 0.27 to 0.31 , line 5-7 need to be compensated by 80% of line reactance X i.e., $X = 0.161 - 0.161 \times 0.8 = 0.0322$, this will increase CCT to 0.31s. In summary, decreasing the line reactance $X_{57}$ from 0.1610 to 0.0322 in post-fault system will return a desired CCT of 0.31s, when its inertia is reduced from 6.5 to 5.2.

This is also verified in time domain, where Fig. 6.13 is the rotor angle swing of machine 2 at clearing time for three inertia and compensation combination. It demonstrates that line series compensation $X_{57} - X_c$ of post-fault network can help in maintaining CCT even when the inertia of machine is reduced. This will achieve first swing stability. Subsequently appropriate compensation of $X_{57} - X_{ca}$ during overshoot period and $X_{57} + X_{cb}$ during undershoot will decay oscillation similar to Fig. 6.11.

6.4 Series compensation location in 3-machine 9-bus system

It is observed from Fig. 6.14 that for a fault similar to Fig. 6.12 by providing series compensation on line 8-7, CCT (and hence stability) cannot be improved for the reduced inertia. Similarly even by providing compensation on line 6-9, 8-9 and 5-4. Table-6.1 provides a summary of lines that can participate in line series compensation if the inertia

\[ \text{Fig. 6.12 different from Fig. 4.6, there axis are inertia } H_2 \text{ and } H_3 \]
Figure 6.12: CCT lines of machine 2 over \( X_c \) and inertia for fault on bus 4 with line 6-4 removed and line 5-7 compensated

\[
H_2 5.2, X \times 0.1198 \times (1 - 0.8), \text{CCT } 0.31 \\
H_3 6.4, X \times 0.1198, \text{CCT } 0.31 \\
H_2 5.2, X \times 0.1198, \text{CCT } 0.27
\]

Figure 6.13: Machine 2 angle deviation for a fault critically cleared on bus 4 with line 6-4 removed and line 5-7 compensated
Figure 6.14: CCT lines of machine 2 over $X_c$ and inertia for fault on bus 4 line 6-4 removed, line 8-7 value is % compensated in series

Table 6.1: Lines that can participate in compensation

<table>
<thead>
<tr>
<th>Fault line removed</th>
<th>Bus</th>
<th>Line compensated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>6-4</td>
</tr>
<tr>
<td>6-4</td>
<td>4</td>
<td>✓</td>
</tr>
<tr>
<td>5-7</td>
<td>5</td>
<td>☐</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>6-9</td>
<td>6</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>8-7</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8-9</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>5-4</td>
<td>5</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

of machine 2 drops from 6.4 to 5.2 only, as this compensation is within 80% limit of the line capacity. This limit can be varied as desired, this table is prepared from observing the plots like Fig. 6.12. Table-6.1 can be obtained from the algorithm shown in Fig. 6.15, the algorithm is to identify lines which can participate in series compensation. Here $T_{cr6.4}$ is clearing time when machine 2 inertia is 6.4 with no compensation, $T_{cr5.2}$ is clearing time for inertia 5.2 with 80% compensation and $X_{AB}$ is transmission line impedance is between bus A and B.
6.5 Summary

In this chapter we analyze how capacitive series compensation of transmission lines using bang-bang control strategy can achieve multi-swing transient stability if a machine inertia is reduced due to asynchronous generation. This was demonstrated on 3-machine 9-bus network, to find the value of series compensation that needed to be added in series of transmission lines when machine 2 inertia drops. PEBS techniques have been used to obtain clearing time. The estimated compensation value is sufficient to maintain CCT even with reduction in inertia of the machine. Algorithm was provided to obtain the lines which can participate in series compensation until 80% capacity. Equi-CCT contours are projected on compensation and inertia axis, which enables evaluating a quantifiable value of compensation required to be added in line series if a machine inertia is reduced. It clearly displays to help maintain desired transient stability margin, but only few specific lines seems to be able to participate in this compensation to improve stability.

In next and last chapter, a comprehensive conclusion, significance of contribution from this dissertation and direction for future work is provided.
Chapter 7

Conclusions and future works

This dissertation focuses on the transient stability assessment of power system networks with asynchronous generation like windfarms. Increasing amount of windfarms in existing power system network demands the need to understand existing transient stability methods.

Applying most traditional transient stability time-domain approach of observing rotor angle trajectory upon a fault, and see if the trajectory is bounded or diverging. This helps in arriving at a fault duration beyond which the trajectories diverge. This is a continuous trial and error method (performed offline using transient stability assessment tools) for large systems with detail models solved in time domain using high speed computational resources. An alternative approach for assessing transient stability is using the energy function method, which provides a faster solution and suitable for less detailed models but offers conservative results. Energy function method has been used in this thesis with an objective to understand the effect on existing transient stability margin i.e, without reducing inertia. This approach is being attempted for the very first time, for application to networks with asynchronous generation. The system used however are not large practical networks, but representative networks used in power system stability literature.

In chapter 2 energy function was derived and critical clearing time was obtained for SMIB system and three machine nine bus system. 39-bus 10-machine network was studied to identify coherent generator groups. By grouping generators this way, a network can be reduced to fewer buses. Chapter 3 provides thorough theoretical foundations for direct methods and algorithms which are thereafter illustrated by examples to obtain region of attraction for three machine systems. This provides a foundation for understating PEBS method used in obtaining transient critical energy and CCT for a contingency.
Chapter 4 provides results on effect of varying inertia of SMIB while obtaining CCT. It is observed that CCT decreases with reducing inertia, suggesting that lack of inertia quickly lets the system go into unstable region. PEBS method was used to obtain CCT and critical energy of three machine nine bus network. Although the method of obtaining CCT with PEBS is well established, utilising it to obtain CCT for wide range of reduced inertia of machines has never been explored before, which is thus a major contribution of this dissertation. Equi-CCT were plotted over inertia space to quantify the amount of inertia necessary from a machine, if inertia of other machine is reduced to maintain desired CCT. Anchoring of large inertia generator acts as a reference.

In chapter 5 coherent generator groups were identified when a windfarm displaces a synchronous generator in a 39-bus 10-machine system. It was found that generator groups remained same with relative deviations between machine angles and larger deviations to the machines close to windfarm bus. PEBS analysis done on a 3-machine 9-bus network, assuming windfarm as negative load offers a different initial solution and network, which makes it unsuitable for TSA with high wind energy penetration.

In chapter 6 dynamic series compensation of generators with reduced inertia to maintain desired first swing stability and application of bang-bang control to maintain multi-swing stability was demonstrated on SMIB and 3-machine 9-bus network. In three machine nine bus system, compensation quantity to be added in series to the machine is calculated. This quantity is sufficient to maintain critical clearing time even when there is reduction in inertia. PEBS method was employed to obtain critical energy and critical clearing time values. CCT contours are projected on compensation and inertia axis which provides quantifiable value of compensation required when machine inertia is reduced, still maintaining the desired transient stability margin. Optimal compensation values and lines are obtained, these lines can participate in compensation that can help to maintain transient stability limit during credible contingencies. It is found that only few lines can only participate with desired compensation amount upon reduction in inertia.

7.1 Significance of contributions

Study on SMIB and 3-machine 9-bus system to obtain CCT in event of decreasing inertia affirmatively demonstrates that transient stability margin reduces for all kind of contingencies. Simulation in MATLAB environment with machine modelled as constant voltage behind a transient reactance, being a standard practice for transient stability studies, is used in all our assessments.
The graphical representation (Fig. 4.6) of CCT for several inertia combinations offers a quantifiable amount of inertia required in maintaining desired stability margin. This is unlike other researches done so far using proprietary software, where the effect of windfarm is assessed by observing rotor angles of neighbouring machines.

Equi-CCT contour representation also offers an index to proceed with a backward method of calculating inertia. From the CCT contour line plots, we can observe that it is a unique problem formulation. If for a multi-machine system, say 3 machines, exposed to contingency with similar pre-fault initial conditions inertia of any two machines and CCT are provided (which can be obtained from any energy function method or a time domain method) one can using the method described in this thesis estimate the inertia of third machine. This implies that one can estimate the pseudo inertia offered by aggregated asynchronous generator or from a generation bus. This backward method can be of special interest for windfarm integration and system planning group to incorporate the lack of inertial ability.

Equi-CCT contour representation in inertia space are like characteristic curves of system inertia for a contingency. It can be used as a reference guide for planning, operation/control of windfarms, especially to address the aspiration towards participating in ancillary services like providing inertial support. Even if necessary modification is required for existing protection setting, the new CCT obtained due to reduced inertia can help provide a roadmap for modifying existing protection setting. The bang-bang control ensures the system remain in region of attraction. The equi-CCT contour lines which are plotted along with capacitive compensation can be used as a characteristic curve for specific contingency which will help decide appropriate protection setting modifications.

7.2 Challenges

Simulation packages use different type of models and therefore it is challenging to compare results derived using different packages. This generates more confusions and uncertainties while dealing with simulation and validation of results. For this research, the author has primarily used MATLAB simulation environment for SMIB and 3-machine 9-bus system simulations, and DIgSILENT Powerfactory using library models for 39-bus 10-machine system RMS simulations. Powerfactory provides time domain results and does not have an energy function program. As proprietary software are complex and do not provide much flexibility that help to understand accurate parameters affecting the transient stability, the author sought to use MATLAB environment using PEBS method. In this study, the asynchronous generator of the windfarm is considered as a conventional synchronous generator with negligible inertia. Since the focus of the thesis
was to develop fundamental understanding of energy function application to transient stability, it can be considered acceptable.

The equi-CCT lines plotted in chapter 4 for varying inertia is only suitable for three machine system with one machine anchored. For machines more than three representing in inertia space and extracting information will be challenging. For larger machine assessment we can still obtain CCTs as usual multi-machine system. A large scale system can be reduced into an equivalent smaller machine network. Then an existing procedure to obtain CCT, involves grouping of generators and selective contingencies can be used.

7.3 Future work

7.3.1 Detail machine model analysis

- In this thesis much of investigation is done to obtain critical clearing time and energy in MATLAB environment, with simple machine and lossless network models that generally suffice for transient stability studies. Also with an assumption that windfarms are traditional synchronous machine with negligible or reduced inertia. This investigation can be redone and results can be verified to obtain accurate values using PSCAD software, with detailed machine and windfarm models.

- Similarly use of detail models in Powerfactory software in EMT mode and writing a script to compute energy function for multi-machine can be a possible direction.

7.3.2 Large network energy function analysis

- Direct methods have always suffered the inability to be applied on-line and for large networks. Direct method transient stability analysis on 39-bus 10-machine system can be pursued in future in MATLAB environment, and compared with rotor angles and speed deviation results from a network developed in PSCAD.

- Reducing a 39-bus 10-machine system, with and without windfarm developed in Powerfactory from chapter 3 and 5, into a smaller machine system can be possible future work direction. This task will help to verify generation aggregation and network reduction methods and identify the stability analysis fidelity of reducing a large network into a simple three machine network.

- In chapter 3, obtaining region of attraction for 3-machine 9-bus system and obtaining coherent generator groups has been clearly outlined. Using the coherent generator group information to reduce to three machine, smaller bus network and obtaining controllable unstable equilibrium points can be a taken up in future.
7.3.3 Control of FACT devices in large network

In this thesis bang-bang control is proposed whereas in future this discrete control strategy or other novel strategies for transient stability enhancement can be verified with different FACT devices. Investigations can be done using Powerfactory, MATLAB or PSCAD packages on a multi-machine multi-bus network with simple or detailed models of synchronous generator and windfarms. Compensation can be verified from load bus locations and other non-generator locations.
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A.2 Basic data and characteristics

Parameters for the two-axis model of the synchronous machines are shown in tables as follows. All values are given on 100 MVA base [28, 97]

Table A.1: Generator data

<table>
<thead>
<tr>
<th>bus</th>
<th>$P_g$</th>
<th>$Q_g$</th>
<th>$Q_{max}$</th>
<th>$Q_{min}$</th>
<th>$V_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>250</td>
<td>161.762</td>
<td>161.762</td>
<td>140</td>
<td>1.0499</td>
</tr>
<tr>
<td>31</td>
<td>516</td>
<td>221.574</td>
<td>300</td>
<td>-100</td>
<td>0.982</td>
</tr>
<tr>
<td>32</td>
<td>650</td>
<td>206.965</td>
<td>300</td>
<td>150</td>
<td>0.9841</td>
</tr>
<tr>
<td>33</td>
<td>632</td>
<td>108.293</td>
<td>250</td>
<td>0</td>
<td>0.9972</td>
</tr>
<tr>
<td>34</td>
<td>508</td>
<td>166.688</td>
<td>167</td>
<td>0</td>
<td>1.0123</td>
</tr>
<tr>
<td>35</td>
<td>650</td>
<td>210.661</td>
<td>300</td>
<td>-100</td>
<td>1.0494</td>
</tr>
<tr>
<td>36</td>
<td>560</td>
<td>100.165</td>
<td>240</td>
<td>0</td>
<td>1.0636</td>
</tr>
<tr>
<td>37</td>
<td>540</td>
<td>-1.36945</td>
<td>250</td>
<td>0</td>
<td>1.0275</td>
</tr>
<tr>
<td>38</td>
<td>830</td>
<td>21.7327</td>
<td>300</td>
<td>-150</td>
<td>1.0265</td>
</tr>
<tr>
<td>39</td>
<td>1000</td>
<td>78.4674</td>
<td>300</td>
<td>-100</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table A.2: Detailed synchronous machines data

<table>
<thead>
<tr>
<th>Gen.</th>
<th>$H$</th>
<th>$r_a$</th>
<th>$x_d'$</th>
<th>$x_q'$</th>
<th>$x_d$</th>
<th>$x_q$</th>
<th>$T_{do}'$</th>
<th>$T_{qo}'$</th>
<th>$x_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500.0</td>
<td>0</td>
<td>0.006</td>
<td>0.008</td>
<td>0.02</td>
<td>0.019</td>
<td>7.0</td>
<td>0.7</td>
<td>0.003</td>
</tr>
<tr>
<td>2</td>
<td>30.3</td>
<td>0</td>
<td>0.0697</td>
<td>0.170</td>
<td>0.295</td>
<td>0.282</td>
<td>6.56</td>
<td>1.5</td>
<td>0.035</td>
</tr>
<tr>
<td>3</td>
<td>35.8</td>
<td>0</td>
<td>0.0531</td>
<td>0.0876</td>
<td>0.2495</td>
<td>0.237</td>
<td>5.7</td>
<td>1.5</td>
<td>0.0304</td>
</tr>
<tr>
<td>4</td>
<td>28.6</td>
<td>0</td>
<td>0.0436</td>
<td>0.166</td>
<td>0.262</td>
<td>0.258</td>
<td>5.69</td>
<td>1.5</td>
<td>0.0295</td>
</tr>
<tr>
<td>5</td>
<td>26.0</td>
<td>0</td>
<td>0.132</td>
<td>0.166</td>
<td>0.67</td>
<td>0.62</td>
<td>5.4</td>
<td>0.44</td>
<td>0.054</td>
</tr>
<tr>
<td>6</td>
<td>34.8</td>
<td>0</td>
<td>0.05</td>
<td>0.0814</td>
<td>0.254</td>
<td>0.241</td>
<td>7.3</td>
<td>0.4</td>
<td>0.0224</td>
</tr>
<tr>
<td>7</td>
<td>26.4</td>
<td>0</td>
<td>0.049</td>
<td>0.186</td>
<td>0.295</td>
<td>0.292</td>
<td>5.66</td>
<td>1.5</td>
<td>0.0322</td>
</tr>
<tr>
<td>8</td>
<td>24.3</td>
<td>0</td>
<td>0.057</td>
<td>0.0911</td>
<td>0.290</td>
<td>0.280</td>
<td>6.7</td>
<td>0.41</td>
<td>0.028</td>
</tr>
<tr>
<td>9</td>
<td>34.5</td>
<td>0</td>
<td>0.057</td>
<td>0.0587</td>
<td>0.2106</td>
<td>0.205</td>
<td>4.79</td>
<td>1.96</td>
<td>0.0298</td>
</tr>
<tr>
<td>10</td>
<td>42.0</td>
<td>0</td>
<td>0.031</td>
<td>0.008</td>
<td>0.1</td>
<td>0.069</td>
<td>10.2</td>
<td>0.0</td>
<td>0.0125</td>
</tr>
</tbody>
</table>
A.2.1 network data, power and voltage set points

Table A.3: Network data

<table>
<thead>
<tr>
<th>from bus</th>
<th>to bus</th>
<th>Resistance</th>
<th>Reactance</th>
<th>Susceptance</th>
<th>Tap ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.0035</td>
<td>0.0411</td>
<td>0.6987</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>39</td>
<td>0.001</td>
<td>0.025</td>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.0013</td>
<td>0.0151</td>
<td>0.2572</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>0.007</td>
<td>0.0086</td>
<td>0.146</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>0</td>
<td>0.0181</td>
<td>0</td>
<td>1.025</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.0013</td>
<td>0.0213</td>
<td>0.2214</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>0.0011</td>
<td>0.0133</td>
<td>0.2138</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.0008</td>
<td>0.0128</td>
<td>0.1342</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>0.0008</td>
<td>0.0129</td>
<td>0.1382</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.0002</td>
<td>0.0026</td>
<td>0.0434</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>0.0008</td>
<td>0.0112</td>
<td>0.1476</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.0006</td>
<td>0.0092</td>
<td>0.113</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>0.0007</td>
<td>0.0082</td>
<td>0.1389</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>0</td>
<td>0.025</td>
<td>0</td>
<td>1.07</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.0004</td>
<td>0.0046</td>
<td>0.078</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.0023</td>
<td>0.0363</td>
<td>0.3804</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>39</td>
<td>0.0011</td>
<td>0.025</td>
<td>1.2</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.0004</td>
<td>0.0043</td>
<td>0.0729</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>0.0004</td>
<td>0.0043</td>
<td>0.0729</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>0</td>
<td>0.02</td>
<td>0</td>
<td>1.07</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>0.0016</td>
<td>0.0435</td>
<td>0</td>
<td>1.006</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>0.0016</td>
<td>0.0435</td>
<td>0</td>
<td>1.006</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>0.0009</td>
<td>0.0101</td>
<td>0.1723</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>0.0018</td>
<td>0.0217</td>
<td>0.366</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>0.0009</td>
<td>0.0094</td>
<td>0.171</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>0.0007</td>
<td>0.0089</td>
<td>0.1342</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>0.0016</td>
<td>0.0195</td>
<td>0.304</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>21</td>
<td>0.0008</td>
<td>0.0135</td>
<td>0.2548</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>0.0003</td>
<td>0.0059</td>
<td>0.068</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>0.0007</td>
<td>0.0082</td>
<td>0.1319</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>27</td>
<td>0.0013</td>
<td>0.0173</td>
<td>0.3216</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>0.0007</td>
<td>0.0138</td>
<td>0</td>
<td>1.06</td>
</tr>
<tr>
<td>19</td>
<td>33</td>
<td>0.0007</td>
<td>0.0142</td>
<td>0</td>
<td>1.07</td>
</tr>
<tr>
<td>20</td>
<td>34</td>
<td>0.0009</td>
<td>0.018</td>
<td>0</td>
<td>1.009</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>0.0008</td>
<td>0.014</td>
<td>0.2565</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>0.0006</td>
<td>0.0096</td>
<td>0.1846</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>35</td>
<td>0</td>
<td>0.0143</td>
<td>0</td>
<td>1.025</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>0.0022</td>
<td>0.035</td>
<td>0.361</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>36</td>
<td>0.0005</td>
<td>0.0272</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>0.0032</td>
<td>0.0323</td>
<td>0.531</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>37</td>
<td>0.0006</td>
<td>0.0232</td>
<td>0</td>
<td>1.025</td>
</tr>
<tr>
<td>26</td>
<td>27</td>
<td>0.0014</td>
<td>0.0147</td>
<td>0.2396</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>28</td>
<td>0.0043</td>
<td>0.0474</td>
<td>0.7802</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>29</td>
<td>0.0057</td>
<td>0.0625</td>
<td>1.029</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>29</td>
<td>0.0014</td>
<td>0.0151</td>
<td>0.249</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>38</td>
<td>0.0008</td>
<td>0.0156</td>
<td>0</td>
<td>1.025</td>
</tr>
</tbody>
</table>
### Table A.4: Bus data - power and voltage set points after load flow

<table>
<thead>
<tr>
<th>Bus</th>
<th>$P_i$</th>
<th>$Q_i$</th>
<th>$V_i$</th>
<th>$\theta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97.6</td>
<td>44.2</td>
<td>1.0393836</td>
<td>-13.536602</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1.0484941</td>
<td>-9.7852666</td>
</tr>
<tr>
<td>3</td>
<td>322</td>
<td>2.4</td>
<td>1.0307077</td>
<td>-12.276384</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>184</td>
<td>1.00446</td>
<td>-12.626734</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1.0060063</td>
<td>-11.192339</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1.0082256</td>
<td>-10.40833</td>
</tr>
<tr>
<td>7</td>
<td>233.8</td>
<td>84</td>
<td>0.99839728</td>
<td>-12.755626</td>
</tr>
<tr>
<td>8</td>
<td>522</td>
<td>176.6</td>
<td>0.99787232</td>
<td>-13.335844</td>
</tr>
<tr>
<td>9</td>
<td>6.5</td>
<td>-66.6</td>
<td>1.038332</td>
<td>-14.178442</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1.0178431</td>
<td>-8.170875</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1.0133858</td>
<td>-8.9369663</td>
</tr>
<tr>
<td>12</td>
<td>8.53</td>
<td>88</td>
<td>1.000815</td>
<td>-8.9988236</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>1.014923</td>
<td>-8.9299272</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>1.012319</td>
<td>-10.715295</td>
</tr>
<tr>
<td>15</td>
<td>320</td>
<td>153</td>
<td>1.0161854</td>
<td>-11.345399</td>
</tr>
<tr>
<td>16</td>
<td>329</td>
<td>32.3</td>
<td>1.0325203</td>
<td>-10.033348</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1.0342365</td>
<td>-11.116436</td>
</tr>
<tr>
<td>18</td>
<td>158</td>
<td>30</td>
<td>1.0315726</td>
<td>-11.986168</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0</td>
<td>1.0501068</td>
<td>-5.4100729</td>
</tr>
<tr>
<td>20</td>
<td>680</td>
<td>103</td>
<td>0.99101054</td>
<td>-6.8211783</td>
</tr>
<tr>
<td>21</td>
<td>274</td>
<td>115</td>
<td>1.0323192</td>
<td>-7.6287461</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>0</td>
<td>1.0501427</td>
<td>-3.1831199</td>
</tr>
<tr>
<td>23</td>
<td>247.5</td>
<td>84.6</td>
<td>1.0451451</td>
<td>-3.3812763</td>
</tr>
<tr>
<td>24</td>
<td>308.6</td>
<td>-92.2</td>
<td>1.038001</td>
<td>-9.9137585</td>
</tr>
<tr>
<td>25</td>
<td>224</td>
<td>47.2</td>
<td>1.0576827</td>
<td>-8.3692354</td>
</tr>
<tr>
<td>26</td>
<td>139</td>
<td>17</td>
<td>1.0525613</td>
<td>-9.4387696</td>
</tr>
<tr>
<td>27</td>
<td>281</td>
<td>75.5</td>
<td>1.0383449</td>
<td>-11.362152</td>
</tr>
<tr>
<td>28</td>
<td>206</td>
<td>27.6</td>
<td>1.0503737</td>
<td>-5.9283592</td>
</tr>
<tr>
<td>29</td>
<td>283.5</td>
<td>26.9</td>
<td>1.0501149</td>
<td>-3.1698741</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0</td>
<td>1.0499</td>
<td>-7.3704746</td>
</tr>
<tr>
<td>31</td>
<td>9.2</td>
<td>4.6</td>
<td>0.982</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0.9841</td>
<td>-0.1884374</td>
</tr>
<tr>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0.9972</td>
<td>-0.19317445</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>0</td>
<td>1.0123</td>
<td>-1.631119</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>0</td>
<td>1.0494</td>
<td>1.775069</td>
</tr>
<tr>
<td>36</td>
<td>0</td>
<td>0</td>
<td>1.0636</td>
<td>4.4684374</td>
</tr>
<tr>
<td>37</td>
<td>0</td>
<td>0</td>
<td>1.0275</td>
<td>-1.5828988</td>
</tr>
<tr>
<td>38</td>
<td>0</td>
<td>0</td>
<td>1.0265</td>
<td>3.8928177</td>
</tr>
<tr>
<td>39</td>
<td>1104</td>
<td>250</td>
<td>1.03</td>
<td>-14.535256</td>
</tr>
</tbody>
</table>
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