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ABSTRACT 
 

 

Direct Sequence Spread-Spectrum Systems (DS-SSS) and Code Division Multiple Ac-

cess (CDMA) Systems have a wide range of applications in wireless communication 

systems. They are well investigated under assumption that the spreading sequences are 

perfectly synchronized. However there are not many references presenting their opera-

tions under assumption the spreading sequences are not perfectly synchronized, which 

can have significant consequences on the probability of error properties of these sys-

tems. This Report describes design of these systems under assumption that there is not 

perfect sequence synchronization. The analysis and results are presented for binary and 

non-binary sequences like chaotic and random sequences.  

 

It was found that the signals in the systems can be represented and precisely mathemati-

cally described in discrete time domain. However, in that case, a random delay between 

imperfectly synchronized sequences needs to be expressed in discrete form, which 

opened a new problem of deriving discrete probability density functions as necessity for 

the statistical characterization of this delay between the received and locally generated 

(reference) sequence. Furthermore, the delay has a finite value, i.e., it is limited due to 

the nature of synchronization, being at most equal to the duration of a chip. Therefore, 

the derived density functions need to be defined and derived in the form of truncated 

discrete density functions. Also, the problem of choosing these densities is to be sepa-

rately solved. Namely, the density functions need to follow real variations of the delay 

in these kinds of systems.  
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1. INTRODUCTION 

 

 

This Report presents theoretical analysis of binary and non-binary CDMA systems with 

interleaver and deinterleaver blocks used to mitigate effects of fading in Rayleigh fading 

channel. Most of the work related to direct sequence spread-spectrum (DS-SSS) and 

code-division multiple access systems (CDMA) was dedicated to the analysis of the sys-

tem operations of binary and chaos-based systems [1]-[12] and issues related to the se-

quence synchronization problems [13]-[22]. Most of the work presented in these refer-

ences was based on the assumption that the communication channel in CDMA system 

was a flat fading channel and there is a perfect synchronization between the received 

and locally generated reference sequence [13]-[22].   

 

Majority of published papers are targeted to the analysis of chaos-based base-band and 

asynchronous systems [23, 24]. A baseband DS-CDMA system with a wide-band chan-

nel was analyzed in [25, 26], and systems with wide-band channel estimators were pre-

sented in [27, 29]. There are two papers published lately related to chaos communica-

tions [30]- [32]. In the first paper [30] a base-band system in the presence of AWGN is 

analyzed and then extended to a pass-band system. In the second paper [31] a multicar-

rier system with WB channel, characterized by delays and fading coefficients, is ana-

lyzed. In [32] detailed derivative of the probability of error are presented both for binary 

and non-binary spreading sequences used in CDMA systems with a wide-band channel. 

It was confirmed that the probability of error can be improved when the number of mul-

tipath channel increases. Chip interleaving techniques are efficiently used to mitigate 

fading in multi-user and CDMA systems operating in flat fading channels [33] – [35].  

 

In this Report the mathematical model of the system is made by presenting all signals in 

discrete time domain and using the theory of discrete time stochastic processes. In order 

to investigate the influence of delay between the sequences, due to imperfect synchroni-

zation, each chip is interpolated by S samples. This interpolation is also done for the 

sake of future analysis that will include modulation and demodulation of the carrier. In 

that case, for discrete time signal processing, the chip samples will be multiplied with 

the corresponding samples of the carrier [36]-[38]. The number of samples will depend 

on the number of carrier oscillations that is required in a chip interval. It is important to 

note that the applied interpolation does not increase the bandwidth requirements of the 

analyzed system. 

 

The system is analyzed for a general case and then formal expressions for the probabil-

ity of bit error (Pe) are derived for both binary and chaotic sequences. Based on the Pe 

expressions derived, assuming presence of both interleaver and deinterleaver blocks in 

the system, the analytical analysis of theoretical expressions was conducted. It was 

proved that the already known expressions for the probability of error in systems with 

perfect synchronization are special cases of the general formulas which are derived in 

this paper. This analysis is partially related to the results published in a number of refer-

ences [39-42]. Also the procedure of the design of the systems and generation of chaotic 

sequences, published in [43-48] can be applied for the system with imperfect synchroni-
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zation as presented in this Report.  

 

The paper consists of six Chapters. Chapter 2 presents the CDMA system structure and 

its basic operation including interleaver and deinterleaver blocks and the delay inside 

the synchronization block. In the case of a single user signal transmission the analyzed 

system is a Direct Sequence Spread Spectrum System (DS-SSS). The mathematical 

model of the system with Rayleigh fading is presented in Chapter 3 under assumption of 

imperfect synchronization between sequences. The channel with Additive White Gauss-

ian Noise (AWGN) and related calculations of the probability of bit error are presented 

in Chapter 4. Analytical analysis of the system with interleavers and imperfect sequence 

synchronization is presented in Chapter 5. Basic conclusions are presented in Chapter 6. 
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2. SYSTEM OPERATION 

 

 

A multiuser system structure is presented in Fig. 1. If only one branch in the transmitter 

is used the system becomes DSSS system. 
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Figure 1 Block diagram of a digital communication system 

 

The i-th message bit i
(g)

 of the  g-th user is encoded (spread) with a unique spreading 

sequence xt
(g)

 (where g = 1, 2, …, N, i = 1, 2, 3, … is the order of the message bits in a 

message sequence and t = 1, 2, 3, …, S is the chips order in the i-th message bit). The 

uniqueness of the spreading sequence is specified by its orthogonal nature or by its ini-

tial value if a non-binary sequence is used. The i-th bits of all users are added to each 

other resulting in the transmitter signal expressed as 

  

1 1

N N
g g g

tiTx ti i ti

g g

s s x
 

   ,          (1) 

 

where the g-th user sequence is expressed as  

 

1 1

1 1

g g

g g g ti i

ti i ti g g

ti i

x
s x

x






    
   

    
.         (2) 

 

One way of extracting message signal in the receiver is to produce exactly the same ref-

erence sequence as the spreading sequence of the transmitter and then take out a single-

user message bits using a correlator, as shown in Fig. 1. If a different initial value is 

used in the receiver to generate a particular spreading sequence, then the message signal, 

due to very low cross-correlation, is not going to be successfully extracted. The design 

of a spreading sequence generator with, we say, “good correlation properties”, is essen-

tial in the designing a single use or a multiple user communication system.  
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In the system shown in Fig. 1 the transmitted chip is affected by flat fading, represented 

by Rayleigh coefficient α, and the additive white Gaussian noise (AWGN). Therefore, 

the received t-th chip of the i-th bit for the g-th user can be expressed as 

 

1

N
g g

tiRx tiTx ti i ti ti

g

s s x    


    .         (3) 

 

Each chip has a finite duration Tc represented in discrete time domain by S interpolation 

samples. The received sequence is correlated with the local (reference) sequence. For 

the system’s proper operation the two sequences are supposed to be perfectly synchro-

nized. However, that is not the case in real systems and the delay between them exists. 

We will assume that the delay is random and is associated to the local sequence, which 

does not change the generality of explanation. On the other hand, in practice, the local 

sequence is shifted in respect to the received sequence, as shown in Fig. 2, until the syn-

chronization is achieved. Therefore, the received chip can be expressed in this form 

 

1 1 1

( ) ( )
S S N

Tx g g g g

t ti ti ti i ti ti ti

s s g

z s x x x     
  

      ,       (4) 

 

where S identical chip samples are multiplied with the delayed chip samples of the local 

delayed sequence and added to each other.  
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Figure 2 Delayed reference sequence of the receiver and the received sequence 

 

Due to the delay between the sequences, (S - |τ|) samples of the delayed chip will be 

aligned to the received chip samples, i.e., 
g g

ti tix x  , and  |τ| samples will be beyond the 

interval of the received chip, i.e., 
g g

ti tix x  . Therefore, inside the correlation receiver, the 

received chip value can be expressed as 
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| |

| | 1 1 1 1
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       .      (5) 

 

If the g-th user receives the signal, the t-th received chip of that user can be expressed in 

this form 

 

| |
2

| | 1 1, 1 1,

S N N
g g n n g g g g g n n g g

tg i ti i ti ti ti ti i ti ti i ti ti ti ti

s n n g s n n g
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    . (6) 

 

The first sum contains the processed samples that are perfectly synchronized with the 

received chip. The first addend in this sum is signal part, the second term is inter-user 

interference and the third one is the noise part. The second sum contains the samples 

that are not synchronized producing inter-chip interference, which has tree addends. The 

first addend is inter-chip interference related to the g-th user chip. The second term is 

interference from other users and the third term is the noise related to the delayed sam-

ples. Because the interpolation samples inside any chip are identical, the chip value can 

be expressed as  

 
2

1, 1,
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         (7) 

 

The final output of the correlator is a random function that represents the i-th bit deci-

sion variable expressed as  
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    (8) 

 

Supposing that the i-th bit transmitted is +1 and the intrleaver/deinterleaver blocks are 

used, the decision variable can be expressed in this general form 
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2 2
2

1 1

2 2

1 1, 1 1,

2 2

1 1

( | |) | |

( | |) | |

( | |) | |

g g g g

i t ti t ti ti

t t

N N
n n g n n g

t i ti ti t i ti ti

t n n g t n n g

g g

ti ti ti ti

t t

z S x x x

S x x x x

S x x

A B C D E F

 



 



 



   

     

   

 

     

 

  

    

    

     

 

   

 

,   (9) 

 

as will be proved in Section 5. 
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3. PROBABILITY OF ERROR DERIVATION FOR NOISY FADING CHANNEL 

 

 

Following explanation presented in Section 4, the decision variable (8) may be ex-

pressed as a sum of six random variables. The mean and variance of these random vari-

ables, conditioned on fading and delay variables, α and τ respectively, can be found as 

follows. The means are 

 

 
2 2 2

2 2 2

1 1 1
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     (10) 
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         (12) 

 

and, finally, due to the fact the mean of the noise is zero, we may have 

 

     | | | 0E D E E E F     .        (13) 

 

The variances of A conditioned on α and τ is 

 

  

2
2

2 2 2

1

2 2 4 2 2 2 2 2

2 2 2 2 2 2

4

( | ) ( | |) ( | )

( | |) 2 2 (2 1) ( | |) 4

( | |) 2 ( ) ( | |) 2 ( 1)

g

ti

t

g

ti c c

x c c

A E S x E A

S E x P S P

S P P S P



    

       

      



   
    

   

     

     



    (14) 

 

where 2

4 /x cP P   is a spreading sequence factor that depends on the statistical properties 

of a particular spreading sequence. The other variances are as follows 

 
2

2 2
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1 1

( | ) | | | | | | 2g g g g

ti ti ti ti c
iid

t t

B E x x E x x P
 

         
 

     
      

    
  ,      (15) 

 
2 2

2 2 2 2 2

1 1,

( | ) {[( | |) ] } ( | |) 2 ( 1)n n g

i ti ti c
iid

t n n g

C E S x x S N P
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and, in analogous way, we may have 

 
2 2 2 2( | ) | | 2 ( 1) cD N P      ,        (17) 
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2 2 2( | ) ( | |) 2 cE S P     , and        (18) 

 
2 2 2( | ) | | 2 cF P    .          (19) 

 

The probability of error, conditioned on the fading factor and delay, can be calculated as 
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,     (20) 

 

where X depends on the delay of the chip and the fraction number of interpolated sam-

ples as follows 

 

 
2 2

2 2

| | | / |

( | |) (1 | | / )

S
X

S S

 

 
 

 
.          (21) 

 

These general expressions can be reduced to already known results obtained for the sys-

tems with perfect synchronization. 

 

SPECIAL CASE 1: Suppose the delay is eliminated. Then, we have X = 0 and the ex-

pression for the probability of error becomes 

 
1/2

1/2 1
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2 2

0

1 2 1 ( 1) 1 1

2 2

Zi b
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N E
Pe erfc erfc

N

 

   


      

            

,     (22) 

 

which is equivalent to the already known expression for the probability of error in the 

presence of flat fading in the channel. 

 

SPECIAL CASE 2: For CASE 1, suppose the fading is additionally eliminated. There-

fore,  α = 1 and the expression for the probability of error becomes 

 
1/2

1/2 1
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2

0

1 2 1 ( 1) 1

2 2
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N E
Pe erfc erfc
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,      (23) 

 

which is equivalent to the already known expression for the probability of error in the 

presence of flat fading in the channel. In Fig. 3 the graphs of this probability, for the 

spreading factor ψ as parameter, are presented. 

 

SPECIAL CASE 3: Suppose the system analyzed is a single user DSSS system. Then, ψ 

= 1 and N = 1 and the expression for the probability of error is 
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1/2
2

2

0

1 2 1

2 2

Zi b

Zi

E
Pe erfc erfc

N







 
  

 
,         (24) 

 

which is expected expression for the probability of error for the BPSK system in the 

presence of AWGN. The graphs for this case are presented by star lines in all Figures in 

this Report for the sake of comparison. For the same reason, the graphs for the probabil-

ity of error for fading channel are presented in all figures by black solid graph. 

 

For a constant number of users, N = 1 in Fig. 3a), the probability of error increases when 

the sequence factor ψ increases from 1 to 3. For a fixed probability of error Pe = 10
-5

, the 

system with random spreading, ψ =3, requires 1 dB higher signal-to-noise ratio in re-

spect to the system with binary spreading, ψ = 1.  
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a)          b) 

 

Figure 3 Probability of error Pe performance for different spreading sequences and dif-

ferent number of users. 

 

a) Different spreading sequences defined by ψ = 1 (binary), ψ = 3/2 (chaotic) 

and ψ = 3 (Gaussian) from bottom to top, and for a single user N = 1, unit 

power Pc = 1 and processing gain 2β = 100. 

b) Different number of users N = 1, 2, 4, 8 (from bottom to top), fixed spreading 

factor ψ = 3 (Gaussian), and for unit power Pc = 1 and processing gain 2β = 

100. 

 

For a constant sequence factor the probability of error increases when the number of us-

er increases. Fig. 3b) presents Pe curves for constant sequence factor ψ =3 and different 
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number of users. For a fixed probability of error Pe = 2·10
-3

, the required signal-to-noise 

ratio in the system with one user increases for 5 dB in respect to the system with 8 users, 

as can be seen from Fig. 3b).  

 

Probability of error Pe performance for different processing gain and different spreading 

factors. General conclusion is, the probability of error increases when both the pro-

cessing gain and sequences factor decreases, as can be seen from Fig. 4a) and 4b). 
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a)          b) 

 

Figure 4 Probability of error Pe performance for different spreading sequences factors. 

 

a) Different processing gains 2β = 50, 100, 200, 400 (from top to bottom), spread-

ing sequences defined by ψ = 3 (Gaussian), and for a 2-user system, N = 2, and 

unit power, Pc = 1. 

b) Different processing gains 2β = 50, 100, 200, 400 (from top to bottom), spread-

ing sequences defined by ψ = 1 (binary), and for a 2-user system, N = 2, and unit 

power, Pc = 1. 
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4. PROBABILITY OF ERROR DERIVATION WITH FINITE DELAYS 

 

 

The expression for the probability of error in a fading channel for α = 1 becomes the ex-

pression for Pe the AWGN channel having this form 
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.      (25) 

 

The expressed probability depends on the sequence factor ψ that represents statistical 

characteristics of spreading sequences. For the sequences of our interest this factor can 

have the following values 
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with the corresponding expressions for the probability of error: 
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, for binary sequence; 
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, for chaotic sequence with a chip power Pc = 1; 
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, for chaotic sequence with a chip power Pc = 0.5; 
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, for Gaussian sequence and a chip power Pc = 1.  

 

The graphs, representing these probabilities, are shown in the following figures. In these 

figures, the graphs for the BPSK system with WGNC and Rayleigh fading channel are 

always presented for the sake of comparison. Fig. 5a) presents Pe graphs for two delays, 

i.e., τ = 2 (circles) and 5 (triangles), and different spreading sequences for each of them, 

defined by sequence factors ψ = 1, 3/2, and 3.  

 

The system with binary sequences has the best Pe performances, which deteriorates and 

become worst in the system with Gaussian random sequences. The deterioration is ap-

proximately 1 dB for Pe = 10
-3

 and for the delay τ = 2. When the delay increases the in-
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fluence of the sequence factor becomes smaller, which is obvious comparing curves 

with the delay τ = 2 (circles) with the curves with the delay the delay τ = 5 (triangles).  
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a)           b) 

 

Figure 5  Pe performance for different spreading sequence and different delay values. 

 

a) Different spreading sequences defined by ψ = 1 (binary), ψ = 0.5, ψ = 3/2 (cha-

otic) and ψ = 3 (Gaussian). The chip duration is S = 10, Pc = 1, a single user sys-

tem, N = 1, 2β = 100 and the constant delay is τ = 2 (circles) and τ = 5 (trian-

gles). 

b) Delays τ = 0, 2, 4, 5, 10, spreading sequences defined by ψ = 3 (Gaussian). The 

chip duration is S = 10, Pc = 1, 2β = 100 and the number of users N = 1. 

 

For a constant delay the probability of error increases when the number of users increas-

es because of the increase in inter-user interference of the system. Figure 6a) presents Pe 

curves for constant delay τ = 2 and variable number of users N = 1, 2, 4, 8. For the prob-

ability of error Pe = 3·10
-3

, the signal-to-noise ratio improves 5 dB in a single-user sys-

tem in respect to a eight-user system, as can be seen from Fig. 6a). 

 

For a constant delay the probability of error increases when the processing gain reduces. 

Fig. 6b) presents Pe curves for constant delay τ = 2 and variable processing gain 2β = 50, 

100, 200, 400. For the probability of error Pe = 6·10
-3

, the signal-to-noise ratio improves 

more than 4 dB in the system with 2β = 400 in respect to the system with 2β = 50, as can 

be seen from Fig. 6b).  

 



 

 13 

 

0 2 4 6 8 10 12 
10 

-9 

10 
-8 

10 
-7 

10 
-6 

10 
-5 

10 
-4 

10 
-3 

10 
-2 

10 
-1 

10 
0 

Eb/No [dB] 

Pe 

  

  

Noise 
Fading 
Users N =1,2,4,8, τ = 2, ψ =3 

 

 

0 2 4 6 8 10 12 
10 

-9 

10 
-8 

10 
-7 

10 
-6 

10 
-5 

10 
-4 

10 
-3 

10 
-2 

10 
-1 

10 
0 

Eb/No [dB] 

Pe 

  

  

Noise 
Fading 
Gain 2β = 50,100,200,400, ψ = 3 

 
a)           b) 

 

Figure 6  Pe performance for different number of users and different processing gains. 

 

a) Number of users N = 1, 2, 4, 8 (from bottom to top), the constant delay τ = 2, 

fixed spreading factor ψ = 3 (Gaussian), unit power Pc = 1, spreading factor 

2β = 100 and the chip duration S = 10. 

b) Different processing gains 2β = 50, 100, 200, 400 (from top to bottom), τ = 2, 

spreading sequences defined by ψ = 3 (Gaussian), and for a 2-user system N = 

2 and unit power Pc = 1. 
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5. SYSTEM WITH BLOCK INTERLEAVER/DEINTERLEAVER  

 

 

5.1 General Expression for the Probability of Error 

 

Suppose a block interleaver is used to interleave the chips of the generated message sig-

nal at the transmitter side. The interleaver depth is equal to the spreading factor. The 

received chips are affected with independent Rayleigh coefficients. The t-th received 

chip can be expressed as 

 

1

N
g g

itRx t i ti ti

g

s x  


  ,           (27) 

 

where αt is the fading coefficient that affects the t-th chip and has different values, due 

to interleaving, for all chips inside the received i-th bit. Each chip has a finite duration 

Tc represented by S samples in discrete time domain. The received sequence is correlat-

ed with the local (reference) sequence. These sequences are supposed to be perfectly 

synchronized. However that is not the case in our analysis and the delay τ between them 

exists. We will assume that this delay is random and is defined inside the local reference 

sequences, which does not change the generality of explanation. On the other hand, in 

practice, the local sequence is being shifted in respect to the received sequence, as 

shown in Fig. 2, until the synchronization is achieved. Therefore, the received chip, cor-

related with the delayed reference chip 
g

tix  , can be expressed in this form 

 

1 1 1

( ) ( )
S S N

Tx g g g g

t t ti ti ti t i ti ti ti

s s g

z s x x x     
  

      ,       (28) 

 

where S identical chip samples are multiplied with the delayed chip samples of the local 

delayed sequence and added to each other.  

 

Due to the delay between the sequences, (S - |τ|) samples of the delayed chip will be 

aligned to the received chip samples, i.e., it will be 
g g

ti tix x  , and  |τ| samples will be be-

yond the interval of the received chip. Therefore, the received chip value can be ex-

pressed as 

 

 

| |

| | 1 1 1 1

( ) ( )
S N N

g g g g g g

t t i ti ti ti t i ti ti ti

s g s g

z x x x x






     
    

       .     (29) 

 

If the g-th user receives the signal, the t-th received chip of that user can be expressed in 

this form 

 
| |

2

| | 1 1, 1 1,

S N N
g g n n g g g g g n n g g

tg i ti i ti ti ti ti t i ti ti t i ti ti ti ti

s n n g s n n g

z x x x x x x x x x


  



       
      

   
        

   
    . (30) 
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The first sum in this expression contains the processed chip samples that are perfectly 

synchronized with the received chip samples. The first addend in this sum is a signal 

part, the second term is an inter-user interference and the third one is the noise part. The 

second sum contains the samples that are not synchronized producing inter-chip inter-

ference, which has tree addends. The first addend is inter-chip interference related to the 

chip of the g-th user. The second term is interference for other users and the third term is 

the noise related to the delayed samples. Because the chip samples are identical, the chip 

value can be expressed as  

  
2

1, 1,

( | |) | |

( | |) | |

( | |) | |

g g g g g

tg t i ti t i ti ti

N N
n n g n n g

t i ti ti t i ti ti

n n g n n g

g g

ti ti ti ti

z S x x x

S x x x x

S x x







     

     

   

   

  

  

  

  .       (31) 

 

The final output of the correlator is the i-th bit value that represents the decision variable 

expressed as  

 
2 2
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.    (32) 

 

Suppose the i-th bit transmitted is 
g

i +1, which does not have influence on the generali-

ty of this analysis. Than the decision variable can be expressed in this form 

 
2 2
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.    (33) 

 

Which is equivalent to expression (9). The mean values conditioned on the delay and 

fading coefficients are 

 

 
2 2 2

2 2

1 1 1

{ | } ( | |) ( | |) ( | |)g g

t t ti t ti c t Zi

t t t

E A E S x S E x S P
  

        
  

 
       

 
        (34) 
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The remaining mean values are zero, as follows 

 

       { | } | | | | 0tE B E C E D E E E F         .      (35) 

 

Therefore, the squared value of the mean of the decision variable can be expressed as  

 
2

2 2 2 2 2

1

{ | } ( | |) ( )Zi t c t

t

E A S P


   


    ,         (36) 

 

or, in  this general form, 

 
2

2 2 2 1 2
2 2 2 2 2 2 2 2 2

1 1 1 1

{ | } { ( | |) } ( | |) { } 2 { } { }g g g g g
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    . (37) 

 

The variances of random function A, conditioned on τ and all αt, can be calculated as 

follows 

 
2 2

2 2
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 (38) 

 

Where, as we have already said, 2

4 /x cP P   is a spreading sequence factor that depends on 

the statistical properties of a particular sequence. The other variances are 

 
2

2 2
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2 2 2( | ) ( | |) 2t cE S P     , and        (42) 

 



 

 17 

2 2 2( | ) | | 2t cF P    .          (43) 

  

The ratios of the doubled variance and the squared values of the mean can be found as 

follows 

 
2 2 2 2 2
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 ,           (49) 

 

where X depends on the delay of the chip and the fraction number of interpolated sam-

ples, and Rα depends on fading coefficients   
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The probability of error, conditioned on fading coefficients and delay, can be calculated 

as 

 
1/2 1/2
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   (51) 

 

which can be simplified as 
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. 

 

However, we will use derived expression (51), because it contains meaningful terms 

from interference point of view.  

 

 

5.2 Relation to the Previous Derivatives for the Noisy Fading Channel  

 

Suppose the operation of the interleaver and deinterleaver are omitted. In this case we 

can find expression for Rα in this form   
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    ,      (52) 

 

and the probability of error as 
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, (53) 

 

which is the same as the expression derived in previous Chapter. The average probabil-

ity of error can be obtained as the mathematical expectation of the conditionalprobabil-

ity of error expressed as 

 

( , ) ( , )e eP P f d d     
 

 

   .         (54) 

 

Due to statistical independence between the delay and the fading coefficients, this prob-

ability of error can be obtained according to this expression 
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   (55) 

 

This integral, to the best of author’s knowledge, cannot be solved. Therefore, the solu-

tion can be found using numerical integration.  
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5.3 The Probability of Error Conditioned on the Delay  

 

Due to the CLT, the decision variable (33) can be treated as a Gaussian discrete time 

stochastic process and the mean values and variance of each discrete variable can be 

found as a function of delays only. In this way, the probability of error, which is condi-

tioned only on the delay as a random variable, can be obtained. The decision variable 

(33) can be expressed in this form 
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.    (56) 

 

Due to statistical independence of the fading coefficients between each other and their 

independence of the spreading chips, the mean values, conditioned on the delay, can be 

calculated as 
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     (57) 

 

The squared value of this mean is  

 
2 2 2 2 2 2{ | } ( | |) 2 c ZiE A S P b       .         (58) 

 

The remaining mean values, as was confirmed before, are zero, i.e., 

 

        { | } | | | | 0E B E C E D E E E F         .       (59) 

 

The variances of A, conditioned on τ, can be calculated as follows 
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   (60) 

 

Where 2

4 /x cP P   is a previously defined spreading sequence factor that depends on the 

statistical properties of a particular sequence. The other variances are 
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2 2 2( | ) ( | |) 2 cE S P     , and        (64) 

 
2 2 2( | ) | | 2 cF P    .          (65) 

 

The ratios of the doubled variances and the squared values of the mean can be found as 

follows 
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where X depends on the delay of a chip and a fraction of the number of interpolated 

samples, and Rα depends on fading coefficients as follows 
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Now, the probability of error in closed form, conditioned on the delay only, can be cal-

culated as 
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The following three special cases will be analysed for various chip sequences with the 

same chip powers being Pc = 1.  

 

SPECIAL CASE 1: Binary spreading sequences, ψ = 1, and the probability of error is 
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SPECIAL CASE 2: Chaotic spreading sequences, ψ = 3/2, and the probability of error is 
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     (69) 

 

SPECIAL CASE 3: Random spreading sequences, ψ = 3, and the probability of error is 

 
1/2

1

2

0

1/2
1

2

0

1 4(3 / 4 1) 4 2
( ) (1 )

2

1 8 4 4 2
(1 )

2

b
e

b

EN N
P erfc X X

b N

EN N
erfc X X

b N




  



  







    
      
   

   
      
   

     (70) 

 

Figure 7a) presents the probability of error graphs for different spreading sequences de-

fined by ψ = 1 (binary), ψ = 0.5, ψ = 3/2 (chaotic) and ψ = 3 (Gaussian), from bottom to 

top, and for the constant delays τ = 2 (blue) and τ = 5 (red).  

 

When the sequences factor ψ increases the probability of error deteriorates. For Pe = 10
-4

 

the loss in signal-to noise ratio is close to 2 dB for the system that uses Gaussian se-

quence instead of binary sequences. If the number of users increases, to N = 4 in Fig, 7a) 

(red graphs), further the probability of error increases further and the graphs are tending 

to the graphs corresponding to the channel with Rayleigh fading.  

 

If the delay between sequences increases, the probability of error in the system increas-

es. This fact can be observed in Fig. 7b) for delays τ = 0, 2, 4, 5, 10 (bottom to top) and 

the number of users N = 1 (blue) and 4 (red). When delay is zero, the curve for single-

user system is close to the curve obtained for the WGN channel. When the delay is 

equal to the chip duration, τ = 10, the probability of error is 0.5, because the system is 

not synchronized at all.   
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a)          b) 

 

Figure 7  Pe performance for different spreading sequences and different delays, and dif-

ferent number of users and different delay values. 

 

a) Different spreading sequences defined by ψ = 1 (binary), ψ = 0.5, ψ = 3/2 (cha-

otic) and ψ = 3 (Gaussian), from bottom to top, and the constant delays τ = 2 

(blue) and τ = 5 (red). The chip duration is S = 10, Pc = 1, single user N = 1, 2β 

= 100  

b) Different delays τ = 0, 2, 4, 5, 10 (bottom to top), number of users N = 1 (blue) 

and N = 4 (red), spreading sequences defined by ψ = 1 (binary). The chip dura-

tion is S = 10, Pc = 1, and 2β = 100. 
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6. THE PROBABILITY OF ERROR IN NOISY AND FLAT FADING CHANNEL 

WITHOUT INTERLEAVER 

 

6.1 Channel with White Gaussian Noise Channel 

 

If only Gaussian noise is present in the channel, the fading coefficients in (9) can be 

equated by one, i.e., αt = 1, and the expression for the decision variable can be obtained 

in this form 
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     (71) 

 

Suppose the i-th bit transmitted is +1, which does not have influence on the generality of 

this analysis. Than the decision variable can be expressed in this form 
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The mean values conditioned on the delay are 
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The remaining mean values are zero, as follows 

 

       { | } | | | | 0E B E C E D E E E F         .     (74) 

 

Therefore the squared value of the mean of the decision variable is  

 
2 2 2 2 2{ | } ( | |) (2 )Zi cE A S P      ,        (75) 

 

or, in  this general form, 
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The variances of random function A, conditioned on τ, can be calculated using this gen-

eral expression 
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which can be simplified as follows 
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where, as we have already said, 
2

4 /x cP P   is a spreading sequence factor that depends on 

the statistical properties of a particular sequence. The other variances are 
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Having in mind these relations hold 
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ratios of the doubled variance and the squared values of the mean can be found as fol-

lows 
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where X depends on the delay of the chip and the number of interpolated samples and Rα 

depends on fading coefficients   
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The probability of error conditioned on delay can be calculated as 
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which can be also obtained from (51) for 1/ 2R   and 2 24   . 

 

 

6.2 System with Flat Fading Channel 

 

If only Gaussian noise is present in the channel, the fading coefficients in (9) can be 

equated by one, i.e., αt = 1, and the expression for the decision variable can be obtained 

in this form 
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Suppose the i-th bit transmitted is +1, which does not have influence on the generality of 

this analysis. Than the decision variable can be expressed in this form 

 
2 2

2

1 1

2 2

1 1, 1 1,

2 2

1 1

( | |) | |

( | |) | |

( | |) | |

g g g g

i ti ti ti

t t

N N
n n g n n g

i ti ti i ti ti

t n n g t n n g

g g

ti ti ti ti

t t

z S x x x

S x x x x

S x x

A B C D E F

 



 



 



   

     

   

 

     

 

    

    

    

     

 

   

 

    (93) 

 

The mean values conditioned on the delay are 
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The remaining mean values are zero, as follows 
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Therefore the squared value of the mean of the decision variable is  
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The variances of random function A, conditioned on τ, can be calculated using this gen-

eral expression 
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which can be simplified as follows 
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where, as we have already said, 
2

4 /x cP P   is a spreading sequence factor that depends on 

the statistical properties of a particular sequence. The other variances are 
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where X depends on the delay of the chip and the number of interpolated samples and Rα 

depends on fading coefficients   
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The probability of error conditioned on delay can be calculated as 
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7. CONCLUSIONS 

 

 

In this Report a theoretical model of a CDMA system, which can be also applied to the 

analysis of DSSS systems, is present for the case of imperfect synchronisation of spread-

ing sequences. Two cases are analysed in detail. The first system analysed assumed that 

the channel is characterised by the Rayleigh fading and additive white Gaussian noise. 

In second system it was assumed that an interleaver/deinterlever structure is incorpo-

rated into the system. The general expressions for the probability of error can be rela-

tively easily applied for particular system analysis, as illustrated on the example of 

channels with Gaussian noise in Section 5.4. 

 

 

REFERENCES 

 

[1] C. Vladeanu, I Banica and S. El Assad, “Periodic Chaotic Spreading Sequences 

with better correlation properties than conventional sequences – BER Performances 

Analysis”, IEEE International Symposium on Signal, Circuits and Systems, 2003, 

vol. 2, 649-652. 

[2] G. Heidari-Bateni and C.D. McGillem, “Chaotic Sequences for Spread Spectrum: 

An Alternative to PN Sequences”, IEEE Inter. Conference on Selected Topics in 

Wireless Comm., 1992, 437-440. 

[3] F.C.M. Lau and C.K. Tse, Chaos-based digital communication systems. Springer 

Verlag, Berlin, 2003. 

[4] D. Leon, S. Balkir, M.W. Hoffman and L.C. Perez, “Pseudo-chaotic PN-sequence 

generator circuits for spread spectrum communications”, IEE Proc.-Circuits Devic-

es Syst., Vol. 151, No 6, December, 2004. 

[5] G. Heidari-Bateni and C. D. McGillem, “A chaotic direct-sequence spread-

spectrum communication system,” IEEE Trans.on  Commun., vol. 42, no. 234, pp. 

1524–1527, February 1994. 

[6] G. Mazzini, G. Setti, and R. Rovatti, “Chaotic complex spreading sequences for 

asynchronous DS-CDMA. I. System modeling and results,” IEEE Tr.. Circ. Syst. I, 

vol. 44, no. 10, pp. 937–947, Oct. 1997. 

[7] R. Rovatti, G. Setti, and G. Mazzini, “Chaotic complex spreading sequences for 

asynchronous DS-CDMA. Part II. Some theoretical performance bounds,” IEEE 

Trans. Circuits Syst. I, vol. 45, no. 4, pp. 496–506, April 1998. 

[8] F. Lau and C. Tse, Chaos-Based Digital Communication Systems. Berlin: Springer, 

2004. 

[9] W. Tam, F. Lau, C. Tse, and A. Lawrance, “Exact analytical bit error rates for mul-

tiple access chaos-based communication systems,” IEEE Trans. Circuits Syst. II, 

vol. 51, no. 9, pp. 473–481, Sept. 2004. 

[10] W. M. Tam, F. C. M. Lau, and C. K. Tse, “A multiple access scheme for chaos-

based digital communication systems utilizing transmitted reference,” IEEE Tr. Cir. 

Syst. I, vol. 51, no. 9, pp. 1868–1878, Sept. 2004. 



 

 30 

[11] B. Jovic,  S. Berber, C.P. Unsworth, “A novel mathematical analysis to predict  

master-slave synchronization  for the simplest quadratic chaotic flow, Ueda chaotic 

system and the two-well potential Duffing-Holmes oscillator”, Physica D, vol. 213, 

Issue 1, pp. 31 – 50, Jan. 2006.  

[12] J. Kao, S. M. Berber and V. Kecman,” Blind Multi-User Detector of a Chaos-Based 

CDMA Using Support Vector Machine”, IEEE Tran. on Neural Ne., Vol. 21, No. 

8, 2010, pp. 1221 – 1231. 

[13] G. Kolumban, M. P. Kennedy, and L. O. Chua, “The role of synchronization in dig-

ital communications using chaos. i .fundamentals of digital communications,” IEEE 

Trans. Circuits Syst. I, vol. 44, no. 10, pp. 927–936, Oct. 1997. 

[14] G. Kolumban, M. P. Kennedy, and L. O. Chua, “The role of synchronization in dig-

ital communications using chaos. ii. chaotic modulation and chaotic synchroniza-

tion,” IEEE Trans. Circuits Syst. I, vol. 45, no. 11, pp. 1129–1140, Nov. 1998. 

[15] G. Kolumban, M. P. Kennedy, and L. O. Chua, “The role of synchronization in dig-

ital communications using chaos. iii. performance bounds for correlation receivers,” 

IEEE Trans. Circuits Syst. I, vol. 47, no. 12, pp. 1673–1683, Nov. 2000. 

[16] U. Parlitz, L. Chua, K. Halle, L. Kocarev, and A. Shang, “Transmission of digital 

signals by chaotic synchronization.” Intern. Jour. of Bif. & Chaos in App. Scien. & 

Eng., vol. 2, no. 4, pp. 973 –977, 1992. 

[17] G. Setti, R. Rovatti, and G. Mazzini, “Synchronization Mechanism and Optimiza-

tion of Spreading Sequences in Chaos-Based DS-CDMA Systems”, IEICE TRANS. 

on Fundamentals of Elec., Commun. and Computer Sciences, vol. E82-A, no. 9, pp. 

1737–1746, Sep. 1999. 

[18] S. Berber and B. Jovic, “Sequence synchronization in a wideband CDMA system,” 

The Int. Conf, on Wir. Broad. and Ultra Wid. Comm. (AusWireless06), Sydney, 

Australia, 13–16 March 2006, pp. 1–6. 

[19] B. Jovic, C. Unsworth, G. Sandhu, and S. Berber, “A robust sequence synchroniza-

tion unit for multi-user DS-CDMA chaos-based communication systems,” Signal 

Processing, vol. 87, no. 7, pp. 1692 – 1708, 2007. 

[20] G. Kaddoum, D. Roviras, P. Charge, and D. Fournier-Prunaret, “Robust synchroni-

zation for asynchronous multi-user chaos-based DS-CDMA,” Signal Proc., vol. 89, 

no. 5, pp. 807 – 818, 2009. 

[21] R. Vali, S. Berber, S. K. Nguang, “Analysis of a Chaos-based Non-coherent Delay 

Lock Tracking Loop”, International Conference on Communications, Cape Town, 

pp. 1-5, 23-27 May, 2010. 

[22] R. Vali, S. Berber, S. Nguang, “Effect of Rayleigh fading on non-coherent sequence 

synchronization for multi-user chaos based DS-CDMA,” Signal Proc., vol. 90, no. 

6, pp. 1924 – 1939, 2010. 

[23] R. Rovatti, G. Mazzini, and G. Setti, “Enhanced Rake Receivers for Chaos-Based 

DS-CDMA”, IEEE Trans. Circuits Syst. I, vol. 48, no. 7, pp. 818–829, July 2001. 

[24] R. Rovatti, G. Mazzini, and G. Setti, “Chaos-Based Asynchronous DS-CDMA Sys-

tems and Enhanced Rake Receivers: Measuring the Improvements”, IEEE Trans. 

Cir. Syst. I, vol. 48, no. 12, pp. 1445–1453, Dec. 2001. 

[25] L-M. Chen, and B-S. Chen, “A robust Adaptive DFE Reciver for DS-CDMA Sys-

tem under Multipath Fading Channel”, IEEE Trans. on Signal Processing, vol. 49, 

no. 7, pp. 1523–1532, July 2001. 

[26] G. Cimatti, R. Rovatti, and G. Setti, “Chaos-Based Spreading in DS-UWB Sensor 

Networks Increases Available Bit Rate”, IEEE Trans. Circuits Syst. I, vol. 54, no. 6, 

pp. 1327-1339, June 2007. 



 

 31 

[27]  P. Xiao, and E. Strom, “Soft Demodulation for Orthogonal Modulated and Convo-

lutionally Coded DS-CDMA Systems”, IEEE Trans.on Comm., vol. 58, no. 3, pp. 

742–747, March 2010. 

[28] D. Torrieri, A. Mukherjee, and H.M. Kwon, “Coded DS-CDMA Systems with Iter-

ative Channel Estimation and no Pilot Symbols”, IEEE Tran. on Wir. Comm., vol. 

9, no. 6, pp. 2012-2021, June 2010. 

[29] L. Yue, N. S. Weerasinghe, C. Han, T. Hashimoto, “Partial Multiuser Detection for 

CS-CDMA/CP over Multipathh Channels”,  IEEE Tran.on Comm., vol. 58, no. 8, 

pp. 2305–2313, August 2010. 

[30] G. Kaddoum, and F. Gagnon, “Design of a High-Data-Rate Differential Chaos-Shift 

Keying System”, IEEE Trans. Circuits Syst. II, vol. 59, no. 7, pp. 448-452, June 

2012. 

[31] G. Kaddoum, F-D. Richardson, F. Gagnon, “Design and Analysis of a Multi-Carrier 

Differential Chaos-Shift Keying Communication System”, IEEE Tr. Comm., vol. 

61, no. 8, pp. 3281-3291, Aug. 2013. 

[32] S. Berber, Probability of Error Derivatives for Binary and Chaos-Based CDMA 

Systems in Wide-Band Channels”, IEEE Trans. Wireless Comm., on line, DOI: 

10.1109/TWC.2014.2330301, 12 June 2014. 

[33] R. H. Mahadevappa and J. G. Proakis, “Mitigating multiple access interference and 

intersymbol interference in uncoded CDMA systems with chip-level interleaving”, 

IEEE Trans. Wir. Comm., vol. 1, pp. 781-792, 2002.  

[34] L. Yu-Nan and D. W. Lin, “Multiple Access over Fading Multipath Channels Em-

ploying Chip-Interleaving CD-DSS”, IEICE Trans. on Communications, Vol. E86-

B, No. 1, Jan. 2003. 

[35] L. Yu-Nan and D. W. Lin, “Novel analytical results on performance of bit-

interleaved and chip-interleaved DS-CDMA with convolutional coding”, IEEE 

Tran. on Veh. Technology, Vol. 54, pp. 996-1012, 2005. 

[36] S. Berber, S. Feng, “Theoretical Modelling and Simulation of a Chaos-Based Phys-

ical Layer for WSNs”, NAUN International Journal of Communications, Issue 2, 

Vol. 7, pp. 27-34, 2013.  

[37] S. Berber, “A Noise Phase Shift Keying for Secure Multiuser Code Division Multi-

ple Access Systems”, MILCOM, Washington, 23-25 Oct., Paper 1856, 1 – 6, 2006. 

[38] S. Berber, and N . Chen, “Physical Layer Design in Wireless Sensor Networks for 

Fading Mitigation”, Jour. of Sensor and Act. Networks, special issue, 2, 

doi:10.3390/jsan2030614, 2013, pp. 614-630. 

[39] R. Vali, S. Berber, S. K. Nguang, “Accurate Derivation of Chaos-based Acquisition 

Phase Performance in a Fading Channel”, IEEE Tran. on Wireless Comm., Vol. 11, 

NO. 2, pp. 722-731,Feb. 2012.  

[40] R. Vali, S. Berber, S. K. Nguang, “Analysis of Chaos-based Code Tracking Using 

Chaotic Correlation Statistics”, IEEE Trans. on Circuits and Systems-I, VOL. 59, 

NO. 4, pp. 796-805, April 2012. 

[41] S. M. Berber, R. Vali, “Fading Mitigation in Interleaved Chaos-Based DS-CDMA 

Systems for Secure Communications”, 15th WSEAS Int. Conf. on Communica-

tions, Corfu, July 15-17, 2011, pp. 259-264. 

[42] S. M. Berber, “Fading Mitigation in an Interleaved Noise-Based DS-CDMA System 

for Secure Communications”, The Fifth IASTED Int. Conf. on Sign. Proc., Pattern 

Rec., and Applications, SPPRA 2008, Innsbruck, Austria, February 13 – 15, 2008, 

pp. 260-265. 

http://dx.doi.org/10.1109/TWC.2014.2330301


 

 32 

[43] S. Wang, W. Liu, H. Lu, J. Kuang and G. Hu, ‘Periodicity of chaotic trajectories in 

realizations of finite computer precisions and its implication in chaos communica-

tions’, arXiv:nlin, CD/0309005 v2 20 Feb 2004, Retrieved August07, 2001, from 

http://arxiv.org/pdf/nlin.CD/0309005. 

[44] M. A.  Aseeri, M.I. Sobhi and P. Lee, “Lorenz Chaotic Model using field program-

mable logic gate array (FPGA)”, 45
th

 IEEE International Midwest Symposium on 

Circuits and Systems, 2002. 

[45] S. Su, A. Lin and J.-C. Yen, “Design and Realization of A New Chaotic Neural En-

cryption/Decryption Network”, In. Proc. IEEE Asia-Pacific Conference on Circuits 

and Systems (APCCAS’ 2000), pages 335-338, 2000. 

[46] J.-C. Yen and J.-I. Guo, “Efficient hierarchical chaotic image encryption algorithm 

and its VLSI realization”, IEE Proc. –Vis. Image Signal Process., Vol. 1472, No 2, 

167-175, 2000. 

[47] D. Utami, H. Suwastio and B. Sumadjudin, “FPGA Implementation of Digital Cha-

otic Cryptography”, EurAsia-ICT 2002, LNCS 2510, pp. 239-247, 2002. 

[48] J.C. Sprott, “Chaos and Time-Series Analysis”, Oxford 2003. 

 
 

  

 

 

 

 

 

http://arxiv.org/pdf/nlin.CD/0309005

