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Abstract

Multi-group group confirmatory factor analysis (MGCFA) allows researchers to determine whether a research inventory elicits similar response patterns across samples. If statistical equivalence in responding is found, then scale score comparisons become possible and samples can be said to be from the same population. This paper illustrates the use of MGCFA by examining survey results relating to practicing teachers’ conceptions of feedback in two very different jurisdictions (Louisiana, USA, n=308; New Zealand, n=518), highlighting challenges which can occur when conducting this kind of cross-cultural research. As the two contexts had very different policies and practices around educational assessment, it was considered possible that a common research inventory may elicit non-equivalent responding, leading to non-invariance. Independent models for each group and a joint model for all participants were tested for invariance using MGCFA and all were inadmissible for one of the two groups. Inspection of joint model differences in item loadings, scale reliabilities, scale inter-correlations established the extent of non-invariance. This paper discusses the implications of non-invariance within this particular study and identifies difficulties in using an inventory in cross-cultural settings. It also provides suggestions about how to increase the likelihood that a common factor structure can be recovered.
While calls for increased cross-cultural and international research are not new (e.g., Crossley and Broadfoot, 1992), modern ICTs are now making international collaboration more feasible, opening up new ways to learn from other educational systems. One powerful analytical approach which is potentially very useful for cross-cultural research is multi-group confirmatory factor analysis (MGCFA) (Tran, 2009); MGCFA allows researchers to evaluate the responses of different groups of participants to a common self-report inventory or questionnaire. Invariance means that differences in the key statistical properties of group responses to a test or questionnaire are so small that they are attributable to chance rather than to group characteristics (Vandenberg and Lance, 2000). The statistical properties of interest, drawing on the theory that item responses are caused by latent traits and can be modelled as linear regressions (Borsboom, 2005), include the starting value or intercept and a strength of association or slope of the regression which explains the response behaviour. It is rare that intercepts and slopes will be identical between groups, but these differences may be within chance and thus pose no obstacle to further substantive analysis. If, however, groups have statistically equivalent responding to a set of items, this does not mean they have the same level of endorsement to the items making up each latent trait. Thus, invariance means that the relationship of the latent trait to the items differs only by chance for all groups and this permits comparison of mean scores between the groups.

While invariance indicates that the same statistical and theoretical processes explain group response patterns (although groups may have different attitudes or performance), lack of invariance demonstrates that the research tool (e.g., self-report questionnaire or knowledge test) triggers systematically different responding in each group, making score comparisons invalid since differing response mechanisms underlie group answers. When testing for invariance during MGCFA, researchers must establish whether the latent trait has a different strength (i.e., regression weights) in explaining how the groups respond to each item. Additionally, as rating scales range from very negative to very positive, few people have an opinion or attitude that starts at zero on that scale; the starting point is called the intercept. Hence, researchers need to determine if the groups have different intercept values when presented with an item or statement. If the regression weights and intercepts used to model responses are statistically equivalent between groups (i.e., differences can be attributed to chance), then we can conclude that the groups have been sampled from the same overall population and compare their scores (Wu, Li, and Zumbo, 2007). For example, high school and primary school teachers in New Zealand were invariant in their responding to the Teacher Conceptions of Assessment inventory (Brown, 2011), meaning that although they differed in average levels of agreement with certain factors, the slopes and intercepts of the items within the factors differed only by chance, allowing their scale scores to be compared.

Because invariance is required if cross-cultural comparisons are to be made in studies using the same instrument, it is important to understand the different analytical techniques and processes which can be used to recover factor structures which may be invariant. Additionally, it is necessary to understand the diverse threats to invariance so researchers can minimise the likelihood of generating data sets where invariance will not be found. This paper first provides an overview to multi-group confirmatory factor analysis (MGCFA) procedures. It then illustrates MGCFA with a two-group, cross-cultural study of teacher responses to a Teacher Conceptions of Feedback inventory, exploring techniques used to test for invariance, discussing implications when invariance cannot be established, and providing recommendations for cross-cultural researchers wanting to use research tools that have been developed in different contexts.
Confirmatory Factor Analysis

Factor analysis presumes that there are latent traits (e.g., underlying abilities or attitudes) whose existence can be inferred from inter-correlations within a pool of items with similar content (Kline, 1994). The regression from the latent trait to each item is used to indicate how much the factor explains participant responses. For example, intelligence is a latent trait used to explain the directly measured performance of students on tests (Deary, 2001); self-belief that ‘I can do mathematics’ explains answers to the Mathematics Self-Description Questionnaire (Marsh, Smith, and Barnes, 1983).

Factor analysis extends conventional correlational analysis (i.e., responses are inter-correlated) by presuming latent traits are causes or predictors of manifest responses to items or statements. However, factor models only provide hypothetical causal mechanisms which require corroboration in independent, experimental studies. Nonetheless, factor models which fit the data well are attempts to explain how or why groups have the opinions, attitudes, beliefs, or abilities they demonstrate.

Exploratory factor analysis solutions are weak, since items are allowed to load on all factors. Confirmatory factor analysis (CFA), in contrast, is a sophisticated causal-correlational technique to detect and evaluate the quality of a theoretically-informed model relative to the data set of responses. CFA explicitly specifies in advance the proposed paths among factors and items, normally limiting each item to only one factor and setting the loading to all other factors at zero (Byrne, 2001; Hoyle, 1995; Klem, 2000). Unlike correlational or regression analyses, CFA determines the estimates of all parameters (i.e., regressions from factors to items, the intercept of items at the factor, the covariance of factors, and the unexplained variances or residuals in the model) simultaneously, and provides statistical tests that reveal how close the model is to the data set (Klem, 2000).

In accordance with the principle of simple structure, most CFA models are designed so that items have zero factor loadings on all factors except the one for which they were designed. Within each factor, one item is fixed to a seed value of 1 to establish the ‘scale’ of the latent factor, while all other items are freely estimated. Usually, the residuals for all items are zero correlated with all other residuals in accordance with the assumption that unexplained variance is randomly distributed.

Not surprisingly, given the number of different parameters being estimated simultaneously (e.g., regressions, intercepts, covariances, and residuals), CFA requires large sample sizes, usually > 500 (Chou and Bentler, 1995). By chance, even samples as large as 400 will still produce improper, and thus inadmissible, solutions about 2% of the time (Boomsma and Hoogland, 2001). Improper solutions include those where the covariance matrix among correlated factors is not positive definite (usually indicating that too many factors have been specified) or ultra-Heywood cases that generate negative error variance (i.e., more than 100% of variance is explained by the regression).

Modifications to a CFA model are normally made since the theoretical specification rarely matches the data. Much CFA modeling begins with inter-correlated factors on the assumption that participant responses to the various aspects or dimensions of a phenomenon correlate with each other. To resolve inadmissible non-positive definite covariance matrix problems, factors can be merged (esp. if the inter-correlation between factors approaches unity) or a hierarchical structure, in which a common superordinate construct that explains the shared variance between factors, is introduced. When negative error variance is detected, it can be fixed to a small positive value (i.e., .005), if twice the standard error is greater than the observed value (Chen, Bollen, Paxton, Curran, and Kirby, 2001). Otherwise, the offending latent factor needs to be removed and its items regressed onto a highly correlated factor. Other modifications include removing items with weak loadings (i.e., \( \beta < .40 \)) on their
intended factors or items with strong modification indices to other factors. These strategies ensure simple structure and low residual values; thus good fit to the data is obtained.

Hence, CFA is a more powerful method than relying on approaches such as: (a) Cronbach’s alpha to validate a factor or scale reliability, (b) univariate regression analysis to determine the strength of prediction between two manifest (not latent) variables, or (c) bivariate correlations to investigate relationships between manifest (not latent) variables (Raykov and Marcoulides, 2007). Another advantage of CFA is that, in addition to providing indices of fit between the model and the data, it can provide an estimate of the amount of variance explained by the paths in the model.

There is considerable debate as to appropriate indices and cutoff values for determining the quality of fit for a model to its underlying data set (e.g., special issues in Personality and Individual Differences 2007 v.42 or Structural Equation Modeling 2000, v. 7). It is important to report multiple fit indices (Fan and Sivo, 2005; Hu and Bentler, 1999) in evaluating a model since not all fit indices are stable under different model conditions. Two levels of fit are generally discussed; ‘acceptable’ fit can be imputed if RMSEA is < .08, SRMR is ≈ .06, gamma hat and CFI are > .90, and $\chi^2/df$ is <3.80; while, ‘good’ fit can be imputed when RMSEA is < .05, SRMR < .06, gamma hat and CFI are > .95, and $\chi^2/df$ is <3.00 (Cheung and Rensvold, 2002; Fan and Sivo, 2007; Hoyle and Duvall, 2004; Marsh, Hau, and Wen, 2004). If the model is deemed to fit the data, then the model need not be rejected as an accurate simplification of the data, bearing in mind that without experimental evidence, causal claims embedded in a model are hypothetical.

Multi-group Confirmatory Factor Analysis

Within cross-cultural settings, it may be inappropriate to utilize an inventory developed elsewhere because the statistical model will not automatically be admissible or equivalent in another context. It is important to validate models with an independent sample (different to the one used to develop the initial model), thus overcoming any chance artefacts due to sampling (Hoyle, 1995). In cross-cultural research, it is much more likely that an instrument inventory will not elicit equivalent responding because of differences in factors like context, culture, and language. Thus, it is essential that the equivalence of a statistical model is investigated to determine whether the responses of different populations differ by more than chance.

The invariance of a model across subgroups can be tested using a multi-group confirmatory factor analysis (MGCFA) approach with nested model comparisons (Vandenberg and Lance, 2000). Measurement invariance is accepted if the difference in model parameters between groups is so small that the difference is attributable to chance (Hoyle and Smith, 1994; Wu, Li, and Zumbo, 2007). If the model is statistically invariant between groups, then it can be argued that any differences in factor scores are attributable to characteristics of the groups rather than to any deficiencies of the statistical model or inventory. Furthermore, invariance indicates that the two groups are drawn from equivalent populations (Wu, Li, and Zumbo, 2007), making comparisons appropriate. The greater the difference in context for each population, the less likelihood participants will respond in an equivalent fashion, suggesting cross-cultural adaptations of inventories have to be carefully examined before substantive claims are made.

In order to make mean score comparisons between groups, multiple levels of equivalence have to be demonstrated. First, the pattern of fixed and free factor loadings among and between factors and items has to be the same (i.e., configural invariance) for each group (Cheung and Rensvold, 2002; Vandenberg and Lance, 2000). RMSEA < .05 is a good indicator of configural invariance (Wu, Li, and Zumbo, 2007). Second, the regression weights from factors to items should vary only by chance; equivalent regression weights (i.e.,
metric invariance) are indicated if the change in CFI is small (i.e., $\Delta CFI \leq .01$) (Cheung and Rensvold, 2002). Third, the regression intercepts of items upon factors should vary only by chance; again equivalent intercepts (i.e., scalar invariance) is indicated if $\Delta CFI \leq .01$.

Equivalence analysis stops if each subsequent equivalence test fails or if the model is shown to be improper for either group. Strictly, configural, metric, and scalar invariance are required to indicate invariance of measurement and permit group comparisons (Vandenberg and Lance, 2000).

Hence, cross-cultural researchers seeking to examine common constructs across contexts need to demonstrate that the inventory produces similar responding prior to any analysis of scale scores, especially when an inventory is translated or adapted for use in a new linguistic environment or used within a very difficult cultural or policy context.

**Using MGCFA in cross-cultural research: An example of practice**

To demonstrate the complex process of invariance testing with MGCFA, our research into teacher conceptions of feedback in two diverse policy contexts (New Zealand and Louisiana, United States of America) is used to illustrate challenges that can arise when using MGCFA. We exemplify techniques used to identify an invariant solution and discuss what conclusions about the data can and cannot be drawn when samples are not invariant.

**Study background**

The research instrument used to illustrate MCGFA in this paper focused on teacher conceptions of feedback, specifically examining what they believed to be the reasons for providing feedback to learners. Feedback was chosen because it (a) is “among the most critical influences on student learning” (Hattie and Timperley, 2007, p. 102), (b) can increase learner satisfaction and persistence (Kluger and DeNisi, 1996) and (c) can encourage students to adopt more productive learning strategies (Vollmeyer and Rheinberg, 2005). This study involves secondary analysis of previously reported studies by testing the separately developed models on contrasting populations.

The first two authors (Harris and Brown, 2008) jointly developed an instrument primarily based on Hattie and Timperley’s (2007) model of feedback levels (i.e., task, process, self-regulation, self) and Irving, Harris, and Peterson’s (2011) four purposes of feedback (i.e., irrelevance, improvement, reporting and compliance, and encouragement). While both of these models were originally based on empirical data, it was unknown if these constructs were systematically present within teachers’ thinking, nor how teachers might endorse or relate particular types and/or purposes. Hence, this instrument was designed to establish a theoretically-informed, statistical model of how teachers understand and endorse these constructs in different educational contexts.

As argued by Brown and Harris (2009), it is presumed that teacher beliefs are strongly influenced by policy priorities within jurisdictions; these in turn influence the translation of policy into practice in the classroom and school. Policy directions also reflect the priorities of a society or culture; hence, variations in culture, society, policy, and practices would be expected to lead to systematic variation in teachers’ beliefs. MGCFA can detect similarities of responding within and across cultures; for example, statistically equivalent responding was found for primary school teachers in New Zealand and Queensland for the Teacher Conceptions of Assessment inventory (Brown, 2006).

In terms of assessment and feedback practices, the largest tensions in teacher thinking seem to exist between improvement and accountability (Harris and Brown, 2009). Generally, teachers appear to endorse practices and policies that they believe will lead to improved learning. However, teachers are generally more negative about using assessment to evaluate teachers and schools. What remains unclear is the relationship teachers see between
assessments and feedback; it was considered possible that teachers, especially those in high-stakes accountability contexts, might view feedback as a distinct process that was more personal and interactive between students and their teachers and designed for learning rather than accountability purposes. It was hypothesized that participating teachers in both contexts would endorse feedback as positive for learning. However, because different assessment policy frameworks were present, it was anticipated that teachers may have differing attitudes, especially towards the role of formal evaluation within feedback.

**Cultural contexts of the study**

The two locations used in this study had extremely different assessment contexts, with Louisiana reflecting a very high-stakes accountability-oriented framework and New Zealand having a much lower-stakes improvement-oriented framework.

**Louisiana.** At the time of this study, Louisiana schools were under tremendous pressure to improve academic achievement as evaluated through external testing and accountability measures (e.g., No Child Left Behind Act of 2001); this approach is often considered assessment of learning, rather than assessment for learning (Stiggins, 2002). Louisiana has the second highest rate of poverty in the United States at 18% (Council for a Better Louisiana, 2006), along with a high rate of minority students (52% minority students in Louisiana compared with 41% nationwide) (The Louisiana Department of Education, 2006).

When this study was conducted in 2009, Louisiana schools were struggling to meet performance benchmarks, with 76% of public schools remaining below Louisiana’s 10-year performance goal set for the end of the 2009-10 school year (Council for a Better Louisiana, 2009). Under policy at the time, schools not meeting targets could have their principal dismissed or transferred, the school converted to a charter school, or up-to-half of the teachers dismissed (Louisiana Educator, 2010), despite evidence that some of these changes (e.g., conversion to charter schools) have not been shown to improve student results (Lussier, 2010; Ravitch, 2013).

Hence, in all school settings, teachers and school administrators were under tremendous pressure to produce “results” identified through standardized measures. While there is evidence that these data do influence the writing of school improvement plans, the extent of genuine school improvement resulting from these plans varies considerably, as do educator perspectives about the effectiveness of using these data as feedback (Schildkamp and Visscher, 2010). While there was no existing work on the specific feedback practices of Louisiana elementary and high school teachers, it was hypothesized that informative feedback to students, designed along the lines Hattie and Timperley (2007) identified, would (a) raise performance scores on these high-stakes tests (e.g., indicating probable grade on end-of-year external examination) and (b) be valued by teachers.

**New Zealand.** New Zealand has a somewhat unique assessment environment, which should be conducive to strong teacher endorsement of formative feedback (Crooks, 2010). The New Zealand Ministry of Education (2010, p. 5) stated that “We have a deliberate focus on the use of professional teacher judgment underpinned by assessment for learning principles rather than a narrow testing regime”. The national assessment policy prior to Year 11 (students nominally 15 years old) emphasizes voluntary, school-based assessment for the purposes of raising achievement and improving instruction relative to the outcomes and objectives specified in the national curriculum (Crooks, 2010). School evaluations are carried out by the Education Review Office (ERO) which uses triennial site visits and school self-evaluations to ensure school quality. The ERO does not require that schools demonstrate effectiveness with any one assessment method, but rather allows them to select from a range of assessment methods to show schooling effectiveness.
The curriculum is child centered, non-prescriptive, holistic, and integrated, with specified outcomes and objectives across multiple levels. At the time of this study, there was no compulsory, state mandated assessment regime prior to Year 11, though since 2010 New Zealand elementary schools are expected to report student performance against National Standards in literacy and numeracy. Hence, all assessment practices in 2009 (at the time of this study) were voluntary and low stakes, making it possible for teachers to implement a range of feedback practices without concerns related to externally-mandated testing or grading. Hence, tests and examinations in New Zealand are evaluative for students (especially in the final years of schooling); whereas, standardized tests function, for schools, as improvement-oriented assessments. Research about New Zealand teacher feedback practices suggest that because of this low-stakes assessment environment and the country’s assessment for learning agenda, teachers provide students with diverse feedback opportunities, including self- and peer-feedback (Harris and Brown, 2013; Brown, Harris, and Harnett, 2012; Cowie, 2009; Cooper and Cowie, 2010).

Data Collection
This study used two cross-sectional, self-administered self-report surveys to compare the beliefs of two samples of teachers (i.e., Louisiana and New Zealand).

Instrument. The Teacher Conceptions of Feedback (TCoF) inventory (Harris and Brown, 2008) was used in this study. Developed in New Zealand, the TCoF focused on teacher perceptions of why feedback is given (i.e., purposes), the format of feedback (i.e., type), and adaptive aspects of feedback (i.e., student involvement and timeliness). The TCoF had 71 items related to ten feedback constructs; a more detailed theoretical rationale is available in Brown, Harris, and Harnett (2012). The first four factors related to Irving, Harris, and Peterson’s (2011) four purposes of feedback (i.e., irrelevance, improvement, reporting and compliance, and encouragement). The next four factors were related to Hattie and Timperley’s (2007) four feedback types (i.e., task, process, self-regulation, and self). The final two factors were based on adaptive aspects, including self and peer feedback and feedback’s timing. Sample items for each factor include:

**Purposes.**
- Irrelevance/Lacking Purpose. (7 items) Feedback is pointless because students ignore my comments and directions.
- Improvement. (6 items) Students use the feedback I give them to improve their work.
- Reporting and Compliance. (7 items) I give feedback because my students and parents expect it.
- Encouragement. (6 items) The point of feedback is to make students feel good about themselves.

**Types.**
- Task. (7 items) My feedback tells students whether they have gotten the right answer or not.
- Process. (9 items) My feedback focuses on the procedures underpinning tasks rather than whether the work is correct or incorrect.
- Self-Regulation. (8 items) Good feedback reminds students that they already know how to check their own work.
- Self. (8 items) Good feedback pays attention to student effort over accuracy.

**Other.**
- Peer and self-feedback. (6 items) Students are able to provide accurate and useful feedback to each other and themselves.
- Timeliness of feedback. (7 items) Delaying feedback helps students learn to fix things for themselves.
Respondents used a six-point, positively-packed agreement rating scale known to generate discrimination in contexts of social desirability (Brown, 2004). Responses were coded: strongly disagree=1, mostly disagree=2, slightly agree=3, moderately agree=4, mostly agree=5, and strongly agree=6.

**Louisiana Participants and Data Collection.** The study was carried out in one urban school district (n=42,742 students in 88 schools) with a large number of students at-risk of academic failure. 76% of students were classed as ‘in poverty’, 11% were disabled according to Exceptional Students Service Guidelines, and 89% were of minority ethnicity, with 62 different ethnic groups represented. The district’s average test scores indicated unsatisfactory achievement levels, with 15 schools being in danger of state takeover because of unsatisfactory school performance scores across multiple years. Two schools were in danger of United States Department of Education disciplinary sanctions because of unsatisfactory subgroup scores (Louisiana Department of Education, 2008). Four schools had already been taken over by the state, two of which were middle schools.

The questionnaire was distributed to 818 middle school teachers (i.e., teachers instructing students in grades 6-8), leading to 308 completed surveys (38% response rate). Of those who responded, 78% self-reported as regular middle school teachers, while 13% were academic alternative middle school teachers. The balance described their role as either a discipline alternative teacher (i.e., supervisor of students serving in-school suspensions as an alternative to out-of-school suspension) or administrative staff. 80% of participants were female; nearly half (47%) were Caucasian, 40% were African American, 5% Asian, 2% Hispanic, and 5% Other.

The survey questionnaires were administered on-line using a commercial electronic survey collection tool. This format guaranteed respondent anonymity and was viable thanks to the ubiquity of computer usage within these schools. At the request of the district Assistant Superintendent, principals directed teachers to participate in the survey as a part of that month’s teacher in-service held at individual schools. Teachers had one week to complete the survey. Reminders were sent out at four different times during the week.

**New Zealand Participants and Data Collection.** This study surveyed a representative national sample of New Zealand teachers. New Zealand is a multicultural and multiracial society; the 2013 census showed that 64% of the population identified as New Zealand European/Pākehā1, 14% as indigenous Māori people of New Zealand, 7% as people from various Pacific Island nations (Pasifika), and 11% as Asian ethnicities. In 2006, median annual personal income for those 15 and over were highest for New Zealand Europeans and others ($31,200), with relatively lower values for ethnic minority groups (i.e., Māori $20,900; Pasifika $20,500; Asian $14,500). There are approximately 760,000 children and 52,000 teachers in just over 2,500 schools covering elementary and high school education (Dench, 2010). Academic achievement is relatively high; only two of the 30 OECD countries outperformed New Zealand 15 year olds on the 2006 PISA reading literacy tests and 3 of 30 countries on PISA mathematical literacy tests (Dench, 2010). Almost half (44%) of students earn university entrance after 13 years of schooling, and over half of all 15-29 year olds hold a recognized qualification from higher education providers (Dench, 2010).

In total, 1492 printed teacher surveys were delivered to 457 elementary and high schools randomly selected according to a stratified representative frame using size, region, and socio-economic strata. When forms were returned blank, they were sent out again to a school with a similar stratification. School principals distributed the questionnaires to volunteer Grades 5-10 teachers who were either generalist teachers or taught the subjects of

---

1 Pākehā is the indigenous Māori word for white people.
mathematics or English; questionnaires were returned to the research team in postage paid envelopes. Valid responses were received from 518 teachers, constituting a 35% return rate. Of the valid responses, 72% were female \((n=374)\) and 82% were of New Zealand European ethnicity \((n=422)\). These proportions are consistent with the 2004 Teacher Census (New Zealand Ministry of Education, 2005) which had 80% of respondents as New Zealand European/Pākeha; 82% of elementary and 58% of high school teachers were female. Just over three-quarters had taught for six or more years, with 56% having taught more than 10 years. Approximately half (52%) described themselves as a teacher with no additional responsibilities (e.g., department head, dean, director, manager, or subject specialist).

**Independent Model Development.**

This section summarises the factor analytic procedures followed in developing the two independent models (i.e., Louisiana and New Zealand), highlighting key challenges that need to be addressed when using this technique. Since the TCoF inventory had been developed on a conceptual design of ten factors, analysis began first with CFA testing in order to recover the ten factors among the participant responses. The models were modified (e.g., items dropped or paths changed) to maximize replication of the ten original factors.

All the analyses reported in the primary reports were re-analysed for this paper with AMOS v20 (IBM, 2011) using maximum likelihood estimation of Pearson product moment correlations, which is defensible for ordinal rating scales of five or more response categories (Finney and DiStefano, 2006). An additional benefit of using maximum likelihood estimation is that it handles robustly moderate deviation from univariate normality (Curran, West, and Finch, 1996). While excessive kurtosis does not prevent analysis, it does result in reduced power to reject wrong models (Foldnes, Olsson, and Foss, 2012).

Multivariate normality is evaluated by inspection of Mardia’s Mahalanobis \(d^2\) values, with outliers being participants who have \(d^2\) greater than the \(\chi^2\) cutoff for \(p=.001\) with \(df\) equal to the number of variables being analysed (Ullman, 2006). However, deletion of outlying participants, while permitting analysis within assumptions of the method, should not be automatic; because within large samples, legitimate extreme cases will be included in the sampling frame (Osborne and Overbay, 2004). It makes sense to evaluate a model both with and without the outliers to determine whether deletion makes a difference to fit quality; a statistically significant difference in the Akaike Information Criterion (AIC) can be used to identify superior fit (Burnham and Anderson, 2004).

Modification of each model stopped once acceptable fit quality was obtained across multiple fit indices. Throughout the process of developing a model, factor integrity, and interpretability were kept to the forefront.

**Secondary Analyses: Invariance Testing of Previous Models.**

While each data set had been published previously as a stand-alone study (O’Quin, 2009; Brown, Harris, and Harnett, 2012), the authors came together in 2010 to try to compare these two separate models using MGCFA in order to explore and reconcile the differences in the results.

**Model Comparisons**

The fit of each model, with and without outlier cases as determined by Mardia’s Mahalanobis \(d^2\) values, for each data set and for the joint analysis is provided in Table 1. Once outlier participants were removed, the subsequent analysis was checked for further multivariate outliers which exceeded the threshold, as described above; no further outliers were identified. Note, where models are inadmissible, the SRMR value cannot be computed and is shown as ‘na’.
Table 1. Fit Statistics by Model and Data Source

<table>
<thead>
<tr>
<th>Data Source and Model</th>
<th>N</th>
<th># of items</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$\chi^2$/df ($p$)</th>
<th>gamma hat</th>
<th>RMSEA (90%CI)</th>
<th>SRMR</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Louisiana data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. 7 Hierarchical factors†</td>
<td>308</td>
<td>40</td>
<td>1758.12</td>
<td>733</td>
<td>2.40 (.12)</td>
<td>.86</td>
<td>.067 (.063-.072);</td>
<td>.080</td>
<td>1932.12</td>
</tr>
<tr>
<td>1a. 7 Hierarchical factors (no outliers)</td>
<td>298</td>
<td>40</td>
<td>1787.59</td>
<td>733</td>
<td>2.44 (.12)</td>
<td>.85</td>
<td>.070 (.066-.074)</td>
<td>.082</td>
<td>1961.59</td>
</tr>
<tr>
<td>1b. New Zealand 9 Hierarchical factors (with outliers)*</td>
<td>308</td>
<td>39</td>
<td>2048.20</td>
<td>694</td>
<td>2.95</td>
<td>.81</td>
<td>.080 (.076-.084)</td>
<td>na</td>
<td>2220.20</td>
</tr>
<tr>
<td><strong>New Zealand data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. 9 Hierarchical factors</td>
<td>518</td>
<td>39</td>
<td>1700.44</td>
<td>694</td>
<td>2.45 (.12)</td>
<td>.91</td>
<td>.053 (.050-.056)</td>
<td>.062</td>
<td>1872.44</td>
</tr>
<tr>
<td>2a. 9 Hierarchical factors (no outliers)†</td>
<td>499</td>
<td>39</td>
<td>1670.22</td>
<td>694</td>
<td>2.41 (.12)</td>
<td>.91</td>
<td>.053 (.050-.056)</td>
<td>.062</td>
<td>1842.22</td>
</tr>
<tr>
<td>2b. Louisiana 7 Hierarchical factors (no outliers)*</td>
<td>499</td>
<td>40</td>
<td>2587.10</td>
<td>733</td>
<td>3.53 ()</td>
<td>.84</td>
<td>.071 (.068-.074)</td>
<td>na</td>
<td>2761.10</td>
</tr>
<tr>
<td><strong>Joint Louisiana &amp; New Zealand data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. 5 Inter-correlated factors</td>
<td>826</td>
<td>24</td>
<td>885.57</td>
<td>242</td>
<td>3.66 (.06)</td>
<td>.94</td>
<td>.057 (.053-.061)</td>
<td>.062</td>
<td>1001.57</td>
</tr>
<tr>
<td>3a. 5 Inter-correlated factors (no outliers)†</td>
<td>797</td>
<td>24</td>
<td>873.98</td>
<td>242</td>
<td>3.61</td>
<td>.94</td>
<td>.057 (.053-.062)</td>
<td>.062</td>
<td>989.98</td>
</tr>
</tbody>
</table>
## Contextual differences in conceptions of feedback

<table>
<thead>
<tr>
<th>Data Source and Model</th>
<th>N</th>
<th># of items</th>
<th>$\chi^2$</th>
<th>$df$</th>
<th>$\chi^2/df$ ($p$)</th>
<th>gamma hat</th>
<th>RMSEA (90%CI)</th>
<th>SRMR</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3b. 5 Inter-correlated factors as 2-group MGCFA*</td>
<td>LA=308, NZ=518</td>
<td>48</td>
<td>1254.43</td>
<td>484</td>
<td>2.59 (.11)</td>
<td>.96</td>
<td>.044 (.041-.047)</td>
<td>na</td>
<td>1486.43</td>
</tr>
<tr>
<td>3c. 5 Inter-correlated factors as 2-group MGCFA (no outliers)* †</td>
<td>LA=298, NZ=499</td>
<td>48</td>
<td>1199.49</td>
<td>484</td>
<td>2.48 (.12)</td>
<td>.96</td>
<td>.043 (.040-.046)</td>
<td>na</td>
<td>1431.49</td>
</tr>
</tbody>
</table>

Note. RMSEA=root mean square error of approximation; SRMR=standardised root mean residual; AIC=Akaike Information Criterion; LA=Louisiana; NZ=New Zealand; *= all models have $p<.001$; †=model inadmissible; na=not estimable due to model inadmissibility; †=model with statistically significant better AIC fit than paired alternative.
**Louisiana Model.** The Louisiana variables were all univariate normal and multivariate normality Mahalanobis distance was exceeded by just 10 (3.25%) participants. The Louisiana CFA model (O’Quin, 2009) identified seven hierarchically-structured factors (Figure 1) in which teachers most strongly endorsed the notions that feedback encouraged improved learning, feedback helped students develop learning strategies, and feedback was organized and planned. In contrast, they gave weak agreement to the notion that students were expected to independently generate feedback and that it was irrelevant to students. Student preference for grading was part of irrelevance, while giving grades was part of professional requirements. Fit was marginal to acceptable and was better with outliers retained.

![Figure 1. Schematic Version of Model 1 Louisiana 7-Factor Hierarchical Solution for Teacher Conceptions of Feedback](image)

Note. Seed value for each factor shown as 1; error values removed for simplicity.

**New Zealand Model.** The New Zealand variables were all, but one, univariate normal. The outlier item (i.e., I avoid putting grades on student work as part of feedback) had 81% strongly disagree responses and was removed from the factor analysis. Multivariate normality Mahalanobis distance was exceeded by just 19 (3.67%) cases. The New Zealand CFA model (Brown, Harris, and Harnett, 2012) found nine 1st-order factors (i.e., eight of the original 10 were as designed, with Encouragement and Self items merging into a common ninth factor), all of which were predicted by a higher-order factor, thus creating a hierarchical model just as Model 1 in Louisiana (Figure 2). Fit was acceptable and was better with outlier
participants removed. The model was found to be invariant between elementary and high school teachers in the sample.

Figure 2. Schematic model of New Zealand 9 Factor, Hierarchical Solution for Teacher Conceptions of Feedback
Note. Seed value for each factor shown as 1; error values removed for simplicity.

Multigroup confirmatory factor analyses. While the same inventory had been used in both locations, quite different structural relations and factors had been found, raising doubts about the plausibility of model equivalence. The Louisiana model of seven factors (Model 2b in Table 1) was inadmissible for the New Zealand sample because of negative error variance on one factor and fit was in the reject range. Likewise, the New Zealand model of nine hierarchical factors (Model 1b in Table 1) was inadmissible for Louisiana teachers because of negative error variance on one factor and fit was unacceptable. Hence, neither of the two independently created analytic models worked for the other group, despite both having similar hierarchical structures.

Joint New Zealand-Louisiana Model
Because both of the theoretically derived, yet independent, models were not admissible for the other group, it was decided to use a purely exploratory and statistical approach to determining if a common model of responses to the TCoF could be identified. Discovering a common model might suggest that differences between groups were artificial results arising from treating the groups as independent. The different models prevent direct comparison between groups, an important goal for most researchers. Post facto separation of
participants into their two groups after finding a common model would provide corroboration that the model was acceptable for each group. Inspection of fit indices (e.g., AIC) would determine if the joint model had better fit to the data than the independent sample models.

The recommended approach is to develop models separately for each group and then test each independent model with the other group; which is what testing of Models 1 and 2 on the alternate group achieved. However, it is not uncommon for a purely empirical and data-driven approach, such as developing a common joint model, to be taken when researchers seek to discover a basis for comparison. It could be, despite the lack of a theoretical basis for a common model, that this exploratory approach might discover a solution otherwise masked by treating participants differently according to their groups.

A further reason in this paper to develop the joint model was to illustrate the potentially illusory result of ignoring group differences. EFA followed by CFA is commonplace in educational research and this approach, when applied to demographically different groups, may produce spurious comparisons not warranted by in-depth investigation of model equivalence across contributing groups. Hence, especially for the illustration of this latter pitfall, we attempted a common factor analysis across all teachers while ignoring their group membership.

After merging the New Zealand and Louisiana data into a single data set, minus the Mahalanobis distance outliers, exploratory factor analysis suggested five factors which were confirmed in a restricted CFA and, after modification procedures, acceptable fit was found (Model 3a in Table 1 and Figure 3). Again, two cautions about this process are worth repeating; (a) the CFA is being run on the same data from which the exploratory result was generated and (b) further modifications were still required post-EFA to achieve adequate fit. While these processes are commonplace, the resulting models should be treated as exploratory rather than robust proof of the theoretical or conceptual model.
Table 2 provides the factors, items, and standardized loadings for the joint solution, as well as loadings for the Louisiana and New Zealand data. Note from Table 2 that about half of the items in Model 3 are identical to items in Model 1 Louisiana or Model 2 New Zealand, and only one-quarter of items in Model 3 were in both Models 1 and 2. This indicates clearly that the purely empirical exploratory technique provided quite a different mix of items and factors.

MGCFA of the jointly developed model (Models 3b and 3c in Table 1) was inadmissible for the Louisiana group because the covariance matrix among the five correlated factors was not positive definite. Hence, we must conclude that even this jointly developed model did not apply equally to both groups. Furthermore, the substantial increase in AIC values also supports the conclusion that the two-group solution was worse-fitting than the one-group solution.

**Analyses of Possible Causes of Non-Invariance**
Although the Louisiana group was inadmissible for Models 3b and 3c (Table 1), scale statistics were examined to isolate aspects of the statistical model which may cause the non-invariance (Table 3). Mean scores were determined by simple averaging of all items loading onto each factor, while inter-correlations were standardized values reported in the CFA. While this type of analysis is not warranted since the joint model was inadmissible for one group, it is used to illustrate the nature of non-invariance. In a cross-cultural study that had not been guided by MGCFA, it is possible group comparisons might be inappropriately carried out because the joint model had acceptable fit.

Table 3 shows that, notwithstanding the overall acceptable fit of Model 3b, the scale alpha reliability estimates are more robust for the Louisiana group, with none of the scales meeting the conventional .70 threshold among the New Zealand teachers. There are large discrepancies in loading strength between the two groups, especially in factors Teacher Grading Focus and Long Term Effect (Table 2), clearly showing that these items do not function in a similar way across groups. The mean scores had large differences for three factors (Cohen’s [1992] \( d > .60 \), Hattie, 2009). Likewise, the inter-correlations among the factors differed by more than chance for the two groups.

Hence, we conclude that MGCFA confirmed that both separate and joint approaches to developing produced non-equivalent results. This limits the substantive comparisons possible between teachers in the two different contexts, but allows for speculation about the substantial differences found between these populations.
Table 2. Model 3a 5-Factor Solution Standardised Loadings for Joint, Louisiana, and New Zealand data sources

<table>
<thead>
<tr>
<th>Factor and Items</th>
<th>Item location in previous study</th>
<th>Louisiana Model</th>
<th>New Zealand Model</th>
<th>Joint data</th>
<th>Louisiana data</th>
<th>New Zealand data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher Grading Focus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students quit trying if feedback points out faults in their work</td>
<td>na</td>
<td>na</td>
<td></td>
<td>.77</td>
<td>.77</td>
<td>.09</td>
</tr>
<tr>
<td>Students only pay attention to the grades or scores I give them</td>
<td>Irrelevance</td>
<td>na</td>
<td></td>
<td>.71</td>
<td>.75</td>
<td>.33</td>
</tr>
<tr>
<td>I seldom give written feedback because students throw it away</td>
<td>na</td>
<td>Irrelevance</td>
<td></td>
<td>.70</td>
<td>.51</td>
<td>-.04</td>
</tr>
<tr>
<td>I use positive comments to soften the blow of poor results</td>
<td>Feel Good Reward</td>
<td>na</td>
<td></td>
<td>.67</td>
<td>.68</td>
<td>.29</td>
</tr>
<tr>
<td>Teacher feedback is far more accurate than feedback from a student’s peers</td>
<td>na</td>
<td>na</td>
<td></td>
<td>.64</td>
<td>.64</td>
<td>.69</td>
</tr>
<tr>
<td>Teachers are the most reliable source of feedback</td>
<td>na</td>
<td>na</td>
<td></td>
<td>.61</td>
<td>.71</td>
<td>.57</td>
</tr>
<tr>
<td>I tell my students whether their work is good or bad</td>
<td>na</td>
<td>na</td>
<td></td>
<td>.53</td>
<td>.52</td>
<td>.19</td>
</tr>
<tr>
<td>Visible Progress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can see progress in student work after I give feedback to students</td>
<td>na</td>
<td>Improvement</td>
<td></td>
<td>.67</td>
<td>.71</td>
<td>.61</td>
</tr>
<tr>
<td>My feedback reminds students of error correction strategies so they can fix their own mistakes</td>
<td>Help Learn</td>
<td>Self-Regulation</td>
<td></td>
<td>.67</td>
<td>.75</td>
<td>.61</td>
</tr>
<tr>
<td>My feedback is specific and tells students what to change their work</td>
<td>Help Learn</td>
<td>Task</td>
<td></td>
<td>.62</td>
<td>.75</td>
<td>.53</td>
</tr>
<tr>
<td>At my school, teachers are expected to give both spoken and written feedback to students</td>
<td>Professional Requirement</td>
<td>Accountability</td>
<td></td>
<td>.41</td>
<td>.56</td>
<td>.30</td>
</tr>
<tr>
<td>I aim to raise student performance with my detailed comments</td>
<td>na</td>
<td>na</td>
<td></td>
<td>.39</td>
<td>.37</td>
<td>.47</td>
</tr>
<tr>
<td>Student Participation &amp; Involvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My students generate ideas about improving their learning independent of me</td>
<td>Independent</td>
<td>Self-Regulation</td>
<td></td>
<td>.74</td>
<td>.77</td>
<td>.66</td>
</tr>
<tr>
<td>Feedback helps students construct their own ideas about how</td>
<td>Help Learn</td>
<td>na</td>
<td></td>
<td>.66</td>
<td>.78</td>
<td>.64</td>
</tr>
</tbody>
</table>
## Item location in previous study

<table>
<thead>
<tr>
<th>Factor and Items</th>
<th>Louisiana Model</th>
<th>New Zealand Model</th>
<th>Joint data</th>
<th>Louisiana data</th>
<th>New Zealand data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>to improve</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In feedback, I describe student work to stimulate discussion about how it could improve</td>
<td>Organised &amp; Planned</td>
<td>Process</td>
<td>.63</td>
<td>.59</td>
<td>.64</td>
</tr>
<tr>
<td>Students are able to provide accurate and useful feedback to each other and themselves</td>
<td>na</td>
<td>PASA</td>
<td>.62</td>
<td>.62</td>
<td>.61</td>
</tr>
<tr>
<td>Feedback practices at my school are monitored by school leaders</td>
<td>Professional Requirement</td>
<td>Accountability</td>
<td>.44</td>
<td>.42</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Timeliness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My feedback focuses on the procedures underpinning tasks rather than whether the work is correct or incorrect</td>
<td>na</td>
<td>na</td>
<td>.63</td>
<td>.64</td>
<td>.62</td>
</tr>
<tr>
<td>Feedback is about helping students evaluate their own work</td>
<td>na</td>
<td>Self-Regulation</td>
<td>.58</td>
<td>.46</td>
<td>.69</td>
</tr>
<tr>
<td>Students should not have to wait for feedback</td>
<td>na</td>
<td>Timeliness</td>
<td>.47</td>
<td>.48</td>
<td>.44</td>
</tr>
<tr>
<td>Feedback that takes more than a week to get to the student is useless</td>
<td>na</td>
<td>Timeliness</td>
<td>.40</td>
<td>.41</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Long Term Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I encourage students to correct/revise their own work without my prompting</td>
<td>na</td>
<td>na</td>
<td>.64</td>
<td>.31</td>
<td>.55</td>
</tr>
<tr>
<td>I give feedback because my students and parents expect it</td>
<td>Professional Requirement</td>
<td>na</td>
<td>.44</td>
<td>.61</td>
<td>.13</td>
</tr>
<tr>
<td>Students use feedback even if they get it long after they have completed the task</td>
<td>Independent</td>
<td>na</td>
<td>.16</td>
<td>.51</td>
<td>.01</td>
</tr>
</tbody>
</table>

Note. na=not applicable in source model.
Table 3. Scale Statistics and Inter-Correlations for Teacher Conceptions of Feedback Inventory Joint Five-Factor Model 3b (no outliers) for Louisiana and New Zealand Teachers

<table>
<thead>
<tr>
<th>Factors</th>
<th>Scale Reliability (Cronbach α)</th>
<th>Scale M (SD)</th>
<th>Effect Size</th>
<th>Inter-correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NZ</td>
<td>LA</td>
<td>NZ</td>
<td>LA</td>
</tr>
<tr>
<td>I. Teacher grade focus</td>
<td>.47</td>
<td>.83</td>
<td>2.91 (.63)</td>
<td>4.56 (.84)</td>
</tr>
<tr>
<td>II. Visible progress</td>
<td>.62</td>
<td>.76</td>
<td>4.67 (.70)</td>
<td>4.85 (.79)</td>
</tr>
<tr>
<td>III. Student participation &amp; involvement</td>
<td>.69</td>
<td>.76</td>
<td>4.03 (.81)</td>
<td>4.63 (.87)</td>
</tr>
<tr>
<td>IV. Timeliness</td>
<td>.61</td>
<td>.56</td>
<td>4.27 (.86)</td>
<td>3.86 (.99)</td>
</tr>
<tr>
<td>V. Long term effect</td>
<td>.15</td>
<td>.45</td>
<td>3.74 (.79)</td>
<td>2.82 (.86)</td>
</tr>
</tbody>
</table>

Note. NZ=New Zealand; LA=Louisiana; Cohen’s d effect sizes are positive if LA>NZ; Inter-correlations for NZ (n=499) below diagonal in italics, for LA (n=298) above diagonal; paired comparison of inter-correlations statistical significance *p<.05, **p<.01.
Discussion

This paper has explored data from a cross-cultural study using MGCFA to identify and examine challenges occurring when conducting such research, especially when invariance is not achieved. Despite a fundamentally null-result due to non-invariance, this study allows us to consider the importance of using the MGCFA approach. These results showed that (a) the TCoF items did not group in a similar way, (b) the items elicited very different levels of agreement, and (c) the factors had very different relationships to each other across cultural contexts, allowing the conclusion that the absence of invariance was not a product of statistical modeling. The MGCFA approach forces the substantive researcher to accept that teacher perceptions in this example differ in more than trivial ways across the contexts and that differing statistical models are necessary to explain participant responses.

This study illustrates why researchers must check that the statistical models of research tools actually apply to new sets of participants to avoid making serious logical errors; it is highly likely that the theoretical and conceptual framework of an externally developed research tool will be invalid in a dissimilar context. In this example, reliance on scale reliabilities for each factor would have led inappropriately to acceptance of the model for the Louisiana data, while reliance on the overall fit of the joint model (Model 3) would have led falsely to acceptance of the model as appropriate for both groups. Researchers are encouraged to use advanced techniques like MGCFA to validate scales and inventories, rather than simply rely on previously published values and studies. Additionally, researchers should consider developing instruments that have ecological validity for their own environment, rather than importing inventories or tests from other contexts. However, if existing inventories have been psychometrically examined and validated in their local context, adoption may be warranted, though testing of the instrument with their own data is still required.

Conventional advice on conducting CFA applies to this study and other cross-cultural analyses. Large samples (i.e., >400) are needed to ensure admissibility of models and accurate estimation of errors (Boomsma and Hoogland, 2001). It is entirely possible that the positive not definite covariance matrix which caused Models 2 and 3 to be inadmissible for the Louisiana group was an artefact of the relatively small sample size; larger samples are known to provide smaller standard errors and greater power to detect admissible solutions. Testing multiple plausible rival models, as was done with Models 1 to 3, also provides stronger evidence that a selected model is defensible (Thompson, 2000).

It is also important for researchers searching for a common model using two distinct data sets to be cautious about possible negative consequences arising from this pursuit; important constructs may be lost along the way. For example, the common model (Model 3) generated in this study only had 5 factors, whereas, the models developed in the two original contexts were more detailed (i.e., 9 factors in the New Zealand study and 7 factors in the Louisiana study). This illustrates that when trying to generate common models to bring together multiple data sets, researchers must pay close attention to what constructs may have been excluded to improve fit; just because a particular model has good fit statistics does not mean that it robustly illustrates (a) the data from all subgroups or (b) the richness of a conceptual theorisation about a construct. Comparison to previous research is greatly weakened if the statistical models become highly divergent through model modification. If a previous model is well-attested, such an approach should not be engaged in lightly.

It is useful here to consider what reliance on these statistical techniques does to the substantive nature of inquiry. While CFA relies on a theoretical framework, the pursuit of adequate fit often results in simplification of the complexity of participant responding (e.g., items drop from a factor or factors cannot be retained). This may suggest that the expert conceptualisation of researchers is not mirrored in the lay, implicit beliefs of participants. It
may also mean that sampling of a broad population, rather than a narrow sample from within the population, reduces the probability of recovering participant responding. Furthermore, the purely empirical and statistical approach within exploratory factor analysis is even more likely to not reflect researchers’ sophisticated conceptualisation of a phenomenon. At least the CFA approach is dependent on a theoretical framework, even if it does not always recover the complexity of expert views, as was found in the Louisiana and New Zealand studies.

Hence, researchers may find that relying only on large-scale self-report survey mechanisms would not necessarily capture the complexity of participants’ thinking; qualitative and interpretive methods may be useful adjuncts to such a research endeavour. However, as survey research presupposes that the researcher’s conceptualisation of a theoretical construct is equivalent to participant’s own descriptions or meanings about the same construct, researchers are cautioned not to expect confirmation between survey and interview methods that have been analysed statistically and interpretively, respectively (Harris and Brown, 2010). Both qualitative and quantitative methods have their strengths and limitations and researchers have to interpret findings in light of these methodological challenges.

While this study generated three different plausible models, MGCFA confirmed that none could legitimately be applied to both groups of participants, most likely due to the many differences (e.g., cultural, political, demographic) between groups. The inability to identify a model which was actually comparable across the two groups could be related to differences in policy factors (e.g., educational evaluation and assessment policies, practices, and consequences), the nature and number of the teachers sampled, or possibly the method of administration. That a model for each group is obtainable with the same inventory suggests that the problem probably does not lie in the research method or inventory itself. Rather, the incompatible results are likely to reflect real world differences in how feedback is understood and used in these two jurisdictions. This is especially evident in how the teachers in the high-stakes school accountability environment (LA) conceived of grading in quite a different way to teachers in the formative assessment environment (NZ). The large differences in mean scores, inter-correlations, and model structures simply point to the two samples being drawn from two completely different populations, notwithstanding the shared characteristic of being practicing school teachers. Hence, further substantive theorisation is required to develop a more comprehensive understanding of teacher conceptions of feedback that can transcend cultural and policy boundaries. At this stage, it would appear that such models need to explicitly include policy pressures and priorities in the formulation of how teachers understand and use feedback.

However, while differing policy contexts may help explain differences in teacher thinking about feedback, it is not possible to rule out that the non-invariance was a result of the different sampling and administration methods employed. This issue reflects real world difficulties in collecting comparable cross-cultural data given researchers may need to adopt slightly different recruitment and collection methods to maximize responding within their environment. While both samples were comprised of primarily female middle grades teachers, participants were selected differently; the New Zealand sample was nationally representative, while the Louisiana sample was drawn from one district, in especially difficult circumstances vis a vis educational achievement. Furthermore, New Zealand has a relatively high achieving school population, compared to the high proportion ‘at risk’ within the Louisiana sample. While the grade levels being taught by respondents were overlapping (i.e., grades 6-8 for Louisiana teachers and grades 5-10 for New Zealand teachers), the New Zealand sample did contain a slightly wider range of grade levels. The New Zealand sample was also much less ethnically diverse, while both samples were predominantly female. The survey administration method was also noticeably different. Putting aside the issue of paper
versus web response format which may be problematic, the issue of response bias as a consequence of the semi-compulsory approach adopted in Louisiana has to be considered. It should also be considered that, even if two independent samples are drawn from the same population, MGCFA should be conducted. Equivalence was found between primary and secondary teachers for the NZ Model 2 TCoF data (Brown, Harris, and Harnett, 2012). MGCFA would identify non-equivalence between samples if the original modeling had been deficient in some important way. Certainly, both models discussed in the current example remain tentative and require replication using independent and similar samples of participants before robust claims can be made. Nonetheless, the current study provides some divergent validation for the instrument; the models are different in accordance with the differences in context.

To eliminate the methodological confounds identified in this study, future research with a self-report inventory should (a) compare teachers working in similar types of school setting (e.g., mainstream public schools), (b) use identical media for data collection, (c) collect data under the same level of compulsion, and (d) ensure teachers work in parallel grade ranges. Taking such an approach would increase the probability of such research meeting the expectations that groups participating in a natural experiment should differ in only one important dimension (e.g., spatial distribution) (Murnane and Willett, 2011). While these guidelines may seem straightforward, given different cultural and social contexts, it can be potentially difficult to conduct research within two societies under similar protocols, but researchers should aim to keep data collection as similar as possible. In collaborations constrained by different policy protocols and with small budgets, there may be substantial differences in how studies are implemented; such procedural differences can impact invariance testing.

Despite its many challenges, cross-cultural research is clearly important for any research field. This paper demonstrates that MGCFA can help illuminate important differences between groups and prevent researchers engaging in substantive but indefensible claims. When invariance is not found, this paper has suggested additional techniques (e.g., examination of factor inter-correlations, factor to item loadings, sample sizes, evaluation of negative error variances, and restructuring of factor relationships) that might help provide clues as to the sources of these differences, leading to improved and valid future studies that will benefit education in diverse cultural contexts.
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