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Abstract

This thesis contributes to theoretical modelling of time preferences of individual and collective decision-makers. In the context of an individual decision-maker we study two problems: axiomatization of time preferences and the effect of delay on the ranking of sequences of dated outcomes. In the context of a group of decision-makers we investigate the problem of aggregation of time preferences.

First, we provide a new axiomatic foundation for exponential, quasi-hyperbolic and semi-hyperbolic discounting when preferences are expressed over streams of consumption lotteries. The key advantage of our axiomatic system is its simplicity and its use of a common framework for finite and infinite time horizons.

Second, we analyse preferences with the property that the ranking of two sequences of dated outcomes can switch from one strict ranking to the opposite at most once as a function of some common delay – the “one-switch” property of Bell [12]. We demonstrate that time preferences satisfy the one-switch property if and only if the discount function is either the sum of exponentials or linear times exponential. This is a revision of Bell’s result [12], who claimed that the only discount functions compatible with the one-switch property are sums of exponentials. We also show that linear times exponential discount functions exhibit increasing impatience in the sense of Takeuchi [77]. To the best of our knowledge, linear times exponential discount functions have not been used in the context of time preference before.

Finally, we study the problem of aggregating time preferences when individual time preferences exhibit decreasing impatience. If decision-makers have the same level of decreasing impatience, our result proves that the aggregate discount function is strictly more decreasingly impatient than each of individual discount functions. This is a generalization of Prelec’s and Jackson and Yariv’s results on the aggregation of discount functions [46, 63]. We also analyse the situation in which the aggregation problem arises because of some uncertainty about the discount function. In this context we prove the analogue of Weitzman’s influential result [81], showing that if a decision-maker is uncertain about her hyperbolic discount rate, then long-term costs and benefits will be discounted at a hyperbolic discount rate which is the probability-weighted harmonic mean of the possible hyperbolic discount rates.
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Introduction

The focus of this thesis is discounting. Discounting arises in situations where intertemporal choice is involved, such as the necessity to compare alternatives which occur in different periods of time. For example, there is always a time dimension to decisions about investment projects, savings, pensions, mortgage. Such decisions may be made at the individual level or by a group of individuals. In order to make future losses and benefits associated with each alternative comparable, the standard approach is to convert them into their present values by attaching some weight to each period. This procedure is known as discounting, and the weights are called discount factors.

Intertemporal choice is an important area of Behavioural Economics and Decision Theory. The are three main interrelated themes of the thesis:

- Axiomatization of time preferences,
- Aggregation of time preferences,
- The effect of delay on the ranking of sequences of dated outcomes.

1.1 Background

In this section we define some notation which will be used throughout the thesis. We discuss different types of impatience and some specifications of discount functions.
1 Introduction

We also provide a brief overview of the existing frameworks for axiomatization of time preferences. Some results on aggregation of time preferences, motivated by group decision-making or by some uncertainty about the discount function, will also be given.

1.1.1 Notation

To define the key concepts in the area we need to introduce some notation.

Consider preferences over sequences of dated outcomes. Points in time are elements of the set \( T = [0, \infty) \). When we consider a continuous time framework, \( t = 0 \) is associated with a present moment. Normally the set of outcomes will be assumed to be the interval \( X = [0, \infty) \). As in Harvey [43], we treat \( x = 0 \) as a “neutral”, or status quo, outcome. The set of outcomes will be re-defined in some chapters when required.

Let \( \mathcal{A}_n = \{ (x, t) \in X^n \times T^n \mid t_1 < t_2 < \ldots < t_n \} \) be the set of sequences with \( n \) dated outcomes. Define the set of alternatives \( \mathcal{A} \) as follows: \( \mathcal{A} = \bigcup_{n=1}^\infty \mathcal{A}_n \). Elements of \( \mathcal{A}_1 \subseteq \mathcal{A} \) are called dated outcomes. Dated outcomes will be denoted \((x, t)\) rather than \(((x), (t))\).

For given \( \lambda > 0 \) and given \( n \) define \( \mathcal{D}^\lambda_n \subseteq \mathcal{A}_n \) such that \( t_{i+1} - t_i = t_1 = \lambda \) for all \( i \in \{1, 2, \ldots, n-1\} \). For given \( \lambda > 0 \) define

\[
\mathcal{D}^\lambda_\infty = \{ (x, t) \in X^\infty \times T^\infty \mid t_{i+1} - t_i = t_1 = \lambda \text{ for all } i \geq 1 \}.
\]

These represent discrete-time sequences (finite or infinite) with fixed period length, \( \lambda \). Note that \( \mathcal{D}^\lambda_n \subseteq \mathcal{A}_n \) but \( \mathcal{D}^\lambda_\infty \) is not contained in \( \mathcal{A} \), since the latter contains only finite sequences, though of arbitrary length and horizon. In this discrete setting, the sequences will be given a different interpretation. It will be assumed that outcomes are constant within periods: outcome \( x_i \) is received throughout the period \([t_{i-1}, t_i)\). In this Introduction we use \( \tau \) to denote the period \([t_{\tau-1}, t_\tau)\) that ends at time \( t_\tau \). (Note that the “present” period corresponds to \( \tau = 1 \)). In this discrete setting, the discount function will be expressed as a function of the period index, \( \tau \). In particular, the meaning of \( D(\tau) \) for period \( \tau \) in a discrete setting is different to the interpretation of \( D(t) \) in a continuous setting, even when \( t = \tau \).

Within subsequent chapters, time will either be continuous or discrete. In the latter case, we will usually suppress the period length \( (\lambda) \) in notation, and use \( t \) rather than \( \tau \) as the period index, since no ambiguity will arise. Following standard convention, we will also simplify notation for discrete-time sequences by treating them as elements of \( X^n \) or \( X^\infty \) rather than \( \mathcal{D}^\lambda_n \) or \( \mathcal{D}^\lambda_\infty \) (respectively).

Consider a preference order \( \succeq \) on the set of alternatives \( X^n \) for some \( n \in \{1, 2, \ldots, \infty\} \). We say that \( U \) is a discounted utility (DU) representation for \( \succeq \) if \( U \) represents \( \succeq \) and
there exist \((u, D)\), such that \(u: X \to \mathbb{R}\) is a utility function (continuous, strictly increasing, \(u(0) = 0\)), \(D: \mathbb{N} \to (0, 1]\) is a discount function (strictly decreasing, \(D(1) = 1\) and \(\lim_{\tau \to \infty} D(\tau) = 0\)) and

\[
U(x) = \sum_{\tau=1}^{n} D(\tau) u(x_\tau)
\]

for every \(x \in X^n\). The axiomatization of this representation when the sequences of outcomes differ only in a finite number of periods can be found in [29]. It is useful to note that there exists an axiomatization for \(X^\infty\) when \(X\) has more structure — as will be explained in Chapter 2. There also exist axiomatizations for \(X^\infty\) when more structure is imposed on the discount function, as will be discussed in Section 1.1.4.

Next, consider a preference order \(\succeq\) on the set of alternatives \(A\).

We say that \(U\) is a discounted utility (DU) representation for \(\succeq\) if \(U\) represents \(\succeq\) and there exist \((u, D)\), such that \(u: X \to \mathbb{R}\) is a utility function (continuous, strictly increasing, \(u(0) = 0\)), \(D: T \to (0, 1]\) is a discount function (strictly decreasing, \(D(0) = 1\) and \(\lim_{t \to \infty} D(t) = 0\)) and

\[
U(x, t) = \sum_{i=1}^{n} D(t_i) u(x_i)
\]

for all \(n\) and every \((x, t) \in A_n\).

Necessary and sufficient conditions for the existence of a DU representation for preferences on the set \(A\) were provided by Harvey [43, Theorem 2.1]. Fishburn and Rubinstein [32] provided an axiomatization of a DU representation when preferences are restricted to \(A_1\). More information on representations will be given in Section 1.1.4.

### 1.1.2 Types of impatience and preference reversals

In this section we consider different types of impatience (or aversion to delay).

A property frequently attributed to time preferences is the following:

**Definition 1.1 ([63]).** We say that \(\succeq\) exhibits stationarity, or constant impatience, if for all \((x, t), (y, s) \in A_1\) such that \(0 < x < y\) and for all \(t < s\), \((x, t) \sim (y, s)\) implies \((x, t + \sigma) \sim (y, s + \sigma)\) for any \(\sigma > 0\).

In other words, constant impatience, or stationarity of preferences means that delaying two dated outcomes by the same amount of time does not change the preferences of a decision-maker between them. When preferences have a DU representation, stationarity restricts only the discount function. The next proposition follows directly from the definition:
Proposition 1.2. Suppose that \( \succeq \) restricted to \( A_1 \) has a DU representation. Then \( \succeq \) exhibits constant impatience if and only if

\[
\frac{D(t + \sigma)}{D(t)} = \frac{D(s + \sigma)}{D(s)}, \text{ for all } t, s \text{ such that } t < s, \text{ and every } \sigma > 0. \tag{1.1}
\]

The discount factor between \( t + \sigma \) and \( t \) is the ratio \( \frac{D(t + \sigma)}{D(t)} \). This factor is constant in \( t \) for stationary preferences. It is known that the only discount function that exhibits stationarity is exponential discounting. The exponential model for time discounting has the following form:

\[
D(t) = e^{-rt} = \delta^t, \text{ where } r > 0, \delta = e^{-r} \text{ and } \delta \in (0, 1).
\]

This implicitly defines the meaning of \( \delta^t \) for irrational \( t \) values. That is, \( \delta^t = \exp(t \ln \delta) \). We impute the same meaning to \( \delta^t \) throughout. In a discrete time framework (where \( \tau = 1 \) corresponds to present) this discount function has the form

\[
D(\tau) = \delta^{\tau - 1}, \text{ where } \delta \in (0, 1).
\]

Exponential discounting was introduced in 1937 by Samuelson [72] and still remains the most widely used. The exponential model for time discounting has a well-established axiomatic foundation due to Koopmans [49], [51], with a recent refinement in [17].

However, there has been much experimental research done in recent years that has revealed that decision-makers often tend to violate constant impatience. An excellent review of the variety of time preferences and respective discount models was conducted by Frederick et al. in [33]. These violations of constant impatience can be roughly divided into two groups: those exhibiting decreasing impatience and those exhibiting increasing impatience. Consider the following notions of decreasing and increasing impatience.

**Definition 1.3** ([63], [77]). We say that \( \succeq \) exhibits [strictly] decreasing impatience, if for all \((x, t), (y, s) \in A_1\) such that \(0 < x < y\) and for all \(t < s\), \((x, t) \sim (y, s)\) implies

\[
(x, t + \sigma) \preceq (y, s + \sigma) \tag{1.2}
\]

for any \(\sigma > 0\). We say that \( \succeq \) exhibits [strictly] increasing impatience, if the preference in (1.2) is reversed.\(^1\)

\(^1\)Prelec [63] introduced the notions of decreasing and strictly decreasing impatience, but not [strictly] increasing impatience. The definition of strictly increasing impatience given here corresponds to Takeuchi’s definition of increasing impatience [77].
Proposition 1.4. Suppose that $≽$ restricted to $A_i$ has a DU representation. Then $≽$ exhibits [strictly] DI if and only if

$$\frac{D(t + \sigma)}{D(t)} \leq \frac{D(s + \sigma)}{D(s)}, \text{ for all } t, s \text{ such that } t < s, \text{ and every } \sigma > 0. \tag{1.3}$$

Furthermore, $≽$ exhibits [strictly] II if and only if the inequality in (1.3) is reversed.

DI can be interpreted as follows: if a decision-maker is indifferent between a smaller-sooner reward and a larger-later reward, then when both rewards are delayed (shifted to the future) by the same amount of time, the larger-later reward is preferred to the smaller-sooner reward. DI is the most typical observation in the experiments reviewed by Frederick et al. [33]. A recent study by Bleichrodt et al. [16] measured deviations from exponential discounting across money and health domains. The subjects of their experiments exhibited heterogeneity of time preferences with the majority of the participants characterised as decreasingly impatient.

While DI has been most often reported in the experimental literature, there is also some evidence for II (e.g., [11], [77], [74]). Increasing impatience is observed if, whenever the decision-maker is indifferent between a smaller-sooner outcome and a larger-later outcome, the smaller-sooner outcome is preferred if both outcomes are delayed by a common amount. The evidence for II is exemplified in the work undertaken by Attema et al. [11], where it was found that subjects are increasingly impatient for short delays and constantly impatient for longer delays. As Attema et al. conclude: “there is more increasing impatience than commonly believed”. In the above-mentioned studies by Bleichrodt et al. [16], the proportion of subjects who displayed increasing impatience was far from being negligible with a range from 25% to 35%. The results of experiments conducted by Takeuchi [77] are even more striking, as it was shown that strictly II was observed in significantly more cases than strictly DI. Of all the subjects in his experiment, around 66% of subjects exhibit strictly II, whereas only 17% are consistent with strictly DI. Takeuchi [77] reported that strictly II is mainly found within a short period of time (around 22 days from the present moment), whereas strictly DI is observed after that period. Evidence of a similar time preference pattern was presented in [74], where subjects exhibited II within one week from the present moment, but were decreasingly impatient within longer periods.

Some explanations for why II is rarely revealed in experimental studies were proposed by Takeuchi [77]. Takeuchi argues that the reason why strictly DI is typically

\footnote{While DI and II are global properties, experimental evidence can establish consistency with DI and II properties only over a limited range of time periods and outcomes. Hence, experimental results may be described, somewhat loosely, as implying DI over some range and II over another.}
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reported might be the design of the experiments; i.e., the length of the delay considered. Since previous experimental research has been mainly focused on time preferences within long time delays, it could not elicit strictly II, which occurs within short delays ([74], [77]).

Another property frequently observed in experiments is present bias. While various definitions of present bias can be found in the literature (see, for example, [41], [57], [46])3, the essence of this term can be illustrated by the following example: a decision-maker prefers $100 today to $115 tomorrow, but also prefers $115 in a year and a day to $100 in a year [33].4 Note that the second pair of alternatives coincides with the first pair delayed by one year. Present bias means that shifting two dated outcomes - one of which is dated at the present time and another one at some future time - an equal distance into the future may result in a reversal of preferences between these two dated outcomes: from a preference for the earlier outcome to preference for the later one. Strong present bias means that delaying two different dated-outcomes by the same amount of time can reverse the ranking of these outcomes from a preference for the sooner to a preference for the later outcome. We call this condition strong present bias because it says that a preference reversal may occur even if the earlier of the compared outcomes is dated after the present time. It reflects the general idea that the closer the dated outcomes are to the present the greater the relative attractiveness of the earlier outcome. It will be shown in Chapter 3 that when preferences have a DU representation, the notions of strong present bias and strictly DI are equivalent. Obviously, strong present bias implies present bias. (Strong) future bias is defined analogously to (strong) present bias, with the preferences reversed.

Both present bias and future bias illustrate a reversal of preferences induced by delay. It is implicitly assumed that as delay increases no more than one reversal can occur [56]. This assumption is similar in essence to the one-switch property introduced by Bell [12]. The one-switch property was initially formulated for preferences over lotteries [12]. It says that the preference ranking of any two lotteries is either independent of wealth, or else there is a unique level of wealth such that one strict ranking prevails for lower wealth levels and the opposite strict ranking for higher wealth levels. For preferences with an expected utility representation, the one-switch property restricts the form of the Bernoulli utility function. As demonstrated by Bell [12], the utility functions that satisfy this property are the quadratic, the sum of exponentials, the linear plus exponential and the linear times exponential. The properties of these functions, and their possible applications, have been extensively investigated in risk

3Takeuchi’s [77] definition of present bias and Takeuchi’s [77] definition of DI are equivalent. Analogously, Takeuchi’s [77] definition of future bias is equivalent to Takeuchi’s [77] definition of II.
4Inconsistency in the use of the terms present-bias, strong present bias and (strictly) decreasing impatience in the existing literature will be further discussed in Chapter 3.
theory (see, for example, [1], [2], [14] and [15]). However, it is less well known that Bell [12] also defined an analogous one-switch property for preferences over sequences of dated outcomes. In this case, the one-switch property concerns the effect of adding a common delay to two sequences of dated outcomes: it says that the preference ranking of the delayed sequences is either independent of the delay, or else there is a unique delay such that one strict ranking prevails for shorter delays and the opposite strict ranking for longer delays. Bell [12] claims that if preferences have a DU representation, then the only discount functions consistent with the one-switch property are sums of exponentials.

Collectively, these studies outline the rationale for identifying discount functions capable of accommodating different types of impatience and restrictions on preference reversals. Much effort has been expended to develop models of discounting with better descriptive accuracy than the exponential benchmark. In his recent study Doyle [24] surveys more than twenty models of time discounting, developed by psychologists and economists. In the following section we will consider only the discount functions that will be used in this thesis.

### 1.1.3 Specifications of discount functions

Since preferences that exhibit DI and present bias are frequently observed in experiments, a number of discount functions have been developed to accommodate these phenomena. One such class of models, favoured by many applied researchers, is hyperbolic discounting. Several possible hyperbolic discount functions have been introduced including quasi-hyperbolic discounting ([60], [52]), proportional hyperbolic discounting ([45], [43]) and generalized hyperbolic discounting ([53], [4]).

Let us briefly consider the key types of hyperbolic discounting.

**Quasi-hyperbolic discounting** is typically defined for discrete-time settings, and is characterised by minimal departure from exponential discounting:

\[
D(\tau) = \begin{cases} 
1 & \text{if } \tau = 1, \\
\beta\delta^{\tau-1} & \text{if } \tau \geq 2
\end{cases}
\]

for some \( \delta \in (0, 1) \) and \( \beta \in (0, 1] \). Note that when \( \beta = 1 \) quasi-hyperbolic discounting coincides with exponential discounting. Overall, \( \beta \) defines the degree of deviation from stationarity and can be interpreted as a measure of subjective distance between now (\( \tau = 1 \)) and the immediate future (\( \tau = 2 \)). Quasi-hyperbolic discounting exhibits present bias.

The results of the recent experiments by Chark et al. [21] suggest that decision-
makers may be decreasingly impatient within the near future, but discount the remote future (from some period $T$) at a constant rate.\(^5\) This motivates a further generalization of quasi-hyperbolic discounting, which we call *semi-hyperbolic discounting*:

$$D(\tau) = \begin{cases} 
1 & \text{if } \tau = 1, \\
\prod_{i=1}^{\tau-1} \beta_i \delta & \text{if } 1 < \tau \leq T, \\
\delta^{T-\tau} \prod_{i=1}^{T-1} \beta_i & \text{if } \tau > T,
\end{cases}$$

where $\beta_1 \leq \beta_2 \leq \ldots \leq \beta_{T-1}$, and $\beta_\tau \in (0, 1]$ for all $\tau \leq T - 1$ and $\delta \in (0, 1)$. We use $SH(T)$ to denote this discount function (for given $\delta, \beta_1, \ldots, \beta_{T-1}$). This form of discounting was previously applied to model the time preferences of a decision-maker in a consumption-savings problem [83]. Our $SH(T)$ specification is not quite the same as the notion of semi-hyperbolic discounting used in [58]. They apply the term to any discount function which satisfies $D(\tau) = \delta^{T-\tau} D(T)$ for all $\tau > T$ (for some $T$). This class includes $SH(T)$, but is wider. For example, it would allow preferences to exhibit II over the “extended present”, as observed by Takeuchi [77]. The possibility of generalizing quasi-hyperbolic discounting was earlier suggested by Hayashi [44]. The form of the discount function he proposed is:

$$D(\tau) = \begin{cases} 
1 & \text{if } \tau = 1, \\
\prod_{i=1}^{\tau-1} \beta'_i & \text{if } 1 < \tau \leq T, \\
\delta^{T-\tau} \prod_{i=1}^{T-1} \beta'_i & \text{if } \tau > T,
\end{cases}$$

where $\delta \in (0, 1)$ and $0 < \beta'_1 \leq \beta'_2 \leq \ldots \leq \beta'_{T-1} \leq \delta$. By substituting $\delta \beta_\tau = \beta'_\tau$ for all $\tau \leq T - 1$ it is not difficult to see that semi-hyperbolic discounting $SH(T)$ coincides with the form suggested by Hayashi [44]. It is worth mentioning that Hayashi [44] does not provide an axiomatization of this form of discounting, pointing out that this case is somewhat complicated. An axiomatization of semi-hyperbolic discounting will be given in Chapter 2.

The evidence of Chark et al. [21] on extended present bias suggests the following restrictions on the coefficients in $SH(T)$: $\beta_1 < \beta_2 < \ldots < \beta_{T-1}$. In our version of $SH(T)$ we will impose the weaker requirements $\beta_1 \leq \beta_2 \leq \ldots \leq \beta_{T-1}$, and $\beta_\tau \in (0, 1]$ for all $\tau \leq T - 1$ and $\delta \in (0, 1)$. Imposing these restrictions gives some advantages,

---

\(^5\)Note that these findings are inconsistent with the earlier discussed experimental results of Takeuchi [77].
as it can be immediately seen that exponential and quasi-hyperbolic discounting are the special cases of semi-hyperbolic discounting: \( SH(1) \) is the exponential discount function, whereas \( SH(2) \) is the quasi-hyperbolic discount function.

Finally, another possible generalization of quasi-hyperbolic discounting for continuous time was offered by Pan et al. [59]. The discount function they use is called Two-Stage Exponential (TSE) discounting:

\[
D(t) = \begin{cases} 
\alpha^t, & \text{if } t \leq \lambda, \\
(\alpha^\beta)^{\lambda t}, & \text{if } t > \lambda,
\end{cases}
\]

where \( t \in [0, T] \), \( \alpha, \beta \in [0, 1] \), and \( \lambda \in [0, T] \) is called a switch point. The key characteristics of TSE discounting are that it has a constant discount factor \( \alpha \) before the switch point \( \lambda \) and a constant discount factor \( \beta \) after this switch point. The coefficient \( (\alpha^\beta)^{\lambda} \) is included to guarantee the continuity of the discount function. Pan et al.’s [59] axiomatization of TSE is restricted to single dated outcomes. Although TSE discounting is given for continuous time, it can be viewed as an alternative generalization of quasi-hyperbolic discounting and is distinctively different from semi-hyperbolic discounting.

While quasi-hyperbolic and semi-hyperbolic discount functions partially preserve the exponential form, the next group of discount functions – the generalized hyperbolic and proportional hyperbolic discount functions – have very different functional forms. Generalized hyperbolic discounting [53] is described by the following function (for a continuous time environment):

\[
D(t) = (1 + ht)^{-\alpha/h}, \text{ where } \alpha, h > 0.
\]

Coefficient \( h \) measures the level of departure from exponential discounting. As \( h \) goes to zero, the discount function becomes exponential \( D(t) = e^{-\alpha t} \). Generalized hyperbolic discounting exhibits strictly DI. A special case of generalized hyperbolic discounting when \( \alpha = h \) is called proportional hyperbolic discounting ([43], [45]), and has a functional form:

\[
D(t) = (1 + ht)^{-1}, \text{ where } h > 0.
\]

The advantage of this discount function, in comparison with generalized hyperbolic discounting, is that it has only one parameter.

Finally, we must mention some other discount functions that elaborate the exponential form but are less well-known than the quasi-hyperbolic or semi-hyperbolic functions.

Read [68] suggested the use of subadditive discount functions. The term “subaddi-
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tivity” is used by Read to refer to the situation when discounting over a given delay is less when the delay is not divided into intervals than when the delay is divided. In his experimental study, Read [68] derived the discount factors based on the subjects’ indifference between smaller-sooner and larger-later rewards, which was obtained by varying the value of the reward. A 24 month delay was divided into three intervals: 0-8 months, 8-16 months, and 16-24 months. For each of three intervals, an indifference between a smaller reward at the beginning of the interval and a bigger reward at the end of the interval was experimentally identified. An indifference was also derived over the undivided delay of 24 months, that is, between a smaller reward in 0 months (now) and a bigger reward in 24 months. Under an assumption of DU representation, it is possible to impute the implied discount factors for each interval. Multiplying the discount factors of three 8-month intervals and comparing the result to the discount factor over the undivided 24-month delay gave evidence for subadditivity of discounting. Read [68] claims that subadditivity can account for DI. He suggested the use of the following variation on exponential discounting for discrete time:

\[ D(\tau) = \delta^{\tau s}, \]

where \( s \) describes non-linear time perception. Jamison and Jamison [48] refer to a continuous version of Read’s model as a slow Weibul discount function:

\[ D(t) = e^{-rt^\alpha}, \]

where \( \alpha \) indicates non-linear time preference. A similar form of discounting was introduced by Ebert and Prelec [25]. The discount function

\[ D(t) = e^{-(rt)^s} \text{ with } r, s > 0 \]

is called a constant-sensitivity [25] discount function, where the \( s \)-parameter allows the function to accommodate strictly DI \((s < 1)\) or strictly II \((s > 1)\). Clearly, constant-sensitivity discounting is equivalent to exponential discounting when \( s = 1 \).

McClure et al. [54] studied double exponential discounting. They used neuro-imaging to analyse the brain areas activated in the process of making intertemporal choice. Two neural systems with different levels of impatience were identified. Based on this, a (discrete time) double exponential discounting model was proposed where each system is represented by exponential discounting as follows:

\[ D(\tau) = \lambda \alpha^{\tau - 1} + (1 - \lambda)\delta^{\tau - 1}, \text{ where } \lambda, \alpha, \delta \in (0, 1). \] (1.4)
Note also that double exponential discounting can include quasi-hyperbolic discounting by letting $\delta = 0$ in (1.4). This was observed by Xue [82, Proposition 1]).

The respective continuous version of double-exponential discounting is:

$$D(t) = \lambda e^{-rt} + (1 - \lambda)e^{-st},$$

where $\lambda \in (0, 1)$ and $r, s > 0$.

Double-exponential discounting and constant sensitivity discounting are found to be of significant descriptive value [20]. In their recent experimental study, Cavagnaro et al. [20] tested six most common discounting models: exponential, proportional hyperbolic, generalized hyperbolic, quasi-hyperbolic, constant-sensitivity and double exponential discounting. According to their results, constant-sensitivity and double-exponential discounting provide the best fit for the largest number of subjects. Cavagnaro et al. [20] conclude that the greater complexity of these two models is justified by their greater flexibility and that studying the characteristics of these two types of discounting is a promising direction for future research.

Remarkably, double exponential discounting can be considered as a special case of Bell’s [12] sum of exponentials discounting, which was derived in the context of the one-switch property:

$$D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t},$$

where $a, b, c > 0, a \leq b/c + 1$.

Bell’s [12] model is more general since it can accommodate strictly II ($1 < a \leq b/c + 1$), strictly DI ($a < 1$) and stationarity ($a = 1$), while double exponential discounting with the given parameter restrictions can describe only strictly DI ($\lambda \in (0, 1), r \neq s$) and stationarity ($\lambda = 1$).

### 1.1.4 Existing frameworks and axiomatization of time preferences

The axiomatic foundation of intertemporal decisions is a fundamental question in economics and generates considerable research interest. Despite the fact that a number of models of discounting have appeared in the literature [24], two types have been predominantly used: exponential discounting, first introduced by Samuelson [72], and quasi-hyperbolic discounting [60, 52]. The important question to be answered is which axioms allow us to say that the preferences of a decision-maker can be represented using the DU model with exponential or quasi-hyperbolic discount functions? Existing axiom systems for intertemporal decisions address this question. These systems can be roughly divided into two main groups: those with preferences over deterministic consumption streams and those with preferences over stochastic consumption streams.
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The first group has been the leading approach in the area, both for exponential and quasi-hyperbolic functions. In this framework a consumption set is endowed with topological structure, and Debreu’s [23] theorem on additive representation is a key mathematical tool.

Koopmans’ result for exponential discounting in discrete time with deterministic consumption streams [49, 50, 51] remains the best known. A revised formulation of Koopmans’ result was proposed by Bleichrodt et al. [17], using alternative conditions on preferences. A similar approach was also suggested by Harvey [42], who works in continuous time. The axiomatic foundation of exponential discounting for the special case of preferences over $A_1$ (single dated outcomes) was presented by Fishburn and Rubinstein [32]. Their axioms will often be assumed in following chapters, so we state them here for future reference. The list of the axioms is as follows:

**Axiom 1. (Weak Order)** The preference order $\succeq$ is a weak order; i.e., it is complete and transitive.

**Axiom 2. (Monotonicity)** For every $x, y \in X$, if $x < y$, then $(x, t) \prec (y, t)$ for every $t \in T$.

**Axiom 3. (Continuity)** For every $(y, s) \in A_1$ the sets \{$(x, t) \in A_1 \mid (x, t) \succeq (y, s)$\} and \{$(x, t) \in A_1 \mid (x, t) \preceq (y, s)$\} are closed.

**Axiom 4. (Impatience)** For all $t, s \in T$ and every $x > 0$, if $t < s$, then $(x, t) \succ (x, s)$. If $t < s$ and $x = 0$, then $(x, t) \sim (x, s)$ for every $t, s \in T$; that is, 0 is a time-neutral outcome.

**Axiom 5. (Separability)** For every $x, y, z \in X$ and every $r, s, t \in T$ if $(x, t) \sim (y, s)$ and $(y, r) \sim (z, t)$ then $(x, r) \sim (z, s)$.

Fishburn and Rubinstein [32] proved the following result:

**Theorem 1.5 ([32]).** The preferences $\succeq$ on $A_1$ satisfy Axioms 1-5 if and only if there exists a DU representation for $\succeq$ on $A_1$. If $(u, D)$ and $(u_0, D_0)$ both provide DU representations for $\succeq$ on $A_1$, then $u = \alpha u_0$ for some $\alpha > 0$, and $D = \beta D_0$ for some $\beta > 0$.

In a non-stochastic framework with discrete time, quasi-hyperbolic discounting has been axiomatized by Olea and Strzalecki [58], building on Bleichrodt et al. [17]. Pan et al. [59] provide an axiomatization of their continuous-time generalization of quasi-hyperbolic discounting (two-stage exponential discounting) for preferences over single dated outcomes.
1.1 Background

All the axiomatization systems mentioned above are formulated for consumption streams over an infinite horizon; i.e., for $A$ or $D^\lambda_\infty$. The finite horizon case has rarely been discussed. For exponential discounting in a discrete time setting, however, it can be found in [30].

The second group of axiomatic systems considers stochastic consumption streams in discrete time. These are lotteries with outcomes in $D^\lambda_\infty$ for some given $\lambda$. To obtain an additive form the fundamental representation theorem of von Neumann and Morgenstern (vNM) [78] is used. The application of this approach to exponential discounting was given by Epstein [26]. The axiomatization of quasi-hyperbolic discounting by Hayashi [44] builds on Epstein’s axiom system [26].

1.1.5 Time preferences: aggregation and uncertainty

Sometimes decisions about dated outcomes have to be made by a group of individuals, such as boards, committees or households. It is natural to think that individuals may differ in the discounting procedure they use. If the decision is to be made by the group it is desirable to have an aggregating procedure that suitably reflects the time preferences of all members. The natural option is to average the discount functions across individuals, which is equivalent to averaging the discounted utilities in the case when all agents have identical utility functions. This approach guarantees that the aggregation satisfies Pareto’s principle and has been widely used in the existing literature on time preferences (for example, see [46], [84], [82]). It is known that such collective discount functions need not share properties that are common to the individual discount functions being aggregated. As Jackson and Yariv demonstrate [46], if individuals discount the future exponentially and there is a heterogeneity in discount factors, then their aggregate discount function exhibits strong present bias. Moreover, when the number of individuals grows, in the limit the group discount function becomes hyperbolic [46].

Jackson and Yariv [46] give the following example of present-biased group preferences for a household with two individuals, Constantine and Patience. Both have identical instantaneous utility functions, and discount the future exponentially, but Constantine has a discount factor of 0.5, whereas Patience has a discount factor of 0.8. Suppose that they need to choose between 10 utiles for each today or 15 utiles for each tomorrow. They calculate the aggregate discounted utility for each option: $10 + 10 = 20$ and $15(0.8 + 0.5) = 19.5$. Therefore, 10 utiles today is chosen. Now suppose that they must choose between 10 utiles at time $t \geq 1$ and 15 utiles at $t + 1$. The aggregate discounted utilities in this case are $10(0.8^t + 0.5^t)$ and $15(0.8^{t+1} + 0.5^{t+1})$, respectively. For any $t \geq 1$ the 15 utiles at $t + 1$ is preferable to the 10 utiles at $t$, which reverses the initial preference for 10 utiles at $t = 0$ over 15 utiles at $t = 1$. The
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behaviour of the household is present-biased. Jackson and Yariv [46] show that this household in fact exhibits strong present bias.

A related result is obtained by Prelec [63]. Prelec [63] introduces a natural notion of comparative DI and proves that one individual exhibits more DI preferences than another if the logarithm of the discount function of the former is more convex than that of the latter. Using this notion of comparative DI, Prelec [63] demonstrates that the mixture of two distinct discount functions of equally DI preferences, represents preferences which are more DI.

Another scenario in which the aggregation of time preferences may be required is when a single decision-maker is uncertain about the appropriate discount function to apply. For example, discounting may be affected by a survival function with a constant but uncertain hazard rate. Such scenarios are considered by Weitzman [81] and Sozou [75]. If the decision-maker maximizes expected discounted utility, then she maximizes discounted utility for a certainty equivalent discount function, calculated as the probability-weighted average of the different possible discount functions that may apply. Weitzman [81] shows that if each of the possible rates of time preference converges to some non-negative value (as time goes to infinity), then the certainty equivalent time preference function converges to the lowest of these limits. Weitzman’s result implies that long-term cost and benefits should be discounted at the largest of the possible discount factors. This corresponds to the discount function which, as time goes to infinity, represents the most patient time preferences. Working in a similar framework, Sozou [75] considers a decision-maker whose discounting reflects a survival function with a constant, but uncertain, hazard rate. If this hazard rate is exponentially distributed, Sozou shows that the decision-maker’s expected discount function is hyperbolic.

1.2 Outline of thesis

In Chapter 2 we provide a new and simple axiomatization of exponential and quasi-hyperbolic discounting. We work with preferences over streams of consumption lotteries; i.e., a setting in which there is a lottery in each period of time. In other words, we restrict Epstein and Hayashi’s framework ([26], [44]) to product measures. This framework allows us to apply Anscombe and Aumann’s result from Subjective Expected Utility Theory [8] and to obtain a discounted expected utility (DEU) representation.

---

6Farmer and Geanakoplos [28] analyse the behaviour of a certainty equivalent discount function as time goes to infinity when time preference rates are stochastic and change according to geometric random walk. Geanakoplos et al. [34] investigate the same problem for a more general class of random walks.
using relatively simple axioms. Importantly, we establish a unified treatment of exponential and quasi-hyperbolic discounting in both finite and infinite settings. With Fishburn [31] and Harvey [42] as the key sources of technical inspiration, our approach also facilitates proofs that are relatively straightforward. In addition, we provide an axiomatization of semi-hyperbolic discounting, which, in our framework, can be obtained using a simple elaboration of the axioms for quasi-hyperbolic discounting.

In Chapter 3 we consider the aggregation of preferences over single dated outcomes which exhibit decreasing impatience. The goal of this chapter is twofold. Firstly, we seek to extend the results of Prelec [63] and Jackson and Yariv [46] on the aggregation of discount functions. We show that when preferences satisfy the axioms of Fishburn and Rubinstein [32], strictly decreasing impatience (or strictly increasing discount factor) is equivalent to strong present bias. Theorem 3.20 establishes that the weighted average of discount functions that are from the same DI class (in the sense of Prelec [63]) always exhibits strictly more DI than each component. This generalizes both Prelec’s [63] and Jackson and Yariv’s [46] result.

The second goal of Chapter 3 is to prove an analogue of Weitzman’s [81] result: one in which discounting is hyperbolic rather than exponential, but there is uncertainty about the hyperbolic discount factor. Our result, given in Theorem 3.28, is very different to Weitzman’s. We show that the certainty equivalent hyperbolic discount factor converges, not to the lowest individual hyperbolic discount factor, but to the probability-weighted harmonic mean of the individual hyperbolic discount factors.

In Chapter 4 we analyse the one-switch property for intertemporal preferences introduced by Bell [12]. For preferences that have a DU representation, Bell [12] argues that the only discount functions consistent with the one-switch property are sums of exponentials. This chapter proves that discount functions of the linear times exponential form also satisfy the one-switch property. We further demonstrate that preferences which have a DU representation with the linear times exponential discount function exhibit increasing impatience ([77]). We also clarify an ambiguity in the original Bell [12] definition of the one-switch property by distinguishing a weak one-switch property from the (strong) one-switch property. We show that the one-switch property and the weak one-switch property definitions are equivalent in a continuous-time version of the Anscombe and Aumann [8] setting.

Finally, in Chapter 5 we offer some conclusions and discuss possible directions for future research.
A simple framework for the axiomatization of exponential and quasi-hyperbolic discounting

The results in this chapter have been published in [6].

In the previous chapter we introduced exponential, quasi-hyperbolic and semi-hyperbolic discount functions. We also provided a brief survey of existing axiomatization systems for these types of discounting (Section 1.1.4). The goal of this chapter is to suggest an alternative way to axiomatize exponential, quasi-hyperbolic and semi-hyperbolic discounting. Note that semi-hyperbolic discounting subsumes quasi-hyperbolic discounting as a special case. The chapter is organized as follows. We first give preliminaries and define the setting. The Anscombe and Aumann (AA) approach uses “horse lotteries” (with unknown probabilities) and “roulette lotteries” (with known probabilities). In the AA environment preferences are expressed over compounds of “horse” and “roulette” lotteries: each “horse” is associated with a particular “roulette lottery”. The outcome of such compound lottery is resolved in two stages. In the first stage the true state of the nature (the winning “horse”) is identified. In the second stage the roulette lottery corresponding to the true state of nature is resolved. We recall the Anscombe and Aumann [8] result in Section 2.2.1, and reinterpret it for our intertemporal context by re-labeling states of nature as periods of time. In Section
2.2.2 we consider its extension to an infinite horizon (infinitely many states). Using these results as a foundation for our axiomatization, we first obtain the axiomatization for exponential and semi-hyperbolic discounting for a finite time horizon (Section 2.3). We next consider an infinite time horizon (Section 2.4). We end in Section 2.5 with a discussion of the results.

2.1 Preliminaries

Assume that the objectives of a decision-maker can be expressed by a preference order $\succeq$ on the set of alternatives $X^n$, where $n$ may be $\infty$. Think of these alternatives as discrete-time sequences of outcomes, for time periods $t \in \{1, 2, \ldots, n\}$. We say that a utility function $U: X^n \rightarrow \mathbb{R}$ represents this preference order, if for all $x, y \in X^n$, $x \succeq y$ if and only if $U(x) \geq U(y)$.

In this chapter, we assume that $X$ is a mixture set. That is, for every $x, y \in X$ and every $\lambda, \mu \in [0, 1]$, there exists $x\lambda y \in X$ satisfying:

- $x1y = x$,
- $x\lambda y = y(1 - \lambda)x$,
- $(x\mu y)\lambda y = x(\lambda\mu)y$.

Since $X$ is a mixture set, the set $X^n$ is easily seen to be a mixture set under the following mixture operation: $x\lambda y = (x_1\lambda y_1, \ldots, x_n\lambda y_n)$, where $x, y \in X^n$ and $\lambda \in [0, 1]$.

The utility function $u: X \rightarrow \mathbb{R}$ is called mixture linear if for every $x, y \in X$ we have $u(x\lambda y) = \lambda u(x) + (1 - \lambda)u(y)$ for every $\lambda \in [0, 1]$.

The binary relation $\succeq$ on $X^n$ induces a binary relation (also denoted $\succeq$) on $X$ in the usual way: for any $x, y \in X$ the preference $x \succeq y$ holds if and only if $(x, x, \ldots, x) \succeq (y, y, \ldots, y)$.

The function $U$ is called a discounted utility function if

$$U(x) = \sum_{t=1}^{n} D(t)u(x_t),$$

for some non-constant $u: X \rightarrow \mathbb{R}$ and some $D: \mathbb{N} \rightarrow \mathbb{R}$ with $D(1) = 1$. The function $D$ is called the discount function. If $u$ is mixture linear (and non-constant), then the function $U$ is called a discounted expected utility function. Note that mixture linear functions are continuous. It is also worth mentioning that we do not impose the requirement that $D$ is strictly decreasing here, but this property will be introduced and axiomatically characterised later.
Recall that there are two types of discount functions which are commonly used in modelling of time preferences:

- **Exponential discounting**: \( D(t) = \delta^{t-1} \), where \( \delta \in (0, 1) \) is called a discount factor.
- **Quasi-hyperbolic discounting**:

  \[
  D(t) = \begin{cases} 
    1 & \text{if } t = 1, \\
    \beta \delta^{t-1} & \text{if } t \geq 2.
  \end{cases}
  \]

  for some \( \delta \in (0, 1) \) and \( \beta \in (0, 1] \).

A further generalization of quasi-hyperbolic discounting is called **semi-hyperbolic discounting**:

\[
D(t) = \begin{cases} 
    1 & \text{if } t = 1, \\
    \prod_{i=1}^{t-1} \beta_i \delta & \text{if } 1 < t \leq T, \\
    \delta^{T-t} \prod_{i=1}^{T-1} \beta_i \delta & \text{if } t > T.
  \end{cases}
\]

We use \( SH(T) \) to denote this discount function (for given \( \delta, \beta_1, \ldots, \beta_{T-1} \)).

### 2.2 Anscombe and Aumann (1963) representations

A pre-condition for obtaining discounting in an exponential or quasi-hyperbolic form is additive separability. In the framework of preferences over streams of lotteries, Anscombe and Aumann’s (1963) theorem [8] provides axioms which give an additively separable representation when \( n < \infty \). Anscombe and Aumann formulated their result for acts rather than temporal streams. Here, states of the world are replaced by time periods.

We say that the preference order \( \succcurlyeq \) on \( X^n \) has an **Anscombe and Aumann (AA) representation**, if for every \( x, y \in X^n \):

\[
x \succcurlyeq y \text{ if and only if } \sum_{t=1}^{n} w_t u(x_t) \geq \sum_{t=1}^{n} w_t u(y_t),
\]

where \( u : X \rightarrow \mathbb{R} \) is non-constant and mixture linear and \( w_t \) are constant weights such that \( w_t \geq 0 \) for each \( t \) with at least one \( w_t > 0 \). We also say that the pair \((u, w)\) provides an AA representation for \( \succcurlyeq \). There are two main differences between a DU representation and an AA representation. First, there is an additional restriction of mixture linearity on utility function in the latter. Second, there are weaker conditions.
imposed on the weights $w_t$ in an AA representation than on a discount function in a DU representation: $w_t$ are required to be non-negative with at least one strictly positive $w_t$, whereas the values of a discount function must be strictly positive at each $t \geq 1$.

### 2.2.1 Finite case ($n < \infty$)

For $n < \infty$ the following axioms are necessary and sufficient for an AA representation:

**Axiom F1.** (Weak order). $\succeq$ is a weak order on $X^n$.

**Axiom F2.** (Non-triviality). There exist some $a, b \in X$ such that $(a, a, \ldots, a) \succ (b, b, \ldots, b)$.

**Axiom F3.** (Mixture independence). $x \succeq y$ if and only if $x\lambda z \succeq y\lambda z$ for every $\lambda \in (0, 1)$ and every $x, y, z \in X^n$.

**Axiom F4.** (Mixture continuity). For every $x, y, z \in X^n$ the sets 
\[ \{ \alpha \mid x\alpha z \succ y \} \] and 
\[ \{ \beta \mid y \succ x\beta z \} \] are closed subsets of the unit interval.

**Axiom F5.** (Monotonicity). For every $x, y \in X^n$ if $x_t \succ y_t$ for every $t$ then $x \succ y$.

**Theorem 2.1 (AA).** The preferences $\succeq$ on $X^n$ satisfy axioms F1-F5 if and only if there exists an AA representation $(u, w)$ for $\succeq$ on $X^n$. Moreover, $(u', w')$ is another AA representation for $\succeq$ on $X^n$ if and only if there are some $A > 0$, some $B$ and some $C > 0$ such that $u' = Au + B$ and $w' = Cw$.

The proof of the theorem for the general mixture set environment can easily be constructed by combining the arguments in [31] and [71]. Evidently, the key axiom here is the condition of mixture independence. It is a strong axiom which imposes an additive structure.

### 2.2.2 Infinite case ($n = \infty$)

Anscombe and Aumann’s result may be extended to the infinite horizon case. One possible extension is given by Fishburn [31]. However, we give a slightly modified version which incorporates ideas from Harvey [42].

Fix some $x_0 \in X$. We refer to the same $x_0$ throughout the rest of the chapter. A consumption stream $x$ is called *ultimately $x_0$-constant* if there exists $T$ such that $x = (x_1, \ldots, x_T, x_0, x_0, \ldots)$. Note the difference between this term and the related notion of an “ultimately constant” stream in [17] and [58], which does not fix the
value at which consumption is ultimately constant. Let $X_T$ be the set of ultimately $x_0$-constant consumption streams of length $T$. Denote the union of the sets $X_T$ over all $T$ as $X^*$. Let $X^{**}$ be the union of $X^*$ and all constant streams. It is not hard to see that both $X^*, X^{**} \subset X^\infty$ are mixture sets.

We must mention that the fixed $x_0$ serves two purposes: first, it will be needed to state the convergence axiom; and second, it allows us to define the class $X^*$ of ultimately $x_0$-constant streams in a way that makes them a strict subset of the usually defined class. Since some of the axioms only restrict preferences over $X^{**}$ this second aspect confers some advantages.

**Axiom I1.** (Weak order). $\succsim$ is a weak order on $X^\infty$.

**Axiom I2.** (Non-triviality). There exist some $a, b \in X$ such that $a \succ x_0 \succ b$.

Axiom I2 implies that $x_0$ is an interior point with respect to preference. It restricts both $\succsim$ and the choice of the fixed element $x_0$. The role of $x_0$ here is similar to the role of “neutral” outcome $x = 0$ in Chapter 1, since we will later impose that $u(x_0) = 0$. Note, however, that $u(x_0)$ is interior to the range of $u$.

**Axiom I3.** (Mixture independence). $x \succsim y$ if and only if $x\lambda z \succsim y\lambda z$ for every $\lambda \in (0,1)$ and every $x, y, z \in X^{**}$.

**Axiom I4.** (Mixture continuity). For every $x, z \in X^{**}$ and every $y \in X^\infty$ the sets
\[
\{ \alpha \mid x_\alpha z \succsim y \} \text{ and } \{ \beta \mid y \succsim x_\beta z \}
\]
are closed subsets of the unit interval.

**Axiom I5.** (Monotonicity). For every $x, y \in X^\infty$: if $x_t \succsim y_t$ for every $t$ then $x \succsim y$.

We have applied a weaker version of the monotonicity axiom in comparison with the interperiod monotonicity used by Fishburn. However, Axiom I5 is sufficient to obtain an AA representation.

For the statement of the next axiom we need to introduce some notation. Let
\[
[d]_k = (x_0, \ldots, x_0, a, x_0, \ldots)
\]
where $a \in X$ is in the $k^{th}$ position. Using this notation, we state the following axiom:

**Axiom I6.** (Convergence). For every $x = (x_1, x_2, \ldots) \in X^\infty$, every $x^+, x^- \in X$ and every $k$:

- if $[x^+]_k \succsim [x]_k$ there exists $T^+ \geq k$ such that
  \[x \preceq x^+_{k,T^+} \text{ for all } T \geq T^+,
  \]
where $x^+_{k,T} = (x_1, x_2, \ldots, x_{k-1}, x^+, x_{k+1}, \ldots, x_T, x_0, x_0, \ldots)$.
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- if \([ x^- ]_k \prec [ x ]_k \) there exists \( T^- \geq k \) such that
  \[ x \gg x^- \) for all \( T \geq T^- \),

where \( x^- = (x_1, x_2, \ldots, x_{k-1}, x^-_k, \ldots, x_T, x_0, x_0, \ldots) \).

Our convergence axiom differs from Axiom B6, that was used by Fishburn:

**Axiom B6.** For some \( \hat{x} \in X \), every \( x, y \in X^\infty \) and every \( \lambda \in (0, 1) \):

- if \( x \succ y \), then there exists \( T \) such that \( (x_1, \ldots, x_n, \hat{x}, \hat{x}, \ldots) \gg \lambda y \) for all \( n \geq T \);
- if \( x \prec y \), then there exists \( T \) such that \( (x_1, \ldots, x_n, \hat{x}, \hat{x}, \ldots) \preceq \lambda y \) for all \( n \geq T \).

Instead, Axiom I6 adapts ideas from [42].\(^1\) Axiom I6 is more appealing for our purposes as it not only guarantees the convergence of the AA representation, but also allows us to relax two axioms, mixture independence and mixture continuity, which are no longer required to hold on all of \( X^\infty \).

We thus obtain the following representation:

**Theorem 2.2** (Infinite AA). The preferences \( \succeq \) on \( X^\infty \) satisfy axioms I1-I6 if and only if there exists an AA representation \( (u, w) \) for \( \succeq \) on \( X^\infty \). Moreover, \( (u', w') \) is another AA representation for \( \succeq \) on \( X^\infty \) if and only if there are some \( A > 0 \), some \( B \) and some \( C > 0 \) such that \( u = Au' + B \) and \( w = Cw' \).

The proof of Theorem 2.2 combines elements of the arguments in [31], [42] and [71].

**Proof.** Necessity of the axioms is straightforward to verify. Therefore we will focus on the proof of sufficiency.

**Step 1.** Applying Theorem 1 of [31] to the mixture set \( X \), it follows from Axioms I1, I3, I4 that there exists a mixture linear utility function \( u \) preserving the order on \( X \) (unique up to positive affine transformations). Normalize \( u \) so that \( u(x_0) = 0 \). Note that by non-triviality \( u(x_0) \) is in the interior of the non-degenerate interval \( u(X) \).

Convert streams into their utility vectors by replacing the outcomes in each period by their utility values. Define the following order: \((v_1, v_2, \ldots) \gg (u_1, u_2, \ldots) \iff \) there exist \( x, y \in X^\infty \) such that \( x \gg y \) and \( u(x_t) = v_t \) and \( u(y_t) = u_t \) for every \( t \). This order is unambiguously defined because of the monotonicity assumption, i.e., if \( x_t \sim x'_t \) then \( (x_1, \ldots, x_t, \ldots) \sim (x'_1, \ldots, x'_t, \ldots) \).\(^2\)

\(^1\)It is worth mentioning that Fishburn’s motivation for the convergence axiom B6 looks somewhat contrived in the context of acts [31, p. 113]. However, it becomes very natural in the context where states of the world are re-interpreted as periods of time.

\(^2\)It is worth mentioning that Fishburn’s motivation for the convergence axiom B6 looks somewhat contrived in the context of acts [31, p. 113]. However, it becomes very natural in the context where states of the world are re-interpreted as periods of time.
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The preference order \(\succeq^*\) inherits the properties of weak order, mixture independence and mixture continuity from \(\succeq\). Note that \(u(X)^\infty\) is a mixture set under the standard operation of taking convex combinations: if \(v, u \in u(X)^\infty\) then

\[ v \lambda u = \lambda v + (1 - \lambda)u \quad \text{for every } \lambda \in (0, 1). \]

Therefore, by Theorem 1 of [31] we obtain a mixture linear representation \(U: u(X)^\infty \to \mathbb{R}\), where \(U\) is unique up to positive affine transformations.

**Step 2.** Normalize \(U\) so that \(U(0, 0, \ldots) = U(0) = 0\). Since 0 is in the interior of \(u(X)\), and since \(U(v \lambda 0) = \lambda U(v)\) for any \(v \in \mathbb{R}^\infty\) and for every \(\lambda \in (0, 1)\), we can assume that \(U\) is defined on \(\mathbb{R}^\infty\).

Mixture linearity of \(U\) implies standard linearity of \(U\) on \(\mathbb{R}^\infty\). To prove this, we need to show that \(U(kv) = kU(v)\) for any \(k\) and \(U(v + u) = U(v) + U(u)\) for any \(u, v \in \mathbb{R}^\infty\).

As \(u(X)^\infty\) is a mixture set under the operation of taking convex combinations, \(U(kv0) = U(kv + (1 - k)0) = U(kv) = kU(v)\) for any \(k \in (0, 1)\). If \(k > 1\) then \(U(kv) = U\left(\frac{k}{k}v\right) = \frac{k}{k}U(kv)\). Multiplying both parts of this equation by \(k\), we obtain \(U(kv) = kU(v)\) for all \(k > 1\). Therefore, \(U(kv) = kU(v)\) for any \(k > 0\).

To prove that \(U(v + u) = U(v) + U(u)\), consider the mixture \(v_{1/2}u\). By mixture linearity of \(U\) we have:

\[ U\left(\frac{1}{2}v + \frac{1}{2}u\right) = \frac{1}{2}U(v) + \frac{1}{2}U(u) = \frac{1}{2}(U(v) + U(u)). \]  

(2.1)

On the other hand, \(v_{1/2}u = \frac{1}{2}v + \frac{1}{2}u = \frac{1}{2}(v + u)\). Therefore,

\[ U\left(\frac{1}{2}v + \frac{1}{2}u\right) = U\left(\frac{1}{2}v + \frac{1}{2}u\right) = \frac{1}{2}U(v + u) \]

(2.2)

Comparing (2.1) and (2.2) we conclude that \(U(v + u) = U(v) + U(u)\).

Finally, note that

\[ U(0) = U(v + (-v)) = U(v) + U(-v) = 0, \]

hence \(U(-v) = -U(v)\). Therefore, if \(k < 0\), then \(U(kv) = -kU(-v) = kU(v)\).

For each \(T\), consider the function \(f: \mathbb{R}^T \to \mathbb{R}\) defined as follows:

\[ f(v_1, \ldots, v_T) = U(v_1, \ldots, v_T, 0, 0, \ldots). \]
This function is linear on \(\mathbb{R}^T\) and it satisfies \(f(0) = 0\), therefore,

\[
f(v_1, \ldots, v_T) = \sum_{t=1}^{T} w_t^T v_t,
\]

where \(w^T = (w_1^T, \ldots, w_T^T)\). By monotonicity \(w_t^T \geq 0\) for all \(t \leq T\).

Note that \(w_t^T = U([1]^t)\), where \([1]^t\) is the vector with 1 in period \(t\) and 0 elsewhere. It follows that \(w_t^T = w_t^{T'}\) for any \(T\) and \(T'\). Hence there is a vector \(w \in \mathbb{R}^\infty\) such that

\[
U(v_1, \ldots, v_T, 0, 0, \ldots) = \sum_{t=1}^{\infty} w_t v_t \text{ for any } (v_1, \ldots, v_T) \in \mathbb{R}^T.
\]

Recalling that \(v_t = u(x_t)\) we obtain

\[
U(u(x_1), \ldots, u(x_T), 0, 0, \ldots) = \sum_{t=1}^{T} w_t u(x_t) \text{ for all } x \in X^*.
\]

Therefore, for every \(x, y \in X^*\) we have \(x \succ y\) if and only if

\[
\sum_{t=1}^{T} w_t u(x_t) \geq \sum_{t=1}^{T} w_t u(y_t).
\]

By slightly abusing the notation, re-define \(U\) so that:

\[
U(x_1, \ldots, x_T, x_0, x_0, \ldots) = \sum_{t=1}^{T} w_t u(x_t) \text{ for all } x \in X^*.
\]

Hence \(U(x) = \sum_{t=1}^{\infty} w_t u(x_t)\) represents preferences on \(X^*\).

**Step 3.** Next, we show that \(U(x_1, x_2, \ldots)\) converges for any \((x_1, x_2, \ldots)\). Define \(U_T : X^\infty \to \mathbb{R}\) as follows:

\[
U_T(x) = \sum_{t=1}^{T} u_t(x_t), \text{ where } u_t(x_t) = w_t u(x_t).
\]

Consider the sequence of functions \(U_1, U_2, \ldots, U_T, \ldots\) According to the Cauchy Criterion, a sequence of functions \(U_T(x)\) defined on \(X^\infty\) converges on \(X^\infty\) if and only if for any \(\varepsilon > 0\) and any \(x \in X^\infty\) there exists \(T \in \mathbb{N}\) such that \(|U_N(x) - U_M(x)| < \varepsilon\) for any \(N, M \geq T\).

Fix some \(x \in X^\infty\) and \(\varepsilon > 0\). Suppose that for some \(k\) it is possible to choose \(x^+, x^-\) such that \([x^+]_k \succ [x^-]_k\). By Step 2 the preference \([x^+]_k \succ [x^-]_k\)
implies that \( w_k > 0 \). Therefore, as \( u \) is a continuous function, it is without loss of generality to assume that
\[
 u_k(x^+) - u_k(x^-) < \varepsilon/2 \quad \text{and} \quad u_k(x^-) - u_k(x^+) < \varepsilon/2.
\]

It follows that \( u_k(x^+) - u_k(x^-) < \varepsilon \), or \( u_k(x^-) - u_k(x^+) > -\varepsilon \). By Axiom I6 there exist \( T^+ \) and \( T^- \) satisfying \( k \leq \min\{T^-, T^+\} \) such that
\[
x^+_k(x) \succ x \succ x^-_k, \quad \text{for all} \quad N \geq T^+, \ M \geq T^-.
\]

Let \( T^* = \max\{T^-, T^+\} \). It is necessary to demonstrate that \( |U_N(x) - U_M(x)| < \varepsilon \) for any \( N, M \geq T^* \). If \( N = M \) the result is obviously true. If \( N \neq M \) then it is without loss of generality to assume that \( N > M \). By the additive representation:
\[
 U(x^+_k) \geq U(x^-_k).
\]

Expanding
\[
u_k(x^+)_t + \sum_{t=1, t \neq k}^N u_t(x_t) \geq u_k(x^-) + \sum_{t=1, t \neq k}^M u_t(x_t).
\]

By rearranging this inequality
\[
\sum_{t=M+1}^N u_t(x_t) \geq u_k(x^-) - u_k(x^+) > -\varepsilon.
\]

As \( N > M \geq T^* \) it is also true that \( U(x^+_k) \geq U(x^-_k) \), hence
\[
\sum_{t=M+1}^N u_t(x_t) \leq u_k(x^+) - u_k(x^-) < \varepsilon.
\]

Note that
\[
\sum_{t=M+1}^N u_t(x_t) = U_N(x) - U_M(x).
\]

Hence, \( |U_N(x) - U_M(x)| < \varepsilon \) and it follows that \( U(x) \) converges by the Cauchy criterion.

Suppose now that it is not possible to find such \( k \) that \( [x^+]_k \succ [x_k]_k \succ [x^-]_k \) for some \( x^+, x^- \in X \). If \( w_t = 0 \) for all \( t \) then the result is trivial. Suppose that \( w_t > 0 \) for some \( t \). Then for every period \( t \) for which \( w_t > 0 \) we have
\[
x_t \in X^c \equiv \{ z \in X \mid z \succ z' \text{ for all } z' \in X \text{ or } z' \not\succ z \text{ for all } z' \in X \}.
\]

For some \( \lambda \in (0, 1) \) replace \( x_t \) with the mixture \( x_t \lambda x_0 \) for each \( t \). Call the resulting
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stream \( x^* \). Then

\[
U_T(x) - U_T(x^*) = \sum_{t=1}^{T} u_t(x_t) - \sum_{t=1}^{T} u_t(x_t \lambda x_0) = (1 - \lambda) \sum_{t=1}^{T} u_t(x_t) = (1 - \lambda)U_T(x).
\]

By rearranging this equation it follows that \( U_T(x^*) = \lambda U_T(x) \). By the previous argument \( U_T(x^*) \) converges, therefore, \( U_T(x) \) converges.

**Step 4.** Show that \( U(x) \) represents the order on \( X^\infty \). Suppose that \( x \succ y \), where \( x, y \in X^\infty \). If for some \( k, j \) it is possible to find \( x^+, y^- \) such that \([x^+]_k \succ [x_k]_k\) and \([y^-]_j \prec [y_j]_j\), then \([x^+ \lambda x_k]_k \succ [x_k]_k\) for every \( \lambda \in (0, 1)\) and \([y^- \mu y_j]_j \prec [y_j]_j\) for every \( \mu \in (0, 1)\). Let \( x^* = x^+ \lambda x_k \) and \( y^* = y^- \mu y_j \) for some \( \lambda, \mu \in (0, 1)\). Denote

\[
x^*_{k,N} = (x_1, \ldots, x_{k-1}, x^*, x_{k+1}, \ldots, x_N, x_0, x_0, \ldots),
\]

and

\[
y^*_{j,M} = (y_1, \ldots, y_{j-1}, y^*, y_{j+1}, \ldots, y_M, x_0, x_0, \ldots).
\]

Then by Axiom I6, there exist \( T^-, T^+ \) such that

\[
x^*_{k,N} \succ x \succ y \succ y^*_{j,M}
\]

for all \( N \geq T^+ \) and for all \( M \geq T^- \). Since \( x^*_{k,N} \succ y^*_{j,M} \) and \( U \) represents \( \succ \) on \( X^* \) we have:

\[
U(x^*_{k,N}) \geq U(y^*_{j,M}).
\]

By Step 3 we know that \( U(x_1, \ldots, x_{k-1}, x^*, x_{k+1} \ldots) \) and \( U(y_1, \ldots, y_{j-1}, y^*, y_{j+1}, \ldots) \) converge, so

\[
U(x_1, \ldots, x_{k-1}, x^*, x_{k+1}, \ldots) \geq U(y_1, \ldots, y_{j-1}, y^*, y_{j+1}, \ldots).
\]

Recall that \( x^* = x^+ \lambda x_k \) and \( y^* = y^- \mu y_j \) for some \( \lambda \in (0, 1) \) and some \( \mu \in (0, 1) \). Since \( \lambda \) and \( \mu \) are arbitrary, it follows that \( U(x) \geq U(y) \).

If it is not possible to find \( x^+, y^- \) such that \([x^+]_k \succ [x_k]_k\) and \([y^-]_j \prec [y_j]_j\), then either \( w_t = 0 \) for all \( t \), in which case \( U(x) = U(y) \); or \( x_t \not\succ z' \) for all \( z' \in X \) and all \( t \) with \( w_t > 0 \), in which case \( U(x) \geq U(y) \); or \( z' \not\succ y_t \) for all \( z' \in X \) and all \( t \) with \( w_t > 0 \) in which case \( U(x) \geq U(y) \).

It is worth noting that as \( x \succ y \) implies \( U(x) \geq U(y) \), then, by Axiom I2 it follows that \( w_t > 0 \) for at least one \( t \). Therefore, \( \sum_{t=1}^{\infty} w_t > 0 \). Normalizing by \( 1/\sum_{t=1}^{\infty} w_t \), we can assume that \( \sum_{t=1}^{\infty} w_t = 1 \).

Next, assume that \( U(x) \geq U(y) \). Suppose that it is possible to find \( k \) and \( x^+, x^- \in \ldots \)
X such that \( x_{k,N}^+ \succeq x \succeq x_{k,N}^- \) for some fixed \( N \). By mixture continuity, the set 
\( \{ \alpha \mid x_{k,N}^+ \alpha x_{k,N}^- \succeq x \} \) is closed. By assumption \( x_{k,N}^+ \succeq x \), so it follows that \( \alpha = 1 \) is included into the set. Analogously, the set \( \{ \beta \mid x \succeq x_{k,N}^+ \beta x_{k,N}^- \} \) is closed. In fact, \( \beta = 0 \) belongs to the set, as \( x \succeq x_{k,N}^- \). Therefore, as both sets are closed, nonempty and form the unit interval, their intersection is nonempty. Hence, there exists \( \lambda \) such that \( x \sim x_{k,N}^+ \lambda x_{k,N}^- \). Note that \( x_{k,N}^+ \lambda x_{k,N}^- = (x_1, \ldots, x_{k-1}, x^+ \lambda x^-, x_{k+1}, \ldots, x_N, x_0, x_0, \ldots) \). Let \( x^+ \lambda x^- = x^* \). Define \( x_{k,N}^* = (x_1, \ldots, x_{k-1}, x^*, x_{k+1}, \ldots, x_N, x_0, x_0, \ldots) \). Therefore, if there exist periods \( k, j \) and outcomes \( x^+, x^-, y^+, y^- \in X \) such that \( x_{k,N}^+ \succeq x \succeq x_{k,N}^- \) and \( y_{j,M}^+ \succeq y \succeq y_{j,M}^- \) for some \( N \) and some \( M \), we can find \( \lambda, \mu \in [0, 1] \) such that 
\[
 x \sim x_{k,N}^* \text{ and } y \sim y_{j,M}^*
\]
where \( y^* = y^+ \mu y^- \). We have already shown that if \( x \succeq y \) then \( U(x) \geq U(y) \). From \( x \sim x_{k,N}^* \) and \( y \sim y_{j,M}^* \) it therefore follows that:
\[
 U(x_{k,N}^*) = U(x) \text{ and } U(y_{j,M}^*) = U(y).
\]
Hence, from the assumption \( U(x) \geq U(y) \) we obtain:
\[
 U(x_{k,N}^*) \geq U(y_{j,M}^*) .
\]
Recall that \( U \) is an order-preserving function on \( X^* \). Thus, \( x_{k,N}^+ \succeq y_{j,M}^* \). Since \( x \sim x_{k,N}^* \) and \( y \sim y_{j,M}^* \), we obtain \( x \succeq y \).

Suppose now that there is no such \( k, j \) or outcomes \( x^+, x^-, y^+, y^- \) such that \( x_{k,N}^+ \succeq x \succeq x_{k,N}^- \) and \( y_{j,M}^+ \succeq y \succeq y_{j,M}^- \) for some \( N \) and some \( M \). Then, using Axiom 16, we can conclude that either \( x_t \in X^c \) for every \( t \) with \( w_t > 0 \) or \( y_t \in X^c \) for every \( t \) with \( w_t > 0 \). Assume that there is only an upper bound to preferences; i.e.,
\[
 X^c \equiv \{ z \in X \mid z \succeq z' \text{ for every } z' \in X \}.
\]
Then \( U(x) \geq U(y) \) means that \( x_t \in X^c \) whenever \( w_t > 0 \). Therefore, \( U(x) = U(\overline{x}) \), where \( \overline{x} = (\overline{X}, \overline{X}, \ldots) \) and \( \overline{X} \in X^c \). Hence, it follows by monotonicity that \( x \succeq y \). In the case when there is only a lower bound, i.e., \( \underline{x} \in X^c \equiv \{ z \in X \mid z' \succeq z \text{ for every } z' \in X \} \), the argument is similar.

Next, suppose that \( X \) is preference bounded above and below, i.e., there exist \( \underline{x}, \overline{x} \in X^c \) with \( \underline{x} \succeq x \succeq \overline{x} \) for every \( x \in X \). Assume that \( U(x) \geq U(y) \). We need to demonstrate that \( x \succeq y \). By monotonicity and continuity there exist \( \lambda, \mu \in [0, 1] \) such that \( x \sim \overline{x} \lambda \underline{x} \) and \( y \sim \overline{x} \mu \underline{x} \). Since by assumption \( U(x) \geq U(y) \) and \( U \) represents the
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Preference order on constant streams, we have \( U(\bar{x} \lambda \bar{x}) \geq U(\bar{x} \mu \bar{x}) \). By rearranging this inequality \((\lambda - \mu)(U(\bar{x}) - U(\bar{\bar{x}}))\), and using \( U(\bar{x}) > U(\bar{\bar{x}}) \) it follows that \( \lambda \geq \mu \). Therefore, as \( x \sim \bar{x} \lambda \bar{x} \) and \( y \sim \bar{x} \mu \bar{x} \) and \( \lambda \geq \mu \), we conclude that \( x \succ y \).

Thus \((w, u)\) is an AA representation for \( \succ \).

**Step 5.** Uniqueness of \( w_t \). Assume that \((w', u')\) is another AA representation. Then, for any \( t \) we have \( w_t > 0 \) if and only if \( w'_t > 0 \). Consider the set of all constant programs \( \{x \in X^\infty \mid x = (a, a, \ldots)\text{, where } a \in X\} \), which is a mixture set. Applying \((w', u')\) and \((w, u)\) to this set we conclude that \( u(a) > u(b) \) if and only if \( u'(a) > u'(b) \) for every \( a, b \in X \). By Theorem 2.1 [31] it implies that \( u = Au' + B \) for some \( A \geq 0 \) and some \( B \). Hence,

\[
\sum_{t=1}^\infty w_t u(x_t) \geq \sum_{t=1}^\infty w_t u(y_t) \text{ if and only if } \sum_{t=1}^\infty w'_t u(x_t) \geq \sum_{t=1}^\infty w'_t u(y_t).
\]

For any \( t, s \) with \( t \neq s \) and any \( x', x'' \in X \), let \([x', x'']_{t,s}\) denote the stream with \( x' \) in the \( t^{th} \) position, \( x'' \) in the \( s^{th} \) position and \( x_0 \) elsewhere. Fix \( t, s \) with \( w_t > 0 \) and \( w_s > 0 \). Using non-triviality, choose some \( x^+, x^- \in X \) such that \( x^+ \succ x^- \). Define \( x = [x^+, x^+]_{t,s}, y = [x^+, x^-]_{t,s}, z = [x^-, x^-]_{t,s} \). From the AA representation it follows that \( x \succ y \succ z \). By continuity of the AA representation there exists \( \lambda \in (0, 1) \) such that \( y \sim x \lambda z \). Applying the AA representation to \( y \sim x \lambda z \) we obtain

\[
w_t u(x^+) + w_s u(x^-) = \lambda(w_t + w_s)u(x^+) + (1 - \lambda)(w_t + w_s)u(x^-).
\]

It follows that \( (1 - \lambda)w_t = \lambda w_s \). Similarly, \( (1 - \lambda)w'_t = \lambda w'_s \). Therefore, \( w_t/w_s = w'_t/w'_s \). As this is true for any \( t, s \) we obtain that \( w = Cw' \) for some \( C > 0 \). The sufficiency of the uniqueness conditions follows by routine arguments. \( \square \)

2.3 Discounted utility: finite case \((n < \infty)\)

2.3.1 Exponential discounting

Recall that a preference \( \succ \) on \( X^n \) is represented by an exponentially discounted utility function if there exists a non-constant function \( u : X \to \mathbb{R} \) and a parameter \( \delta \in (0, 1) \) such that

\[
U(x) = \sum_{t=1}^n \delta^{t-1} u(x_t).
\]

If \( u \) is mixture linear (and non-constant), then we say that the pair \((u, \delta)\) provides an exponentially discounted expected utility representation.

Based on Theorem 2.1 it is easy to obtain such a representation. To do so, an
adjustment of non-triviality and two additional axioms - impatience and stationarity - are required.

**Axiom F2’. (Essentiality of period 1).** There exist some \(a, b \in X\) and some \(x \in X^n\) such that \((a, x_2, \ldots, x_n) \succ (b, x_2, \ldots, x_n)\).

**Axiom F6. (Impatience).** For all \(a, b \in X\) if \(a \succ b\), then for all \(x \in X^n\)

\[ (a, b, x_3, \ldots, x_n) \succ (b, a, x_3, \ldots, x_n). \]

**Axiom F7. (Stationarity).** The preference \((a, x_2, \ldots, x_n) \succeq (a, y_2, \ldots, y_n)\) holds if and only if \((x_2, \ldots, x_n, a) \succeq (y_2, \ldots, y_n, a)\) for every \(a \in X\) and every \(x, y \in X^n\).

It is not hard to see that essentiality of each period \(t\) follows from the essentiality of period 1 and the stationarity axiom.

Now the following result can be stated:

**Theorem 2.3 (Exponential discounting).** The preferences \(\succeq\) on \(X^n\) satisfy axioms F1, F2’, F3-F7 if and only if there exists an exponentially discounted expected utility representation \((u, \delta)\) for \(\succeq\) on \(X^n\). Moreover, \((u’, \delta’)\) is another exponentially discounted expected utility representations for \(\succeq\) on \(X^n\) if and only if there are some \(A > 0\) and some \(B\) such that \(u = Au' + B\) and \(\delta = \delta'\).

**Proof.** It is straightforward to show that the axioms are implied by the representation. Conversely, suppose the axioms hold. Note that non-triviality follows from essentiality of period 1 and monotonicity.

By Theorem 1 we therefore know that \(\succeq\) has an AA representation \((u, w)\). Define \(\succeq'\) on \(X^{n-1}\) as follows:

\[ (x_1, \ldots, x_{n-1}) \succ' (y_1, \ldots, y_{n-1}) \iff (x_0, x_1, \ldots, x_{n-1}) \succeq (x_0, y_1, \ldots, y_{n-1}). \]

Then \(\succeq'\) is represented by:

\[ U'(x) = w_2u(x_1) + \ldots + w_nu(x_{n-1}). \]

Next, define \(\succeq''\) on \(X^{n-1}\) as follows:

\[ (x_1, \ldots, x_{n-1}) \succ'' (y_1, \ldots, y_{n-1}) \iff (x_1, \ldots, x_{n-1}, x_0) \succeq (y_1, \ldots, y_{n-1}, x_0). \]

Then \(\succeq''\) is represented by:

\[ U''(x) = w_1u(x_1) + \ldots + w_{n-1}u(x_{n-1}). \]
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According to stationarity, these preferences are equivalent (≽′≡≽′′) with two different AA representations (U' and U''). Preference orders≽′≡≽′′ satisfy the AA axioms on X_{n-1}. Recall that w_t are unique up to a scale. Hence, w_{t+1} = \delta w_t for some \delta > 0 and it follows that

\[ w_n = \delta w_{n-1} = \delta^2 w_{n-2} = \ldots = \delta^{n-1} w_1. \]

Since all periods are essential it is without loss of generality to set w_1 = 1. Then we obtain the following representation for≽ on X^n:

\[ U(x) = \sum_{t=1}^{n} \delta^{t-1} u(x_t), \quad \text{where} \ \delta > 0. \]

Since impatience holds: if a ≻ b, then

\[(a, b, x_3, \ldots, x_n) \succ (b, a, x_3, \ldots, x_n).\]

From the representation it follows that:

\[ u(a) + \delta u(b) > u(b) + \delta u(a), \]

or, equivalently,

\[ (1 - \delta) (u(a) - u(b)) > 0. \]

As u(a) > u(b) , it is possible to conclude that \delta \in (0, 1).

We now prove the uniqueness part of the theorem. Suppose that (u, \delta) and (u', \delta') both provide exponentially discounted expected utility representations for≽ on X^n. We need to show that u = Au' + B for some A > 0 and \delta = \delta'. Indeed, since (u, \delta) and (u', \delta') both provide AA representations for≽ it follows that u = Au' + B for some A > 0 and some B, and there is some C > 0 such that \delta^t = C(\delta')^t - 1 for all t. Taking t = 1 we obtain C = 1, and hence \delta = \delta'. The sufficiency of the uniqueness conditions follows by routine arguments.

\[ \square \]

2.3.2 Semi-hyperbolic discounting

A preference≽ on X^n has an SH(T) discounted utility representation if there exists a non-constant function u: X \to \mathbb{R} and parameters \beta_1 \leq \beta_2 \leq \ldots \leq \beta_{T-1}, and \beta_t \in (0, 1]
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for all $t \leq T - 1$ and $\delta \in (0,1)$ such that the following function represents $\succeq$:

$$U(x) = u(x_1) + \beta_1 \delta u(x_2) + \beta_1 \beta_2 \delta^2 u(x_3) + \ldots + \beta_1 \beta_2 \cdots \beta_{T-2} \delta^{T-2} u(x_{T-1})$$

$$+ \beta_1 \beta_2 \cdots \beta_{T-1} \sum_{t=T}^{n} \delta^{t-1} u(x_t).$$

If $u$ is mixture linear (and non-constant), then the function $U$ is called an $SH(T)$ discounted expected utility representation. In this case, we say that $(u, \beta, \delta)$ provides an $SH(T)$ discounted expected utility representation, where $\beta = (\beta_1, \beta_2, \ldots, \beta_{T-1})$.

To obtain this form of discounting a number of modifications to the set of axioms is required. A stronger essentiality condition should be used:

**Axiom F2′′.** (Essentiality of periods $1, \ldots, T$). There exist some $a, b \in X$ and some $x \in X^n$ such that for every $t = 1, \ldots, T$:

$$(x_1, x_2, \ldots, x_{t-1}, a, x_{t+1}, \ldots, x_n) \succ (x_1, x_2, \ldots, x_{t-1}, b, x_{t+1}, \ldots, x_n).$$

The impatience axiom, which is used to guarantee $\delta \in (0,1)$, should be restated for the periods $T$ and $T + 1$:

**Axiom F6′.** (Impatience). For every $a, b \in X$ if $a \succ b$, then for every $x \in X^n$:

$$(x_1, \ldots, x_{T-1}, a, b, x_{T+2}, \ldots, x_n) \succ (x_1, \ldots, x_{T-1}, b, a, x_{T+2}, \ldots, x_n).$$

The generalization requires relaxing the axiom of stationarity to stationarity from period $T$.

**Axiom F7′.** (Stationarity from period $T$). The preference

$$(x_1, \ldots, x_{T-1}, a, x_{T+1}, \ldots, x_n) \succeq (x_1, \ldots, x_{T-1}, a, y_{T+1}, \ldots, y_n)$$

holds if and only if

$$(x_1, \ldots, x_{T-1}, x_{T+1}, \ldots, x_n, a) \succeq (x_1, \ldots, x_{T-1}, y_{T+1}, \ldots, y_n, a)$$

for every $a \in X$ and every $x \in X^n$.

Our final axiom is motivated by the notion of present bias. The axiom of present bias ([58, Axiom 10]) is usually stated for preference orders on $X^\infty$ and involves trade-offs between two periods $\{1,2\}$. 
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For every \( a, b, c, d, e \in X \) such that \( a \succ c, b \prec d \), for all \( x \in X^\infty \):

\[
\text{if } (e, a, b, e, \ldots) \sim (e, c, d, e, \ldots), \text{ then } (a, b, e, \ldots) \succeq (c, d, e, \ldots).
\]

The present bias axiom can be informally described as follows. Suppose there are two equivalent consumption streams one of which has larger consumption at \( t = 2 \) but smaller consumption at \( t = 3 \) than the other, with consumptions at other periods being equal. Then if the consumption at period \( t = 1 \) is removed from both streams and both streams are shifted forward by one period, a decision-maker will prefer the stream with the bigger consumption at \( t = 1 \) but smaller consumption at \( t = 2 \), thus valuing present consumption \( (t = 1) \) more highly. In our framework, this axiom can be adapted to the finite case and extended so that present bias may arise between any periods \( \{t, t+1\} \), where \( t \leq T \). Suppose that there are two identical consumption streams that differ only in values at periods \( \{t, t+1\} \), where \( t \leq T \). Early bias between \( \{t, t+1\} \) means that if the first stream has a bigger level of consumption at period \( t \) but smaller level of consumption at period \( t+1 \) than the second stream, then shifting the consumption at period \( t-1 \) to the last period and shifting all consumption from period \( t \) onwards forward by one period changes the preference in favour of the first consumption stream.

**Axiom F8.** (Early bias) For every \( a, b, c, d \in X \) such that \( a \succ c, b \prec d \), for all \( x \in X^n \) and every \( t \leq T \) if

\[
(x_1, \ldots, x_{t-1}, a, b, x_{t+2}, \ldots, x_n) \sim (x_1, \ldots, x_{t-1}, c, d, x_{t+2}, \ldots, x_n), \text{ then }
\]

\[
(x_1, \ldots, x_{t-2}, a, b, x_{t+2}, \ldots, x_n, x_{t-1}) \succeq (x_1, \ldots, x_{t-2}, c, d, x_{t+2}, \ldots, x_n, x_{t-1}).
\]

The early bias axiom is also referred to as the extended present bias axiom.

**Theorem 2.4** (Semi-hyperbolic discounting). The preferences \( \succeq \) on \( X^n \) satisfy axioms F1, F2', F3, F4, F5, F6', F7', F8 if and only if there exists an \( SH(T) \) discounted expected utility representation \((u, \beta, \delta)\) for \( \succeq \) on \( X^n \). Moreover, \((u', \beta', \delta')\) is another \( SH(T) \) discounted expected utility representation for \( \succeq \) on \( X^n \) if and only if there are some \( A > 0 \) and some \( B \) such that \( u = Au' + B \) and \( \delta = \delta' \), \( \beta = \beta' \).

**Proof.** It can be easily seen that the axioms are implied by the representation. Suppose that the axioms hold. As for Theorem 2.3, the conditions of AA representation are satisfied, so it follows that \( \succeq \) has an AA representation \((w, u)\). Define \( \succeq' \) on \( X^{n-T} \) as follows:

\[
(x_1, \ldots, x_{n-T}) \succeq' (y_1, \ldots, y_{n-T}) \iff
\]
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$$(x_0, \ldots, x_0, x_1, \ldots, x_{n-T}) \succeq (x_0, \ldots, x_0, y_1, \ldots, y_{n-T}).$$

Then $\succeq'$ is represented by:

$$U'(x) = w_{T+1}u(x_1) + \ldots + w_nu(x_{n-T}).$$

Next, define $\succeq''$ on $X^{n-T}$ as follows:

$$(x_1, \ldots, x_{n-T}) \succeq'' (y_1, \ldots, y_{n-T}) \iff (x_0, \ldots, x_0, x_1, \ldots, x_{n-T}) \succeq (x_0, \ldots, x_0, y_1, \ldots, y_{n-T}, x_0).$$

Then $\succeq''$ is represented by:

$$U''(x) = w_Tu(x_1) + \ldots + w_{n-1}u(x_{n-T}).$$

According to stationarity from period $T$, the preferences are equivalent ($\succeq' \equiv \succeq''$) with two different AA representations ($U'$ and $U''$).

Preference orders $\succeq' \equiv \succeq''$ satisfy the AA axioms on $X^{n-T}$. Recall that $w_t$ are unique up to a scale. Hence, as essentiality holds for all $t$ (which follows from Axiom F2' and Axiom F7'), we have $w_{t+1} = \delta w_t$ for some $\delta > 0$ and hence

$$w_n = \delta w_{n-1} = \delta^2 w_{n-2} = \ldots = \delta^{n-t} w_t = \ldots = \delta^{n-T} w_T.$$ 

Therefore, $w_t = \delta^{t-T} w_T$ for all $t \geq T + 1$. We, therefore, obtain the following representation for $\succeq$:

$$U(x) = w_1u(x_1) + \ldots + w_{T-1}u(x_{T-1}) + w_T \sum_{t=T}^{n} \delta^{t-T} u(x_t).$$

Because of the essentiality of the first period and uniqueness of $u$ up to affine transformations, the function

$$U(x) = u(x_1) + \frac{w_2}{w_1} u(x_2) + \ldots + \frac{w_{T-1}}{w_1} u(x_{T-1}) + \frac{w_T}{w_1} \sum_{t=T}^{n} \delta^{t-T} u(x_t),$$

provides an alternative representation for $\succeq$ which will be used instead of $U(x)$ further in the proof. 

Note that

$$\frac{w_3}{w_1} = \frac{w_3}{w_2} \cdot \frac{w_2}{w_1},$$

$$\ldots ,$$

$$\frac{w_T}{w_1} = \frac{w_T}{w_{T-1}} \cdot \frac{w_{T-1}}{w_{T-2}} \cdot \ldots \cdot \frac{w_2}{w_1}. $$
Let \( \gamma_{t-1} = \frac{w_t}{w_{t-1}} \) for all \( t \leq T \). Therefore,

\[
\frac{w_2}{w_1} = \gamma_1, \\
\frac{w_3}{w_1} = \gamma_1 \gamma_2, \\
\ldots, \\
\frac{w_T}{w_1} = \gamma_1 \gamma_2 \cdots \gamma_{T-1}.
\]

With this notation:

\[
\hat{U}(x) = u(x_1) + \gamma_1 u(x_2) + \ldots + \gamma_1 \cdots \gamma_{T-2} u(x_{T-1}) + \gamma_1 \cdots \gamma_{T-1} \sum_{t=T}^n \delta^{t-T} u(x_t).
\]

It is necessary to show that \( \gamma_{t-1} = \beta_{t-1} \delta \) with \( \beta_{t-1} \in (0, 1] \) for all \( t \leq T \).

Suppose that \( t = T \). Choose \( a, b, c, d \in X \) such that \( u(b) < u(d) \), \( u(a) > u(c) \) and

\[
\gamma_1 \cdots \gamma_{T-1} u(a) + \gamma_1 \cdots \gamma_{T-1} \delta u(b) = \gamma_1 \cdots \gamma_{T-1} u(c) + \gamma_1 \cdots \gamma_{T-1} \delta u(d). \tag{2.3}
\]

Since essentiality is satisfied for each period we can rearrange the equation (2.3):

\[
\delta = \frac{u(a) - u(c)}{u(d) - u(b)}. \tag{2.4}
\]

From (2.3) it also follows that

\[
(x_1, \ldots, x_{T-1}, a, b, x_{T+2}, \ldots, x_n) \sim (x_1, \ldots, x_{T-1}, c, d, x_{T+2}, \ldots, x_n),
\]

Therefore, by the early bias axiom:

\[
(x_1, \ldots, x_{T-2}, a, b, x_{T+2}, \ldots, x_n, x_{T-1}) \succeq (x_1, \ldots, x_{T-2}, c, d, x_{T+2}, \ldots, x_n, x_{T-1}).
\]

Thus we obtain:

\[
\gamma_1 \cdots \gamma_{T-2} u(a) + \gamma_1 \cdots \gamma_{T-1} u(b) \geq \gamma_1 \cdots \gamma_{T-2} u(c) + \gamma_1 \cdots \gamma_{T-1} u(d).
\]

Since the essentiality condition is satisfied for each period we can rearrange this inequality:

\[
\gamma_{T-1} \leq \frac{u(a) - u(c)}{u(d) - u(b)}. \tag{2.5}
\]

Comparing (2.4) to (2.5) we conclude that \( \delta \geq \gamma_{T-1} \), therefore, \( \gamma_{T-1} = \beta_{T-1} \delta \), where
\[ \beta_{T-1} \in (0, 1). \]

Analogously, suppose that \( t = T - 1 \). Choose \( a', b', c', d' \in X \) such that \( u(b') < u(d') \), \( u(a') > u(c') \) and

\[
\gamma_1 \cdots \gamma_{T-2} u(a') + \gamma_1 \cdots \gamma_{T-1} u(b') = \gamma_1 \cdots \gamma_{T-2} u(c') + \gamma_1 \cdots \gamma_{T-1} u(d'), \tag{2.6}
\]

where the last equality can be rewritten as follows (since essentiality is satisfied):

\[
\gamma_{T-1} = \frac{u(a') - u(c')}{u(d') - u(b')} . \tag{2.7}
\]

Then (2.6), early bias and essentiality of each period imply that

\[
\gamma_{T-2} \leq \frac{u(a') - u(c')}{u(d') - u(b')} . \tag{2.8}
\]

It follows from (2.7) and (2.8) that \( \gamma_{T-2} \leq \gamma_{T-1} \). Therefore, \( \gamma_{T-2} = \beta'_{T-2} \gamma_{T-1} \), where \( \beta'_{T-2} \in (0, 1] \). Recall that \( \gamma_{T-1} = \beta_{T-1} \delta \). Hence,

\[
\gamma_{T-2} = \beta'_{T-2} \beta_{T-1} \delta = \beta_{T-2} \delta,
\]

where \( \beta_{T-2} = \beta'_{T-2} \beta_{T-1} \) and \( \beta_{T-2} \in (0, 1] \) as both \( \beta'_{T-2} \in (0, 1] \) and \( \beta_{T-1} \in (0, 1] \). Note also that \( \beta_{T-2} \leq \beta_{T-1} \).

Using the early bias axiom repeatedly for \( t < T - 1 \) we obtain \( \gamma_{t-1} = \beta_{t-1} \delta \) with \( \beta_{t-1} \in (0, 1] \) for all \( t \leq T \) and \( \beta_1 \leq \beta_2 \leq \ldots \leq \beta_{T-1} \). Hence,

\[
\hat{U}(x) = u(x_1) + \beta_1 \delta u(x_2) + \beta_1 \beta_2 \delta^2 u(x_3) + \ldots + \beta_1 \beta_2 \cdots \beta_{T-2} \delta^{T-2} u(x_{T-1}) + \beta_1 \beta_2 \cdots \beta_{T-1} \sum_{t=T}^{n} \delta^{t-1} u(x_t).
\]

To show that \( \delta \in (0, 1) \) the impatience axiom should be applied. For every \( a, b \in X \) if \( a \succ b \), then for every \( x \in X^n \)

\[
(x_1, \ldots, x_{T-1}, a, b, x_{T+2}, \ldots, x_n) \succ (x_1, \ldots, x_{T-1}, b, a, x_{T+2}, \ldots, x_n).
\]

Then

\[
\beta_1 \cdots \beta_{T-1} \delta^{T-1} u(a) + \beta_1 \cdots \beta_{T-1} \delta^T u(b) > \beta_1 \cdots \beta_{T-1} \delta^{T-1} u(b) + \beta_1 \cdots \beta_{T-1} \delta^T u(a).
\]

Therefore, due to essentiality of each period:

\[(1 - \delta)(u(a) - u(b)) > 0.\]
Hence, $\delta \in (0, 1)$.

We now prove uniqueness. Suppose that $(u, \beta, \delta)$ and $(u', \beta', \delta')$ both provide $SH(T)$ discounted expected utility representations for $\succ$ on $X^n$. Let $D(t)$ and $D'(t)$ be semi-hyperbolic discount functions for given $\beta, \delta$ and $\beta', \delta'$, respectively. Since $(u, \beta, \delta)$ and $(u', \beta', \delta')$ both provide AA representations for $\succ$ it follows that $u = Au' + B$ for some $A > 0$ and some $B$, and there is some $C > 0$ such that $D(t) = C \cdot D'(t)$ for all $t$.

Taking $t = 1$ we obtain $C = 1$, and hence, letting $t = 2, 3, \ldots, T$ we get $\beta \delta = \beta' \delta'$ for all $t \leq T$. Finally, letting $t = T + 1$ we conclude that $\delta = \delta'$. Therefore, $\beta = \beta'$. The sufficiency of the uniqueness conditions follows by routine arguments.

2.4 Discounted utility: infinite case ($n = \infty$)

2.4.1 Exponential discounting

Based on the AA representation for the preferences over infinite consumption streams (Theorem 2.2), with some strengthening of non-triviality (Axiom I2) and the addition of a suitable stationarity axiom, discounting functions in an exponential form can be obtained. The impatience axiom is not needed since convergence (Axiom I6) plays its role.

Axiom I2'. (Essentiality of period 1). There exist some $a, b \in X$ such that $[a]_1 \succ x_0 \succ [b]_1$.

Axiom I7. (Stationarity). The preference $(a, x_1, x_2, \ldots) \succ (a, y_1, y_2, \ldots)$ holds if and only if $(x_1, x_2, \ldots) \succ (y_1, y_2, \ldots)$ for every $a \in X$ and every $x, y \in X^\infty$.

Theorem 2.5 (Exponential discounting). The preferences $\succ$ on $X^\infty$ satisfy axioms I1, I2', I3-I7 if and only if there exists an exponentially discounted expected utility representation $(u, \delta)$ for $\succ$ on $X^\infty$. Moreover, $(u', \delta')$ is another exponentially discounted expected utility representation for $\succ$ on $X^\infty$ if and only if there are some $A > 0$, some $B$ and some $C > 0$ such that $u = Au' + B$ and $\delta = \delta'$.

Proof. The necessity of the axioms is straightforward. The proof of sufficiency follows the steps of the proof of Theorem 2.3 with $n = \infty$. Applying Theorem 2.2 to the preferences satisfying the stationarity axiom we obtain the representation:

$$U(x) = \sum_{t=1}^{\infty} \delta^{t-1} u(x_t),$$

where $\delta > 0$ and $x \in X^\infty$. 36
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Next, instead of using the impatience axiom as it is done in the finite case, the convergence axiom is applied. Take a constant stream \(a = (a, a, \ldots)\), such that \(u(a) \neq 0\). Then,

\[
U(a) = \sum_{t=1}^{\infty} \delta^{t-1} u(a) = u(a) \sum_{t=1}^{\infty} \delta^{t-1},
\]

Convergence requires \(\delta < 1\). The proof of the uniqueness claims is analogous to Theorem 2.3.

\[\square\]

2.4.2 Semi-hyperbolic discounting

The extension of semi-hyperbolic discounting to the case where \(n = \infty\) is easily obtained.

**Axiom I2’’.** (Essentiality of periods \(1, \ldots, T\)). For some \(a, b \in X\) we have \([a]_t \succ x_0 \succ [b]_t\) for every \(t = 1, \ldots, T\).

The generalization requires relaxing the axiom of stationarity to stationarity from period \(T\).

**Axiom I7’.** (Stationarity from period \(T\)). The preference

\[
(x_1, \ldots, x_{T-1}, a, x_{T+1}, \ldots) \succ (x_1, \ldots, x_{T-1}, a, y_{T+1}, \ldots)
\]

holds if and only if

\[
(x_1, \ldots, x_{T-1}, x_{T+1}, \ldots) \succ (x_1, \ldots, x_{T-1}, y_{T+1}, \ldots)
\]

for every \(a \in X\), and every \(x \in X^\infty\).

As in the finite case the addition of the early bias axiom is needed. Consider two consumption streams that differ only in values at periods \(\{t, t+1\}\), where \(t \leq T\).

Early bias between \(\{t, t+1\}\) means that if the first stream has more consumption at period \(t\) but less consumption at period \(t + 1\) than the second stream, then dropping the consumption at \(t - 1\) from both streams and advancing consumption from period \(t\) onwards by one period results in the first consumption stream being preferred to the second consumption stream.

**Axiom I8.** (Early bias) For every \(a, b, c, d \in X\) such that \(a \succ c, b \preceq d\), and for all \(x \in X^\infty\) and every \(t \leq T\)

if \((x_1, \ldots, x_{t-1}, a, b, x_{t+2}, \ldots) \sim (x_1, \ldots, x_{t-1}, c, d, x_{t+2}, \ldots)\), then
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\((x_1, \ldots, x_{t-2}, a, b, x_{t+2}, \ldots) \succ (x_1, \ldots, x_{t-2}, c, d, x_{t+2}, \ldots)\).

**Theorem 2.6** (Semi-hyperbolic discounting). The preferences \(\succ\) on \(X^\infty\) satisfy axioms I1, I2’, I3-16, I7’, I8 if and only if there exists an \(SH(T)\) discounted expected utility representation \((u, \beta, \delta)\) for \(\succ\) on \(X^\infty\). Moreover, \((u', \beta', \delta')\) is another \(SH(T)\) discounted expected utility representation for \(\succ\) on \(X^\infty\) if and only if there are some \(A > 0\) and some \(B\) such that \(u = Au' + B\) and \(\delta = \delta', \beta = \beta'\).

**Proof.** The necessity of the axioms is obviously implied by the representation. The proof of sufficiency is analogous to the finite case. Applying Theorem 2.2 and stationarity from period \(T\) we get the representation:

\[
U(x) = w_1 u(x_1) + \ldots + w_{T-1} u(x_{T-1}) + w_T \sum_{t=T}^{\infty} \delta^{t-T} u(x_t).
\]

Next, dividing by \(w_1 > 0\) and introducing the notation \(\frac{w_t}{w_{t-1}} = \gamma_{t-1} > 0\), where \(t \leq T\), the representation becomes

\[
\hat{U}(x) = u(x_1) + \gamma_1 u(x_2) + \ldots + \gamma_1 \cdots \gamma_{T-2} u(x_{T-1}) + \gamma_1 \cdots \gamma_{T-1} \sum_{t=T}^{\infty} \delta^{t-T} u(x_t).
\]

Using essentiality of each period and the early bias axiom repeatedly, we demonstrate that \(\gamma_{t-1} = \beta_{t-1} \delta\) with \(\beta_{t-1} \in (0, 1]\) for all \(t \leq T\) and \(\beta_1 \leq \beta_2 \leq \ldots \leq \beta_{T-1}\). Therefore,

\[
\hat{U}(x) = u(x_1) + \beta_1 \delta u(x_2) + \beta_1 \beta_2 \delta^2 u(x_3) + \ldots + \beta_1 \beta_2 \cdots \beta_{T-2} \delta^{T-2} u(x_{T-1}) + \beta_1 \beta_2 \cdots \beta_{T-1} \sum_{t=T}^{\infty} \delta^{t-1} u(x_t).
\]

Finally, to show that \(\delta \in (0, 1)\), take a constant stream \(a = (a, a, \ldots)\), such that \(u(a) \neq 0\). Then,

\[
\hat{U}(a) = u(a) + \beta_1 \delta u(a) + \ldots + \beta_1 \cdots \beta_{T-2} \delta^{T-2} u(a) + \beta_1 \cdots \beta_{T-1} \sum_{t=T}^{\infty} \delta^{t-1} u(a)
\]

\[
= u(a) \left( 1 + \beta_1 \delta + \ldots + \beta_1 \cdots \beta_{T-2} \delta^{T-2} + \beta_1 \cdots \beta_{T-1} \sum_{t=T}^{\infty} \delta^{t-1} \right).
\]

Convergence requires \(\delta < 1\).

The proof of the uniqueness claims is analogous to Theorem 2.4. □
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A number of axiomatizations of exponential and quasi-hyperbolic discounting have been suggested by different authors. In fact, all the axiomatizations use different assumptions and there is no straightforward transformation from one model to another. In this chapter we provided an alternative approach to get a time separable discounted utility representation, showing that Anscombe and Aumann’s result can be exploited as a common background for axiomatizing exponential and quasi-hyperbolic discounting in both finite and infinite time horizons. In addition, we demonstrated that the axiomatization of quasi-hyperbolic discounting can be easily extended to $SH(T)$.

A key distinguishing feature of our set-up is the mixture set structure for $X$ and the use of the mixture independence condition. An essential question, however, is whether mixture independence is normatively compelling in a time preference context, because states are mutually exclusive whereas time periods are not. It is worth mentioning that the temporal interpretation of the AA framework was also used by Wakai [79] to axiomatize an entirely different class of preferences, which exhibit a desire to spread bad and good outcomes evenly over time.

Commonly, the condition of joint independence is used to establish additive separability in time-preference models. Given $A \subseteq T$, where $T = \{1, \ldots, n\}$, and $x, y \in X^n$, define $x_A y$ as follows: $(x_A y)_t$ is $x_t$ if $t \in A$ and $y_t$ otherwise. The preference order $\succ$ satisfies joint independence if for every $A \subseteq T$ and for every $x, x', y, y' \in X^n$:

$$x_A y \succ x'_A y$$ if and only if $x_A y' \succ x'_A y'$.

Joint independence is used to obtain an additively separable representation by Debreu [23], so we will sometimes refer to it as a Debreu-type independence condition. It is known that mixture independence implies joint independence ([37]), but whether joint independence (with some other plausible conditions) implies mixture independence is yet to be determined.

In fact, we are not the first to use a mixture-type independence condition in the context of time preferences. Wakai [79] also does so, though he uses the weaker form of constant independence introduced by Gilboa and Schmeidler [35].

A version of the mixture independence condition can also be formulated in a Savage environment ([73]) without objective probabilities, as discussed in [38]. Olea and Strzalecki [58] use precisely this version of mixture independence in one of their axiomatizations of quasi-hyperbolic discounting. For every $x, y \in X$ let us write $(x, y)$ for $(x, y, y, \ldots) \in X^\infty$. Let $m(x_1, y_1)$ denote some $c \in X$ satisfying $(x_1, y_1) \sim (c, c)$. For any streams $(x_1, x_2)$ and $(z_1, z_2)$ the consumption stream $(m(x_1, z_1), m(x_2, z_2))$ is called
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a subjective mixture of \((x_1, x_2)\) and \((z_1, z_2)\). Olea and Strzalecki’s version of the mixture independence axiom (their Axiom I2) is as follows: for every \(x_1, x_2, y_1, y_2, z_1, z_2 \in X\) if \((x_1, x_2) \succeq (y_1, y_2)\), then

\[
(m(x_1, z_1), m(x_2, z_2)) \succeq (m(y_1, z_1), m(y_2, z_2))
\]

and

\[
(m(z_1, x_1), m(z_2, x_2)) \succeq (m(z_1, y_1), m(z_2, y_2)).
\]

In other words, if a consumption stream \((x_1, x_2)\) is preferred to a stream \((y_1, y_2)\), then subjectively mixing each stream with \((z_1, z_2)\) does not affect the preference.

In their axiomatization of quasi-hyperbolic discounting Olea and Strzalecki invoke their mixture independence condition (Axiom 12) as well as Debreu-type independence conditions. The latter are used to obtain a representation in the form

\[
x \succeq y \text{ if and only if } u(x_1) + \sum_{t=2}^{\infty} \delta^{t-1} v(x_t) \geq u(y_1) + \sum_{t=2}^{\infty} \delta^{t-1} v(y_t),
\]

then their Axiom 12 is used to ensure \(v = \beta u\).\(^2\)

Hayashi [44] and Epstein [26] considered preferences over lotteries over consumption streams. In their framework \(X^\infty\) is the set of non-stochastic consumption streams, where \(X\) is required to be a compact connected separable metric space. Denote the set of probability measures on the Borel \(\sigma\)-algebra defined on \(X^\infty\) as \(\Delta(X^\infty)\). It is useful to note that our setting is the restriction of the Hayashi [44] and Epstein [26] set-up to product measures, i.e., to \(\Delta(X)^\infty \subset \Delta(X^\infty)\). The axiomatization systems of Hayashi [44] and Epstein [26] are based on the assumptions of expected utility theory. The existence of a continuous and bounded vNM utility index \(U : \Delta(X^\infty) \to \mathbb{R}\) is stated as one of the axioms. A set of necessary and sufficient conditions for this is provided by Grandmont [36], and includes the usual vNM independence condition on \(\Delta(X^\infty)\): for every \(x, y, z \in \Delta(X^\infty)\) and any \(\alpha \in [0, 1]\), \(x \sim y\) implies \(\alpha x + (1-\alpha)z \sim \alpha y + (1-\alpha)z\).

Obviously, this independence condition is not strong enough to deliver joint independence of time periods, which is why additional assumptions of separability are needed. Two further Debreu-type independence conditions are required for exponential discounting:

- independence of stochastic outcomes in periods \(\{1, 2\}\) from deterministic outcomes in \(\{3, 4, \ldots\}\),

\(^2\)As pointed out above, mixture independence stated for \(n\) periods implies joint independence for \(n\) periods. Hence, this raises the obvious question of whether it is possible to use an \(n\)-period version of the subjective mixture independence axiom to obtain a time separable discounted utility representation without the need for the Debreu-type independence conditions.
2.5 Discussion

- independence of stochastic outcomes in periods \( \{2, 3, \ldots\} \) from deterministic outcomes in period \( \{1\} \).

To obtain quasi-hyperbolic discounting two additional Debreu-type independence conditions should be satisfied:

- independence of stochastic outcomes in periods \( \{2, 3\} \) from deterministic outcomes in periods \( \{1\} \) and \( \{4, \ldots\} \),

- independence of stochastic outcomes in periods \( \{3, 4, \ldots\} \) from deterministic outcomes in periods \( \{1, 2\} \).

It is easy to see that these axioms applied to the non-stochastic consumption streams are analogous to the Debreu-type independence conditions used in [17] and [58].

In summary, to get a discounted utility representation with the discount function in either exponential and quasi-hyperbolic form separability must be assumed. The mixture independence axiom appears to be a strong assumption, however, it gives the desired separability without the need for additional Debreu-type independence conditions.
As discussed in Chapter 1, time preferences can vary significantly among decision-makers. This becomes an important issue when a decision is to be made by a group of decision-makers. For this reason, it is important to understand the properties of aggregated, or average, discount functions. Another reason, also discussed in Chapter 1, is the possibility that there is uncertainty about the appropriate discount function that a decision-maker should apply. Existing results in the literature on preference aggregation were introduced in Section 1.1.5. This chapter is focused on aggregating time preferences that exhibit decreasing impatience, as decreasing impatience remains the most common finding in experiments on intertemporal choice.

The chapter is organized as follows. In Section 3.1 we present the preliminaries on preferences and some essential results on (log-)convexity of functions. We proceed in Section 3.2 to a discussion of the comparative DI notion and define some instruments for such comparison. In Section 3.3 we analyse the behaviour of mixtures of discount functions. Section 3.4 offers a summary and some discussion of the results.
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3.1 Preliminaries

In this section we introduce the framework for our investigation and define the two key concepts used in this chapter: strong present bias and strictly decreasing impatience of preferences. We prove that these two concepts coincide when the Fishburn-Rubinstein axioms [32] for a discounted utility representation are satisfied. Taking our lead from Pratt [61] and Arrow [9], these concepts are discussed in terms of log-convexity of discount functions. Necessary results and definitions concerning (log-)convex functions are given in the next section.

3.1.1 Convexity and log-convexity

Convexity and log-convexity play an important role in the theory of discounting. Let $I$ be an interval (finite or infinite) of real numbers. A function $f : I \rightarrow \mathbb{R}$ is convex if for any two points $x, y \in I$ and any $\lambda \in [0, 1]$ it holds that:

$$f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y).$$

A function $f$ is strictly convex if

$$f(\lambda x + (1 - \lambda)y) < \lambda f(x) + (1 - \lambda)f(y)$$

for any $x, y \in I$ such that $x \neq y$ and any $\lambda \in (0, 1)$. If $f$ is twice differentiable convexity is equivalent to $f'' \geq 0$, and strict convexity is equivalent to two conditions: the function $f''$ is nonnegative on $I$ and the set $\{x \in I \mid f''(x) = 0\}$ contains no non-trivial interval [76].

The following equivalent definition of a (strictly) convex function is well known. A function $f : I \rightarrow \mathbb{R}$ is (strictly) convex if for every $x, y, v, z \in I$ such that $x - y = v - z > 0$ and $y > z$ we have

$$f(x) - f(y) \leq [<]f(v) - f(z).$$

Convexity is preserved under composition of functions, as shown in the following lemma, whose straightforward proof is omitted:

**Lemma 3.1.** Let $f_1 : I \rightarrow \mathbb{R}$ be a non-decreasing and convex function and $f_2 : I \rightarrow \mathbb{R}$ be a convex function, such that the range of $f_2$ is contained in the domain of $f_1$. Then the composition $f = f_1 \circ f_2$ is a convex function. If, in addition, $f_1$ is strictly increasing, and either $f_1$ or $f_2$ is strictly convex, then $f$ is also strictly convex.

A function $f : I \rightarrow \mathbb{R}$ is called log-convex if $f(x) > 0$ for all $x \in I$ and $\ln(f)$ is
convex. It is called strictly log-convex if \( \ln(f) \) is strictly convex. If follows that if \( f \) is a (strictly positive) twice differentiable function, then log-convexity of \( f \) is equivalent to the condition \( f''f - (f')^2 \geq 0 \), while strict log-convexity of \( f \) requires, in addition, that the set
\[
\{ x \in I \mid f''(x)f(x) - [f'(x)]^2 = 0 \}
\]
contains no non-trivial interval. Log-convexity can also be expressed without using logarithms [19]. A function \( f: I \to \mathbb{R} \) is log-convex if and only if
\[
f(x) > 0 \text{ for all } x \in I \text{ and for all } x, y \in I \text{ and } \lambda \in [0, 1] \text{ we have:}
\]
\[
f(\lambda x + (1 - \lambda)y) \leq f(x)^{\lambda}f(y)^{1-\lambda}. \tag{3.1}
\]
The function \( f \) is strictly log-convex if inequality (3.1) is strict when \( x \neq y \) and \( \lambda \in (0, 1) \).

It is well known that the sum of two log-convex functions is log-convex [10, Theorem 1.8]. We have included a proof of the following variation on this result for completeness.

**Lemma 3.2.** Let \( f, g: I \to \mathbb{R} \) be functions with \( f \) strictly log-convex and \( g \) log-convex. Then the sum \( f + g \) is strictly log-convex.

**Proof.** Since \( f(x) > 0 \) and \( g(x) > 0 \) for all \( x \in I \), we have \( (f + g)(x) > 0 \) for all \( x \in I \).
Let \( x, y \in I \) such that \( x \neq y \) and let \( \lambda \in (0, 1) \). We must show that
\[
f(\lambda x + (1 - \lambda)y) + g(\lambda x + (1 - \lambda)y) < (f(x) + g(x))^{\lambda}(f(y) + g(y))^{1-\lambda}.
\]
Since \( f \) is strictly log-convex, we have
\[
f(\lambda x + (1 - \lambda)y) < f(x)^{\lambda}f(y)^{1-\lambda}. \tag{3.2}
\]
Analogously, since \( g(x) \) is log-convex:
\[
g(\lambda x + (1 - \lambda)y) \leq g(x)^{\lambda}g(y)^{1-\lambda}. \tag{3.3}
\]
Summing (3.2) and (3.3) we obtain:
\[
f(\lambda x + (1 - \lambda)y) + g(\lambda x + (1 - \lambda)y) < f(x)^{\lambda}f(y)^{1-\lambda} + g(x)^{\lambda}g(y)^{1-\lambda}.
\]
Denote \( a = f(x), b = f(y), c = g(x), d = g(y) \). Note that \( a, b, c, d > 0 \). To prove the claim of the lemma, it is sufficient to show that:
\[
a^{\lambda}b^{1-\lambda} + c^{\lambda}d^{1-\lambda} \leq (a + c)^{\lambda}(b + d)^{1-\lambda}. \tag{3.4}
\]
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Since \((a + c)\lambda(b + d)^{1-\lambda} > 0\) we can divide both parts of (3.4) by this expression to get

\[
\left(\frac{a}{a + c}\right)^\lambda \left(\frac{b}{b + d}\right)^{1-\lambda} + \left(\frac{c}{a + c}\right)^\lambda \left(\frac{d}{b + d}\right)^{1-\lambda} \leq 1.
\]

By the Weighted AM-GM inequality [22, Theorem 7.6, p. 74]:

\[
\left(\frac{a}{a + c}\right)^\lambda \left(\frac{b}{b + d}\right)^{1-\lambda} \leq \lambda \frac{a}{a + c} + (1 - \lambda) \frac{b}{b + d}
\]

and

\[
\left(\frac{c}{a + c}\right)^\lambda \left(\frac{d}{b + d}\right)^{1-\lambda} \leq \lambda \frac{c}{a + c} + (1 - \lambda) \frac{d}{b + d}.
\]

Hence,

\[
\left(\frac{a}{a + c}\right)^\lambda \left(\frac{b}{b + d}\right)^{1-\lambda} + \left(\frac{c}{a + c}\right)^\lambda \left(\frac{d}{b + d}\right)^{1-\lambda} \leq \lambda + (1 - \lambda) = 1,
\]

which proves the statement in the lemma.

One of the important definitions which will be frequently used throughout the chapter is that of a convex transformation. We say that \(f_1\) is a (strictly) convex transformation of \(f_2\) if there exists a (strictly) convex function \(f\) such that \(f_1(x) = (f \circ f_2)(x) = f(f_2(x))\).

**Lemma 3.3.** Let \(f_1, f_2 : I \to \mathbb{R}\) such that \(f_2^{-1}\) exists. Then \(f_1\) is a (strictly) convex transformation of \(f_2\) if and only if the composition \(f_1 \circ f_2^{-1}\) is (strictly) convex.

**Proof.** See [61].

Recall also that a function \(f : I \to \mathbb{R}\) is called concave if and only if \(-f\) is convex. Thus a function \(f : I \to \mathbb{R}\) is log-concave if and only if \(1/f\) is log-convex. Therefore, the definitions and results stated in this section can be easily adapted for (log-)concavity.

3.1.2 Preferences

Let \(X\) be the set of outcomes. In this chapter we will assume that \(X\) is an interval of non-negative real numbers containing 0. The natural interpretation is that outcomes are monetary (for an infinitely divisible currency) but this is not essential. Let \(T = [0, \infty)\) be a set of points in time, where 0 corresponds to the present moment. The set \(A_1 = X \times T\) will be identified with the set of dated outcomes, i.e., a pair \((x, t) \in X \times T\) is understood as a dated outcome, in which a decision-maker receives \(x\) at time \(t\) and the “neutral” outcome, 0, at all other time periods in \(T \setminus \{t\}\).
Suppose that a decision-maker has a preference order $\succeq$ on the set of dated outcomes with $\succ$ expressing strict preference and $\sim$ indifference. We say that a utility function $U: X \times T \to \mathbb{R}$ represents the preference order $\succeq$, if for all $x, y \in X$ and all $t, s \in T$ we have $(x, t) \succ (y, s)$ if and only if $U(x, t) \geq U(y, s)$. This is a discounted utility (DU) representation if

$$U(x, t) = D(t)u(x),$$

where $u: X \to \mathbb{R}$ is a continuous and strictly increasing function with $u(0) = 0$, and $D: T \to (0, 1]$ is continuous and strictly decreasing such that $D(0) = 1$ and $\lim_{t \to \infty} D(t) = 0$.

The function $u$ is called the instantaneous utility function, and $D$ is called the discount function associated with $\succeq$. We say that the pair $(u, D)$ provides a DU representation for $\succeq$. Fishburn and Rubinstein [32] provide an axiomatic foundation for a DU representation.\footnote{A list of their axioms is given in Chapter 1.}

We assume that $\succeq$ has a discounted utility representation throughout the chapter.

As $D$ is strictly decreasing, our decision-maker is always impatient. However, as time goes by, her impatience may increase or decrease.

**Definition 3.4 ([63]).** The preference order $\succeq$ exhibits (strictly) decreasing impatience (DI) if for all $\sigma > 0$, all $0 \leq t < s$ and all outcomes $y > x > 0$, the equivalence $(x, t) \sim (y, s)$ implies $(x, t + \sigma) \preceq (y, s + \sigma)$.

Increasing impatience (II) can be defined by reversing the final preference ranking in Definition 3.4. However, we focus on DI preferences in the present chapter, since this appears to be the empirically relevant case [33]. As in the previous sentence, we also use the acronym “DI” interchangeably as a noun (“decreasing impatience”) and an adjective (“decreasingly impatient”), relying on context to indicate the intended meaning.

In case the preference order $\succeq$ has a DU representation, the characterisation of DI in terms of the discount function is well-known.\footnote{The proof in [43, Theorem 3.3] can be easily adapted to demonstrate an analogous result for increasing impatience: the preference order $\succeq$ exhibits (strictly) II if and only if $D$ is (strictly) log-concave on $[0, \infty)$.}

**Proposition 3.5 ([43, 63]).** Let $\succeq$ be a preference order having DU representation with the discount function $D$. The following conditions are equivalent:

- The preference order $\succeq$ exhibits (strictly) DI;
- $D$ is (strictly) log-convex on $[0, \infty)$. 
We say that discount function $D$ is (strictly) DI if there exists a preference order $\succ$ that exhibits (strictly) DI and has a DU representation with discount function $D$.

We next show that a preference order $\succ$ with a DU representation exhibits strictly DI if and only if it exhibits strong present bias in the following sense:

**Definition 3.6 (Strong Present Bias).** The preference order exhibits strong present bias if

(i) $(x, t) \preceq (y, s)$ implies $(x, t + \sigma) \preceq (y, s + \sigma)$ for every $x, y$, every $\sigma > 0$ and every $s, t \in T$ such that $s > t \geq 0$; and

(ii) for every $s, t \in T$ with $s > t \geq 0$ and every $\sigma > 0$ there exist $x^*$ and $y^*$ such that $(x^*, t + \sigma) < (y^*, s + \sigma)$ and $(x^*, t) \succ (y^*, s)$.

Definition 3.6 is equivalent to the concept of “present bias” introduced by Jackson and Yariv in [46] but adapted to continuous time.

Proposition 3.7 gives conditions which are equivalent to strong present bias for preferences with a DU representation:

**Proposition 3.7.** Suppose that $\succ$ has a DU representation. Then the first condition of Definition 3.6 is equivalent to convexity of $\ln D(t)$; while the second condition of Definition 3.6 is equivalent to strict convexity of $\ln D(t)$.

**Proof.** We start by proving the first equivalence. Since a DU representation exists, the first condition is equivalent to:

$$u(x)D(t) \leq u(y)D(s) \text{ implies } u(x)D(t + \sigma) \leq u(y)D(s + \sigma)$$

for every $x, y$, every $\sigma > 0$ and every $s, t \in T$ with $s > t \geq 0$. This may be rewritten as follows:

$$u(x) \leq \frac{D(s)}{D(t)} u(y) \text{ implies } u(x) \leq \frac{D(s + \sigma)}{D(t + \sigma)} u(y).$$

Since $(y, s) \succ (x, t)$, $s > t$ and $D$ is strictly decreasing it follows that $u(y) > u(x)$. As $u(0) = 0$ and $u$ is strictly increasing we deduce that $u(y) > 0$. Since $u$ is continuous, $x$ and $y$ can be chosen so that $u(x)/u(y)$ takes any value in $[0, 1)$. We therefore have:

$$\frac{D(s)}{D(t)} \leq \frac{D(s + \sigma)}{D(t + \sigma)}.$$

Alternatively,

$$\ln D(s) + \ln D(t + \sigma) \leq \ln D(s + \sigma) + \ln D(t) \quad (3.6)$$

for every $\sigma > 0$ and $s, t \in T$ with $s > t \geq 0$. Inequality (3.6) is equivalent to convexity of $\ln D(t)$. 
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The second part is proved analogously. Under a DU representation the second condition is equivalent to the following: for every $s, t \in T$ with $s > t \geq 0$ and every $\sigma > 0$ there exist $x^*$ and $y^*$ such that:

$$u(x^*)D(t + \sigma) < u(y^*)D(s + \sigma) \quad \text{but} \quad u(x^*)D(t) > u(y^*)D(s).$$

Equivalently,

$$\frac{D(s)}{D(t)}u(y^*) < u(x^*) < \frac{D(s + \sigma)}{D(t + \sigma)}u(y^*).$$

From the fact that $(y^*, s + \sigma)$ is preferred to $(x^*, t + \sigma)$ with $s > t$ we deduce that $u(y^*) > 0$. Hence,

$$\frac{D(s)}{D(t)} < \frac{D(s + \sigma)}{D(t + \sigma)}.$$

This inequality is equivalent to:

$$\ln D(s) + \ln D(t + \sigma) < \ln D(s + \sigma) + \ln D(t) \quad (3.7)$$

for every $s, t \in T$ with $s > t \geq 0$ and every $\sigma > 0$. Inequality (3.7) holds if and only if $\ln D(t)$ is strictly convex.

Proposition 3.7 implies that when a DU representation exists the first condition of Definition 3.6 follows from the second one, since strict convexity of $\ln D(t)$ implies convexity of $\ln D(t)$. An immediate consequence is that strong present bias is equivalent to strictly DI, as stated below:

**Corollary 3.8.** Suppose the preference order $\succeq$ admits a DU representation. Then it exhibits strong present bias if and only if $\succeq$ exhibits strictly DI.

The concept of present bias requires some discussion, since there exists some inconsistency in the usage of the term in the literature. In a discrete-time setting with preferences defined over outcome streams, rather than just dated events, present bias is commonly related to quasi-hyperbolic discounting [60, 52]. Indeed, Hayashi [44] and Olea and Strzalecki [58] use a present bias axiom to provide an axiomatic foundation for quasi-hyperbolic discounting, where the present time plays a special role. Working in the same framework, Halevy [41] describes present bias as a preference reversal which may occur when an immediate outcome and a future outcome are equally delayed. However, he also calls present bias diminishing impatience.

In a continuous-time framework, Takeuchi [77] introduces a notion of present bias, defined in terms of what he calls an “equivalent delay” function, which he proves to be equivalent to DI.
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Our strong present bias definition is the continuous-time analogue of Jackson and Yariv’s [46, p. 4190] discrete-time present bias definition. However, there is also some inconsistency between Jackson and Yariv’s present bias definition in their 2014 paper and that in their 2015 paper [47]. The continuous-time version of Jackson and Yariv’s 2015 definition of present bias [47] requires the weakening of condition (ii) as follows:

\[(ii^*) \text{ for every } s, t \in T \text{ with } s > t > 0 \text{ there exist } x^* \text{ and } y^* \text{ such that } (x^*, t) < (y^*, s) \text{ and } (x^*, 0) \succ (y^*, s - t).\]

Condition (ii*) corresponds to Ok and Masatlioglu’s definition of strong present bias [57]. Ok and Masatlioglu [57] introduce definitions of both present bias and strong present bias for preferences over dated outcomes in continuous time. Their definition of strong present bias is essentially a continuous-time analogue of the second condition of Jackson and Yariv’s 2015 definition of present bias [47]. According to their definitions, exponential discounting exhibits present bias but not strong present bias.

It is not hard to notice that under the assumption that \(\succeq\) has a DU representation, condition (ii*) corresponds to the inequality \(D(s) > D(t)D(s - t)\) for any \(s > t > 0\). Denoting \(\sigma = s - t > 0\) we obtain \(D(t + \sigma) > D(t)D(\sigma)\) for any \(t, \sigma > 0\). Hence, if a DU representation is assumed, condition (ii*) is equivalent to \(\ln D(t)\) being strictly superadditive for all \(t\), i.e., \(\ln D(t + \sigma) > \ln D(t) + \ln D(\sigma)\) for any \(t, \sigma > 0\). This implies (by Proposition 3.7) that the continuous-time analogue of Jackson and Yariv’s 2015 definition of present bias [47] requires both convexity and strict superadditivity of \(\ln D(t)\), and is therefore a stronger requirement than decreasing impatience but weaker than strictly decreasing impatience. Overall the 2015 definition reflects the conventional use of the term “present bias” better as it gives a distinguished role to the present time \((t = 0)\). However, since we seek an extension of Jackson and Yariv’s 2014 result [46, Proposition 1] we use the definition from their 2014 paper [46], adapted to continuous time, and call it \textit{strong} present bias to emphasise the deviation from the conventional use of the term “present bias”.

3.2 Comparative DI

3.2.1 More DI and log-convexity

Assume now that there are two decision-makers and they are both decreasingly impatient. What does it mean to say that one of them is more decreasingly impatient than

---

\(^3\)Ok and Masatlioglu [57] use the indifference \((x^*, t) \sim (y^*, s)\) instead of the strict preference \((x^*, t) < (y^*, s)\). When preferences satisfy the axioms of Fishburn and Rubinstein [32], Ok and Masatlioglu’s definition of strong present bias [57] is equivalent to condition (ii*).
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the other? The answer to this question is in the following definition:

**Definition 3.9** (cf. [63], Definition 2; [11], Definition 1). We say that \( \succeq_1 \) exhibits [strictly] more DI than \( \succeq_2 \), if for every \( \sigma > 0 \), every \( \rho \), every \( s, t \in T \) with \( 0 \leq t < s \) and every \( x, x', y, y' \in X \) with \( y > x > 0 \) and \( y' > x' > 0 \), the conditions \((x', t) \sim_2 (y', s)\), \((x, t + \sigma) \sim_2 (y, s + \sigma + \rho)\) and \((x, t) \sim_1 (y, s)\) imply \((x, t + \sigma) \preceq_1 (y, s + \sigma + \rho)\).

Not surprisingly, the (strictly) more DI relation may be expressed in terms of the comparative convexity of the logarithms of the respective discount functions, for cases in which both preference relations have DU representations.

**Proposition 3.10** (cf. [63], Proposition 1). Let \( \succeq_1 \) and \( \succeq_2 \) be two preference orders with DU representations \((u_1, D_1)\) and \((u_2, D_2)\), respectively. The following conditions are equivalent:

(i) The preference order \( \succeq_1 \) exhibits (strictly) more DI than \( \succeq_2 \);

(ii) \( \ln D_1(D_2^{-1}(e^z)) \) is (strictly) convex in \( z \) on \((-\infty, 0]\).

We follow Prelec’s argument for his Proposition 1 in [63]. The additional adjustment is the necessity to replace convexity of the log-transformed discount function with strict convexity for the strictly more DI case. The required adjustments are not substantial but we have included a detailed proof as it clarifies some details omitted from Prelec’s original version [63]. We need to prove the following lemma first:

**Lemma 3.11.** Suppose that \( h_1 \) and \( h_2 \) are strictly decreasing functions. Then \( h_1 \) is a (strictly) convex transformation of \( h_2 \) if and only if \( h_2(s) - h_2(t) = h_2(s + \sigma + \rho) - h_2(t + \sigma) \) implies that \( h_1(s) - h_1(t) \leq [\prec] h_1(s + \sigma + \rho) - h_1(t + \sigma) \) for every \( s, t, \sigma \) and \( \rho \) satisfying \( 0 < t < s \leq t + \sigma < s + \sigma + \rho \).

**Proof.** We prove necessity first. Suppose that \( h_1 \) is a (strictly) convex transformation of \( h_2 \); that is, there exists a (strictly) convex function \( f \) such that \( h_1 = f(h_2) \). Assume also that \( 0 < t < s \leq t + \sigma < s + \sigma + \rho \) and

\[
h_2(s) - h_2(t) = h_2(s + \sigma + \rho) - h_2(t + \sigma).
\]

We need to show that

\[
h_1(s) - h_1(t) \leq [\prec] h_1(s + \sigma + \rho) - h_1(t + \sigma)
\]

\(\)\(^4\)Since the sign of \( \rho \) is not restricted in Definition 3.9, it actually applies to preferences that exhibit decreasing or increasing impatience.
whenever $0 < t < s \leq t + \sigma < s + \sigma + \rho$. Since $h_2$ is strictly decreasing, it follows that

$$h_2(s + \sigma + \rho) < h_2(t + \sigma) \leq h_2(s) < h_2(t).$$

Recall that $f$ is a (strictly) convex function. Therefore, as equality (3.8) holds, it implies that

$$f(h_2(t + \sigma)) - f(h_2(s + \sigma + \rho)) \leq [<] f(h_2(t)) - f(h_2(s)).$$

Since $h_1 = f(h_2)$, this inequality is equivalent to

$$h_1(t + \sigma) - h_1(s + \sigma + \rho) \leq [<] h_1(t) - h_1(s).$$

Rewriting:

$$h_1(s) - h_1(t) \leq [<] h_1(s + \sigma + \rho) - h_1(t + \sigma), \quad (3.9)$$

whenever $0 < t < s \leq t + \sigma < s + \sigma + \rho$.

To show the sufficiency, suppose that (3.8) implies (3.9) for every $s$, $t$, $\sigma$ and $\rho$ satisfying $0 < t < s \leq t + \sigma < s + \sigma + \rho$. Define $f$ such that $f = h_1 \circ h_2^{-1}$. Note that we can do so because $h_2^{-1}$ exists (since $h_2$ is a strictly decreasing function). Then if

$$h_2(s + \sigma + \rho) < h_2(t + \sigma) \leq h_2(s) < h_2(t)$$

and equation (3.8) holds, we have

$$f(h_2(t + \sigma)) - f(h_2(s + \sigma + \rho)) \leq [<] f(h_2(t)) - f(h_2(s)).$$

Therefore, $f$ is a (strictly) convex function, which means that $h_1$ is a (strictly) convex transformation of $h_2$. 

We can now prove Proposition 3.10.

**Proof.** Observe that $D_i: [0, \infty) \to (0, 1]$ is one-to-one and onto, so $D_i^{-1}: (0, 1] \to [0, \infty)$.

Let us first prove that condition (i) follows from condition (ii). The proof is by contraposition. We show that not (i) implies not (ii). Assume that (i) fails; that is, there exist $s$ and $t$ with $0 < t < s$, $\rho > 0$, $\sigma > 0$ and $x, y, x', y' \in X$ with $0 < x < y$ and $0 < x' < y'$ such that $(x', t) \sim_2 (y', s)$, $(x', t + \sigma) \sim_2 (y', s + \sigma + \rho)$, $(x, t) \sim_1 (y, s)$ and

$$(x, t + \sigma) \succ_1 [\succ_1] (y, s + \sigma + \rho).$$
Since \( u_1(y) > 0 \) and \( u_2(y') > 0 \) by assumption, this implies
\[
\frac{u_2(x')}{u_2(y')} = \frac{D_2(s)}{D_2(t)} = \frac{D_2(s + \sigma + \rho)}{D_2(t + \sigma)}
\]
and
\[
\frac{u_1(x)}{u_1(y)} = \frac{D_1(s)}{D_1(t)} > \frac{D_1(s + \sigma + \rho)}{D_1(t + \sigma)}.
\]

Let \( h_1 = \ln D_1 \) and \( h_2 = \ln D_2 \). Note that \( h_1 \) and \( h_2 \) are both strictly decreasing functions. Observe also that \( h_i^{-1} : [0, \infty) \to (-\infty, 0] \) is one-to-one and onto. Thus \( h_i^{-1} : (-\infty, 0] \to [0, \infty), \) where \( h_i^{-1}(z) = D_i^{-1}(e^z) \). Rewriting these expressions we get \( D_i(t) = e^{h_i(t)} \) for each \( i \in \{1, 2\} \). Thus:
\[
\frac{e^{h_2(s)}}{e^{h_2(t)}} = \frac{e^{h_2(s + \sigma + \rho)}}{e^{h_2(t + \sigma)}}
\]
and
\[
\frac{e^{h_1(s)}}{e^{h_1(t)}} > \frac{e^{h_1(s + \sigma + \rho)}}{e^{h_1(t + \sigma)}}.
\]
Equivalently,
\[
h_2(s) - h_2(t) = h_2(s + \rho + \sigma) - h_2(t + \sigma)
\]
and
\[
h_1(s) - h_1(t) > [\geq] h_1(s + \rho + \sigma) - h_1(t + \sigma).
\]

Note that \( \ln D_1(D_2^{-1}(e^z)) \) (strictly) convex in \( z \) on \((-\infty, 0] \) is equivalent to \( h_1 \circ h_2^{-1} \) (strictly) convex in \( z \) on \((-\infty, 0] \). In other words, \( h_1 \) is a (strictly) convex transformation of \( h_2 \). By Lemma 3.11 this conclusion contradicts equation (3.10) and inequality (3.11). Therefore, not (i) implies not (ii).

Secondly, we need to demonstrate that (i) implies (ii). Using the previously introduced notation, we show that for every for every \( s, t, \sigma \) and \( \rho \) satisfying
\[
0 < t < s \leq t + \sigma < s + \sigma + \rho
\]
the equation
\[
h_2(s) - h_2(t) = h_2(s + \sigma + \rho) - h_2(t + \sigma)
\]
implies
\[
h_1(s) - h_1(t) \leq [\leq] h_1(s + \sigma + \rho) - h_1(t + \sigma).
\]
As \( h_1 \) and \( h_2 \) are decreasing functions, this proves that \( h_1 \) is a (strictly) convex trans-
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formation of \( h_2 \). Assume that \( 0 \leq t < s \leq t + \sigma < s + \sigma + \rho \) such that

\[
h_2(s) - h_2(t) = h_2(s + \sigma + \rho) - h_2(t + \sigma).
\]

By definition of \( h_i = \ln D_i \) this expression is equivalent to

\[
\frac{D_2(s)}{D_2(t)} = \frac{D_2(s + \sigma + \rho)}{D_2(t + \sigma)} \in (0, 1).
\]

As \( u_2 \) is continuous, we can choose \( 0 < x' < y' \) such that:

\[
\frac{D_2(s)}{D_2(t)} = \frac{D_2(s + \sigma + \rho)}{D_2(t + \sigma)} = \frac{u_2(x')}{u_2(y')}.
\]

Therefore, \( D_2(t)u_2(x') = D_2(s)u_2(y') \) and \( D_2(t + \sigma)u_2(x') = D_2(s + \sigma + \rho)u_2(y') \). This means that \( (x', t) \sim_2 (y', s) \) and \( (x', t + \sigma) \sim_2 (y', s + \sigma + \rho) \).

Analogously, because \( u_1 \) is continuous, we can choose \( x, y \) such that:

\[
\frac{D_1(s)}{D_1(t)} = \frac{u_1(x)}{u_1(y)} \in (0, 1).
\]

Hence, \( (x, t) \sim_1 (y, s) \).

But according to (i), if \( (x', t) \sim_2 (y', s) \), \( (x', t + \sigma) \sim_2 (y', s + \sigma + \rho) \) and \( (x, t) \sim_1 (y, s) \) then \( (x, t + \sigma) \preceq_1 (y, s + \sigma + \rho) \). The latter is equivalent to:

\[
\frac{D_1(s + \sigma + \rho)}{D_1(t + \sigma)} \geq \frac{u_1(x)}{u_1(y)}.
\]

It follows that

\[
\frac{D_1(s)}{D_1(t)} \geq \frac{D_1(s + \sigma + \rho)}{D_1(t + \sigma)},
\]

which is equivalent to

\[
\ln D_1(s) - \ln D_1(t) \leq [\leq] \ln D_1(s + \sigma + \rho) - \ln D_1(t + \sigma)
\]

or

\[
h_1(s) - h_1(t) \leq [\leq] h_1(s + \sigma + \rho) - h_1(t + \sigma).
\]

Therefore,

\[
h_2(s) - h_2(t) = h_2(s + \sigma + \rho) - h_2(t + \sigma)
\]

implies

\[
h_1(s) - h_1(t) \leq [\leq] h_1(s + \sigma + \rho) - h_1(t + \sigma)
\]

whenever \( 0 \leq t < s \leq t + \sigma < s + \sigma + \rho \). Hence, by Lemma 3.11, \( h_1 \) is a (strictly)
Note that the form of the utility functions $u_1$ and $u_2$ does not influence the comparative DI properties of preference relations.

**Corollary 3.12.** Let $\succeq_1$ and $\succeq_2$ be two preference relations with DU representations $(u_1, D_1)$ and $(u_2, D_2)$, respectively, where $D_2(t) = \delta^t$ and $\delta \in (0, 1)$. The preference order $\succeq_1$ exhibits (strictly) DI if and only if it exhibits (strictly) more DI than $\succeq_2$.

*Proof.* Prelec [63] proves that a preference relation is DI if and only if it is more DI than an exponential discount function. We prove the “strict” part of the claim.

Since $D_2(t) = \delta^t$ and $\delta \in (0, 1)$ we have

$$D_2^{-1}(e^z) = \frac{z}{\ln \delta} \geq 0.$$

By Proposition 3.10, for $\succeq_1$ to exhibit strictly more DI than $\succeq_2$ it is necessary and sufficient that $\ln D_1(D_2^{-1}(e^z))$ is strictly convex in $z$ on $(-\infty, 0]$. However,

$$\ln D_1(D_2^{-1}(e^z)) = \ln D_1\left(\frac{z}{\ln \delta}\right) = \ln D_1(t),$$

where

$$t = \frac{z}{\ln \delta} \in [0, \infty)$$

when $z$ takes arbitrary values in $(-\infty, 0]$. Therefore, strict convexity of $\ln D_1(D_2^{-1}(e^z))$ in $z$ on $(-\infty, 0]$ is equivalent to strict convexity of $\ln D_1(t)$ in $t$ on $[0, \infty)$.

By Proposition 3.5, strict convexity of $\ln D_1(t)$ in $t$ on $[0, \infty)$ is equivalent to $\succeq_1$ exhibiting strictly DI. \qed

The following notations will be used below:

- If $D_1$ and $D_2$ represent equally DI preferences, we write $D_1 \sim_{DI} D_2$;
- If $D_1$ represents more DI preferences than $D_2$, we write $D_1 \succ_{DI} D_2$;
- If $D_1$ represents strictly more DI preferences than $D_2$, we write $D_1 \succ_{DI} D_2$.

It is important to emphasize the non-standard meaning of the strict order $\succ_{DI}$ used here. As usual, if $D_1 \succ D_2$ then $D_1 \succ D_2$ and it is not the case that $D_2 \succ D_1$. However, the converse is false: we may have $D_1 \not\succ D_2$ but neither $D_2 \succeq D_1$ nor $D_1 \succeq D_2$, since there exist convex functions which are neither affine nor strictly convex.

The following corollary, due to Prelec [63], characterises the relation between any two discount functions from the same DI class.
Corollary 3.13 ([63]). For any two discount functions $D_1$ and $D_2$, we have $D_1 \sim_{DI} D_2$ if and only if $D_1(t) = D_2(t)^c$, where $c > 0$ is a constant not depending on $t$.

In fact, the “more DI” and “strictly more DI” relations are both transitive. This is established in the following proposition.

Proposition 3.14. If $D_1 \succ_{DI} D_2$ and $D_2 \succ_{DI} D_3$, then $D_1 \succ_{DI} D_3$. If at least one of the relations $D_1 \succ_{DI} D_2$ or $D_2 \succ_{DI} D_3$ is strict, then $D_1 \succ_{DI} D_3$.

Proof. Suppose $D_1 \succ_{DI} D_2$ and $D_2 \succ_{DI} D_3$. By Proposition 3.10, we know that both $\ln D_1(D_2^{-1}(e^z))$ and $\ln D_2(D_3^{-1}(e^z))$ are convex in $z$ on $(-\infty, 0]$. Defining $h_i = \ln D_i$ for $i \in \{1, 2, 3\}$, we can equivalently state that $h_1 \circ h_2^{-1}$ and $h_2 \circ h_3^{-1}$ are convex on $(-\infty, 0]$. To prove transitivity it is sufficient to show that $\ln D_1(D_3^{-1}(e^z))$ is convex in $z$ on $(-\infty, 0]$, or equivalently that $h_1 \circ h_3^{-1}$ is convex on $(-\infty, 0]$.

Let $f_1 = h_1 \circ h_2^{-1}$ and $f_2 = h_2 \circ h_3^{-1}$. Then

$$
\ln D_1\left(D_3^{-1}(e^z)\right) = h_1\left(h_3^{-1}(z)\right) = h_1h_2^{-1}\left(h_2h_3^{-1}(z)\right) = f_1 \circ f_2(z) = f(z).
$$

By the assumption, $f_1$ and $f_2$ are convex functions. Note that $f_1$ is increasing, as the composition of two decreasing functions $h_1$ and $h_2^{-1}$. Indeed, $h_1 = \ln D_1$ is a strictly decreasing function as $D_1$ is strictly decreasing, and $h_2^{-1}$ is a decreasing function as the inverse of the decreasing function $h_2$. Lemma 3.1 then implies that $f(z) = f_1 \circ f_2(z) = \ln D_1\left(D_2^{-1}(e^z)\right)$ is convex, and that $f$ is strictly convex if $f_i$ is strictly convex for some $i \in \{1, 2\}$. \hfill \qed

3.2.2 Time preference rate and index of DI

In this section we assume that $D$ is twice continuously differentiable. The rate of time preference, $r(t)$, is defined as follows:

$$
r(t) = \frac{D'(t)}{D(t)} = -\frac{d}{dt} \ln [D(t)].
$$

The following lemma relates the DI property to the behaviour of $r(t)$.\textsuperscript{5}

Lemma 3.15. Let $\succ$ be a preference relation with DU representation $(u, D)$ in which $D$ is twice continuously differentiable. Then the following conditions are equivalent:

(i) The preference relation exhibits (strictly) DI;

\textsuperscript{5}Takeuchi [77] contains a related result. His Corollary 1 says that the hazard function is decreasing (increasing) if and only if preferences exhibit decreasing (increasing) impatience. Takeuchi’s hazard function $h(t)$ corresponds to our time preference rate $r(t)$. However, Takeuchi does not analyse the case of strictly decreasing impatience.
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(ii) The time preference rate \( r(t) \) is (strictly) decreasing on \([0, \infty)\).

Proof. Suppose that \( r(t) \) is decreasing on \([0, \infty)\). This is equivalent to

\[
    r'(t) = -\frac{D''(t)D(t) - [D'(t)]^2}{D(t)^2} = \frac{[D'(t)]^2 - D''(t)D(t)}{D(t)^2} \leq 0.
\]

Or, alternatively, \( D''D - (D')^2 \geq 0 \). This inequality is equivalent to log-convexity of \( D \), which, by Proposition 3.5, means that the preference order exhibits DI.

To prove the equivalence of strictly DI preferences and a strictly decreasing rate of time preference, recall that a continuously differentiable function \( r: \mathbb{R}_+ \to \mathbb{R} \) is strictly decreasing if and only if \( r'(t) \leq 0 \) for all \( t \) and the set \( \{ t \mid r'(t) = 0 \} \) contains no non-trivial interval \([76, 69]\). If a function \( v \) is differentiable on an open interval \( I \subset \mathbb{R} \), then \( v \) is strictly convex on \( I \) if and only if \( v' \) is strictly increasing on \( I \) \([69]\). Assume that \( r(t) \) is strictly decreasing on \([0, \infty)\). Let \( M \subseteq \mathbb{R}_+ \) be the set of \( t \) values such that \( r'(t) < 0 \). Then \( D''(t)D(t) - [D'(t)]^2 > 0 \) for all \( t \in M \). Since \( \mathbb{R}_+ \setminus M \) contains no non-trivial interval, \( r'(t) \) being strictly decreasing is equivalent to \( D \) being strictly log-convex. \( \square \)

One way to measure the level of DI for suitably differentiable discount functions was suggested by Prelec \([63]\). Since more DI preferences have discount functions which are more log-convex, the natural criterion would be some measure of convexity of the log of the discount function. The Arrow-Pratt coefficient, which is a measure of the concavity of a function, can be adapted to this purpose. Indeed, a non-increasing rate of time preference, \( r'(t) \leq 0 \), is precisely analogous to the notion of decreasing risk aversion in Pratt \([61]\).

Recall that \( D \) is a twice continuously differentiable function. The associated rate of impatience, \( IR(D) \), is defined as follows:

\[
    IR(D) = -\frac{D''}{D'}.
\]

The index of DI of \( D \), denoted \( I_{DI}(D) \), is the difference between the rate of impatience and the rate of time preference:

\[
    I_{DI}(D) = IR(D) - r(D) = \left(-\frac{D''}{D'}\right) - \left(-\frac{D'}{D}\right).
\]

Note that

\[
    I_{DI}(D)(t) = \frac{-r'(t)}{r(t)} = -\frac{d}{dt} \ln [r(t)]. \tag{3.12}
\]

Prelec \([63]\) proved that if \( \succeq_1 \) and \( \succeq_2 \) both have DU representations with twice continu-
ous differentiable discount functions, $D_1$ and $D_2$ respectively, then $\succsim_1$ exhibits more DI than $\succsim_2$ if and only if $I_{DI}(D_1) \geq I_{DI}(D_2)$ on the interval $[0, \infty)$. The following proposition considers the “strictly more DI” case.

**Proposition 3.16.** Let $\succsim_1$ and $\succsim_2$ have DU representations with discount functions $D_1$ and $D_2$, respectively, where $D_1$ and $D_2$ are twice continuously differentiable. Then the preference order $\succsim_1$ exhibits strictly more DI than $\succsim_2$ if and only if $I_{DI}(D_1) \geq I_{DI}(D_2)$ on the interval $[0, \infty)$ and \{ $t$ \mid $I_{DI}(D_1)(t) = I_{DI}(D_2)(t)$ \} contains no non-trivial interval.

**Proof.** Prelec’s [63, Proposition 2] proof applies the Arrow-Pratt coefficient [61], which is used to compare the concavity of functions. There is no straightforward adaptation of Prelec’s argument to the case of strict concavity. We therefore adapt Pratt’s [61] original argument directly.

Recall that $D_1$ is strictly more DI than $D_2$ if and only if $\ln(D_1)$ is strictly more convex than $\ln(D_2)$ on $[0, \infty)$. Let $h_1 = \ln(D_1)$ and $h_2 = \ln(D_2)$, so $h_1$ and $h_2$ are strictly decreasing functions. The function $h_1$ is strictly more convex than $h_2$ on $(-\infty, 0]$ if and only if there exists a strictly convex transformation $f$ such that $h_1 = f(h_2)$, or, equivalently, $h_1(h_2^{-1}(z))$ is strictly convex on $(-\infty, 0]$.

The first derivative of $h_1(h_2^{-1}(z))$ is:
\[
\frac{dh_1(h_2^{-1}(z))}{dz} = \frac{h'_1(h_2^{-1}(z))}{h'_2(h_2^{-1}(z))}, \tag{3.13}
\]

We need to show that expression (3.13) is strictly increasing. Note that $h_2^{-1}(z)$ is strictly decreasing since $h_2$ is strictly decreasing. Therefore, (3.13) is strictly increasing if and only if $h'_1(x)/h'_2(x)$ is strictly decreasing. The latter is satisfied if and only if
\[
\log \left[ \frac{h'_1(x)}{h'_2(x)} \right] \tag{3.14}
\]
strictly decreases (since $\log(x)$ is strictly increasing). The first derivative of (3.14) is:
\[
\frac{h''_2(x)}{h'_1(x)} \cdot \frac{h''_1(x)h'_2(x) - h'_1(x)h''_2(x)}{[h'_2(x)]^2} = \frac{h''_1(x)}{h'_1(x)} - \frac{h''_2(x)}{h'_2(x)}
\]
Therefore (3.14) is strictly decreasing if and only if
\[
\frac{h''_1(x)}{h'_1(x)} - \frac{h''_2(x)}{h'_2(x)} \leq 0
\]
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and the set

\[
\left\{ x \left| \frac{h''_1(x)}{h'_1(x)} - \frac{h''_2(x)}{h'_2(x)} = 0 \right. \right\}
\]

contains no non-trivial interval.

Note that:

\[
\frac{h''_i}{h'_i} = \frac{D''_i}{D'_i} - \frac{D'_i}{D'_i}.
\]

Therefore,

\[
\frac{h''_1(x)}{h'_1(x)} - \frac{h''_2(x)}{h'_2(x)} \leq 0
\]

is equivalent to

\[
-\frac{D''_1}{D'_1} - \left( -\frac{D'_1}{D'_1} \right) \geq -\frac{D''_2}{D'_2} - \left( -\frac{D'_2}{D'_2} \right).
\]

This means that \( D_1 \succ_{DI} D_2 \) if and only if \( I_{DI}(D_1) \geq I_{DI}(D_2) \) on \([0, \infty)\), and \( \{ t \mid I_{DI}(D_1)(t) = I_{DI}(D_2)(t) \} \) contains no non-trivial interval. \( \square \)

From Proposition 3.16, Lemma 3.15 and (3.12) it follows that \( \succ \) is DI if and only if \( I_{DI}(D) \geq 0 \) on \([0, \infty)\), and \( \succ \) is strictly DI if and only if \( I_{DI}(D) \geq 0 \) on \([0, \infty)\) and \( \{ t \mid I_{DI}(D)(t) = 0 \} \) contains no non-trivial interval.\(^6\) Note that the index of DI is identically zero for an exponential discount function.

The following example illustrates the index of DI for a generalized hyperbolic discount function. We will return to this example later.

**Example 3.17.** The function \( D(t) = (1 + ht)^{-\alpha/h} \), with \( h > 0 \) and \( \alpha > 0 \), is called the generalized hyperbolic discount function. For this function we have:

\[
r(t) = \alpha(1 + ht)^{-1} \quad \text{and} \quad IR(D)(t) = (\alpha + h)(1 + ht)^{-1}.
\]

Therefore, \( I_{DI}(D_1)(t) = h(1+ht)^{-1} \). If \( D_1(t) = (1+h_1t)^{-\alpha/h_1} \) and \( D_2(t) = (1+h_2t)^{-\alpha/h_2} \) are two generalized hyperbolic discount functions then \( D_1 \succ_{DI} [\succ_{DI}] D_2 \), if and only if \( h_1 \geq [>] h_2 \).

Thus the parameter \( h \) may be used as a measure of the degree of DI of a generalized hyperbolic discount function, while the parameter \( \alpha \) has no influence on \( I_{DI}(D) \). We call parameter \( h \) the hyperbolic discount rate. The special case of a generalized hyperbolic discount function with \( \alpha = h > 0 \) is called the proportional hyperbolic discount function.

\(^6\)Similarly, \( \succ \) is II if and only if \( I_{DI}(D) \leq 0 \) on \([0, \infty)\) and strictly II if and only if \( I_{DI}(D) \leq 0 \) on \([0, \infty)\) and \( \{ t \mid I_{DI}(D)(t) = 0 \} \) contains no non-trivial interval.
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3.3 Mixtures of discount functions

As described in the introduction, there are some situations in which the necessity arises to calculate a convex combination (mixture) of discount functions.

3.3.1 Two scenarios

The first situation is a group of decision-makers with different discount functions and a social discount function needs to be constructed. One natural option is the utilitarian approach of taking a weighted average of the individual discounted utilities. This is equivalent to using the weighted average discount function when all agents have identical utility functions. This utilitarian approach has been widely used in the existing literature on time preferences ([46], [84], [82]).

A second possible scenario, discussed by Sozou [75] and Weitzman [81], arises when there is a single decision-maker with some uncertainty about her discount function. For example, there may be some possibility of not surviving to any given period, $t$, described by a survival function with an uncertain (constant) hazard rate [75]. Then the expected discount function of this decision-maker can be calculated as a probability-weighted average of the possible discount functions.

If the discount function $D_i$ has probability $p_i$, then the expected utility of the decision-maker is

$$\hat{U}(x, t) = \sum_{i=1}^{n} p_i D_i(t) u(x) = \left( \sum_{i=1}^{n} p_i D_i(t) \right) u(x).$$

and the certainty equivalent discount function will be $D = \sum_{i=1}^{n} p_i D_i$.

The same question arises in both cases: Is it possible to say anything about the behaviour of the convex combination of distinct discount functions in comparison with its components, if all the component discount functions exhibit DI?

3.3.2 Mixtures of discount functions with decreasing impatience

Given a set of discount functions $\{D_1, D_2, \ldots D_n\}$, we define a mixture of them as

$$D = \sum_{i=1}^{n} \lambda_i D_i,$$

where $0 < \lambda_i < 1$ for all $i$ and $\sum_{i=1}^{n} \lambda_i = 1$. Note that we define a mixture such that each $D_i$ has a strictly positive weight.
We first discuss some known results on the mixture of discount functions. Two other disciplines – Risk Theory and Reliability Theory – also have relevant results that are given below. These results are rarely discussed together despite being well-known and closely related to each other.

One of the most recent results was obtained by Jackson and Yariv [46], who demonstrated that if all decision-makers in a group have exponential discount functions, but they do not all have the same discount factor, then their collective discount function must be strongly present biased (in their discrete-time setting).

It has also been noted by several authors (for example, [64] and [66]), that time preferences have strong similarities with risk preferences and that many results from risk theory are relevant in the context of intertemporal choice. The following table summarizes the similarities between risk theory and temporal discounting:

<table>
<thead>
<tr>
<th>Risk theory</th>
<th>Temporal discounting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk aversion</td>
<td>Time preference rate</td>
</tr>
<tr>
<td>RA = −(\frac{u''}{u'}) = −[\ln u']'</td>
<td>(r = -\frac{D'}{D} = -[\ln D]')</td>
</tr>
<tr>
<td>Decreasing risk aversion (DRA)</td>
<td>Decreasing time preference rate</td>
</tr>
<tr>
<td>RA' = −[\ln u']'' ≤ 0</td>
<td>(r' = -[\ln D]'' ≤ 0)</td>
</tr>
<tr>
<td>DRA ⇔ u' is log-convex</td>
<td>DI ⇔ D is log-convex</td>
</tr>
</tbody>
</table>

Pratt [61] showed that decreasing risk aversion is preserved under linear combinations. As was observed in Section 3.2.2, decreasing risk aversion is analogous to non-increasing time preference rate, or DI of the discount function. Therefore, Pratt’s result can be adapted to our time preference framework as follows:

**Proposition 3.18** (cf. [61], Theorem 5). Let \(\succcurlyeq_1, \succcurlyeq_2, \ldots, \succcurlyeq_n\) have DU representations with twice continuously differentiable discount functions \(D_1, \ldots, D_n\), respectively. Assume that \(\succcurlyeq_1, \succcurlyeq_2, \ldots, \succcurlyeq_n\) all exhibit DI. Let

\[
D = \sum_{i=1}^{n} \lambda_i D_i,
\]

Pratt [62] remarks on the mathematical correspondence of decreasing risk aversion to decreasing time preference rate.
be a mixture of $D_1, \ldots, D_n$. Then $D$ is DI. It is strictly DI if and only if
\[
\{ t \mid r_1(t) = r_2(t) = \ldots = r_n(t) \text{ and } r'_1(t) = r'_2(t) = \ldots = r'_n(t) = 0 \}
\]
contains no non-trivial interval.

**Proof.** From the definition of time preference rate it follows that $D'_i = -r_iD_i$ for all $i = 1, \ldots, n$. The time preference rate for $D$ is:
\[
r = -\frac{D'}{D} = -\frac{\sum_{i=1}^{n} \lambda_i D'_i}{D} = \sum_{i=1}^{n} \lambda_i D_i \frac{D'}{D}.
\]

By Lemma 3.15, to prove that $D$ exhibits DI we must show that $r'(t) \leq 0$:
\[
r' = \sum_{j=1}^{n} \frac{\lambda_j D'_j}{D} \sum_{i=1}^{n} \lambda_i D_i - \lambda_j D_j \sum_{i=1}^{n} \lambda_i D'_i \frac{D}{D} r_j + \sum_{j=1}^{n} \frac{\lambda_j D_j}{D} r'_j.
\]

Rearranging and substituting $D'_i = -r_iD_i$ we obtain:
\[
r' = \sum_{j=1}^{n} \frac{\lambda_j D_j}{D} r'_j + \frac{Q}{D^2},
\]

where
\[
Q = -\sum_{j=1}^{n} \left[ \lambda_j r_j D_j \sum_{i=1}^{n} \lambda_i D_i - \lambda_j D_j \sum_{i=1}^{n} \lambda_i r_i D_i \right] r_j.
\]

This is a quadratic form in $D_1, D_2, \ldots, D_n$ with the coefficient on $D_i D_j$ being
\[
\lambda_i \lambda_j (r_i r_j - r_j^2) + \lambda_i \lambda_j (r_i r_j - r_i^2) = -\lambda_i \lambda_j (r_i - r_j)^2.
\]

Hence
\[
Q = -\sum_{i<j} \lambda_i \lambda_j D_i D_j (r_i - r_j)^2.
\]

Since $D_i \in (0, 1]$, $\lambda_i > 0$ and $r'_i \leq 0$ for all $i = 1, \ldots, n$, we have $r'(t) \leq 0$. Therefore, $\succeq$ is DI. The preference relation $\succeq$ is strictly DI if and only if $r'(t)$ is strictly decreasing. We see that $r'(t)$ is strictly decreasing iff
\[
\{ t \mid r_1(t) = r_2(t) = \ldots = r_n(t) \text{ and } r'_1(t) = r'_2(t) = \ldots = r'_n(t) = 0 \}
\]
contains no non-trivial interval. \qed

Another area where results related to mixtures of discount functions can be found
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is Reliability Theory. For example, Proschan [65] established that mixtures of distributions with decreasing failure rates always exhibit a decreasing failure rate. This result is comparable to the “non-strict” part of Proposition 3.18.

Takeuchi [77] notes that a discount function is analogous to a survival function, $S(t)$. The failure rate associated with $S(t)$ is $g(t) = -\frac{S'(t)}{S(t)}$, which behaves as a time preference rate. For twice continuously differentiable survival functions, a decreasing failure rate (DFR) corresponds to a decreasing time preference rate, and hence to DI, whereas an increasing failure rate (IFR) corresponds to II. The similarities between reliability theory and temporal discounting are given in the following table:

Table 3.2: Reliability theory and temporal discounting

<table>
<thead>
<tr>
<th>Reliability theory</th>
<th>Temporal discounting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival function $S(t)$</td>
<td>Discount function $D(t)$</td>
</tr>
<tr>
<td>Failure rate (FR) $g(t) = -\frac{S'(t)}{S(t)}$</td>
<td>Time preference rate $r(t) = -\frac{D'(t)}{D(t)}$</td>
</tr>
<tr>
<td>Decreasing failure rate (DFR) $g'(t) \leq 0$</td>
<td>Decreasing time preference rate (DI) $r'(t) \leq 0$</td>
</tr>
<tr>
<td>Increasing failure rate (IFR) $g'(t) \geq 0$</td>
<td>Increasing time preference rate (II) $r'(t) \geq 0$</td>
</tr>
</tbody>
</table>

The following corollary describes an important special case of Proposition 3.18:

**Corollary 3.19.** Mixtures of non-identical exponential discount functions are strictly DI.

Corollary 3.19 is therefore a continuous-time version of Jackson and Yariv (2014, Proposition 1).

Prelec [63, Corollary 4] considers the mixture of two discount functions only ($n = 2$), but does not require differentiability. He proves that the mixture of two equally DI discount functions is at least as DI as each component.

Our objective is to establish a result which generalizes both Prelec [63] and Jackson and Yariv [46] (or rather, the continuous-time version in Corollary 3.19). The result we obtain is stated in the following theorem:

---

8The similarity between reliability theory and temporal discounting is discussed in [75].
Theorem 3.20. Let \( n \geq 2 \) and \( D_1, \ldots, D_n \) be discount functions such that \( D_1 \neq D_j \) for some \( j > 1 \) and \( D_1 \sim_{DI} D_2 \sim_{DI} \ldots \sim_{DI} D_n \). If \( D \) is a mixture of \( D_1, \ldots, D_n \), then \( D \succ_{DI} D_n \).

Proof. Since \( D_1 \sim_{DI} D_2 \sim_{DI} \ldots \sim_{DI} D_n \) it follows by Corollary 3.13 that \( D_1(t) = D_j(t)^{c_j} \) for each \( j > 1 \), with \( c_j > 0 \) for all \( j > 1 \) and \( c_j \neq 1 \) for some \( j > 1 \). Therefore,

\[
D = \lambda_1 D_1 + \sum_{j=2}^{n} \lambda_j D_1^{1/c_j}.
\]

By Proposition 3.10 it is necessary and sufficient to demonstrate strict convexity of \( f(z) = \ln D \left( D_1^{-1}(e^z) \right) \) for \( z \leq 0 \). We note that:

\[
f(z) = \ln D \left( D_1^{-1}(e^z) \right) = \ln \left( \sum_{i=1}^{n} \lambda_i e^{z/c_i} \right),
\]

where \( c_1 = 1 \). The first-order derivative of \( f(z) \) is:

\[
f'(z) = \frac{\sum_{i=1}^{n} \lambda_i e^{z/c_i}}{\sum_{i=1}^{n} \lambda_i e^{z/c_i}}.
\]

The second-order derivative is:

\[
f''(z) = \frac{\left( \sum_{i=1}^{n} \lambda_i \left( \frac{1}{c_i} \right)^2 e^{z/c_i} \right) \left( \sum_{i=1}^{n} \lambda_i e^{z/c_i} \right) - \left( \sum_{i=1}^{n} \lambda_i \frac{1}{c_i} e^{z/c_i} \right)^2}{\left( \sum_{i=1}^{n} \lambda_i e^{z/c_i} \right)^2} = \frac{p(z)}{q(z)}.
\]

The denominator \( q(z) \) of this fraction is strictly positive. We can simplify the numerator \( p(z) \) as follows:

\[
p(z) = \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j e^{z/c_i} e^{z/c_j} \left( \frac{1}{c_i} \right)^2 - \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j e^{z/c_i} e^{z/c_j} \frac{1}{c_i c_j}.
\]

Therefore, we have:

\[
p(z) = \sum_{i=1}^{n} \sum_{j=1}^{n} \theta_{ij} \frac{1}{c_i} \left( \frac{1}{c_i} - \frac{1}{c_j} \right)
\]

where \( \theta_{ij} = \lambda_i \lambda_j e^{z/c_i} e^{z/c_j} \). Since \( \theta_{ij} = \theta_{ji} > 0 \) for all \( i \) and \( j \) we see that

\[
p(z) = \sum_{i<j} \theta_{ij} \left[ \frac{1}{c_i} \left( \frac{1}{c_i} - \frac{1}{c_j} \right) + \frac{1}{c_j} \left( \frac{1}{c_j} - \frac{1}{c_i} \right) \right] = \sum_{i<j} \theta_{ij} \left( \frac{1}{c_i} - \frac{1}{c_j} \right)^2,
\]

where \( c_1 = 1 \). Hence, \( p(z) > 0 \) since \( c_j \neq c_1 \) for some \( j > 1 \).
Therefore, \( f(z) \) is a strictly convex function.

Given Theorem 3.20, it is natural to suppose that if \( D_1 \succ_{DI} D_2 \succ_{DI} \cdots \succ_{DI} D_n \) then \( D \succ_{DI} D_n \) for any mixture of \( D_1, D_2, \ldots, D_n \). Surprisingly, however, this need not be the case. The following example illustrates.

**Example 3.21.** Let \( \rho_1 > \rho_2 > 0 \) and let \( \bar{t} > 0 \). Define \( D_2(t) = \exp(-\rho_2 t) \) and

\[
D_1(t) = \begin{cases} 
\exp(-\rho_1 t) & \text{if } t < \bar{t} \\
\exp(-\rho_2 (t - \bar{d})) & \text{if } t \geq \bar{t}
\end{cases}
\]

where \( \bar{d} = (\rho_1 - \rho_2) \bar{t} > 0 \). It is a continuous-time analogue of a quasi-hyperbolic discount function. Observe that

\[
D_2^{-1}(e^z) = -\frac{z}{\rho_2}
\]

and therefore

\[
\ln D_1(D_2^{-1}(e^z)) = \begin{cases} 
(\rho_1/\rho_2) z & \text{if } z > -\rho_2 \bar{t} \\
z - \bar{d} & \text{if } z \leq -\rho_2 \bar{t}
\end{cases} \tag{3.15}
\]

Since

\[
\frac{\rho_1}{\rho_2} (-\rho_2 \bar{t}) = -\rho_1 \bar{t} = (-\rho_2 \bar{t}) - \bar{d},
\]

(3.15) is continuous. From this fact and \( (\rho_1/\rho_2) > 1 \) we deduce that (3.15) is convex, but neither affine nor strictly convex. It follows that \( D_1 \succ_{DI} D_2 \).

Let \( D = \lambda D_1 + (1 - \lambda) D_2 \) with \( 0 < \lambda < 1 \). Then

\[
D(t) = \begin{cases} 
\lambda \exp(-\rho_1 t) + (1 - \lambda) \exp(-\rho_2 t) & \text{if } t < \bar{t} \\
[\lambda \exp(-\bar{d}) + (1 - \lambda)] \exp(-\rho_2 t) & \text{if } t \geq \bar{t}
\end{cases}
\]

and therefore, for any \( t \geq \bar{t} \),

\[
\ln (D(t)) = \ln \left[ \lambda \exp(-\bar{d}) + (1 - \lambda) \right] - \rho_2 t = \ln \left[ \lambda \exp(-\bar{d}) + (1 - \lambda) \right] + \ln(D_2(t)).
\]

In other words, \( \ln D \) is an affine transformation of \( \ln D_2 \) on \([\bar{t}, \infty)\). In particular, it is **not** the case that \( D \succ_{DI} D_2 \).

Example 3.21 shows that mixing DI-ordered discount functions need not produce a
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mixture that is strictly more DI than the “least DI” of its components. However, the following weaker result can be established.

**Theorem 3.22.** Let $n \geq 2$ and let $D_1, D_2, \ldots, D_n$ be discount functions such that $D_1 \succ_{DI} D_2 \succ_{DI} \ldots \succ_{DI} D_n$. If $D$ is a mixture of $D_1, D_2, \ldots, D_n$, then $D \succ_{DI} D_n$. Moreover, if $D_i \succ_{DI} D_{i+1}$ for some $i \in \{1, 2, \ldots, n-1\}$ then $D \succ_{DI} D_n$.

**Proof.** We argue by induction. Let $n = 2$. Then

$$D \left(D_2^{-1}(e^z)\right) = \lambda_1 D_1 \left(D_2^{-1}(e^z)\right) + \lambda_2 e^z. \tag{3.16}$$

Since $D_1 \succ_{DI} D_2$ we know that $D_1 \left(D_2^{-1}(e^z)\right)$ is log-convex, and hence so is $\lambda_1 D_1 \left(D_2^{-1}(e^z)\right)$. Since $\lambda_2 e^z$ is obviously log-convex, it follows by a result of Artin ([10]) that the sum (3.16) is log-convex. That is, $D \succ_{DI} D_2$. If $D_1 \succ_{DI} D_2$ then (3.16) is strictly log-convex by Lemma 3.2. Hence, $D \succ_{DI} D_2$.

Suppose $k \geq 2$ and the result is true for all $n \leq k$. Let $n = k + 1$. We have:

$$D = \sum_{i=1}^{k+1} \lambda_i D_i = (1 - \lambda_{k+1}) \left[ \sum_{i=1}^{k} \left( \frac{\lambda_i}{1 - \lambda_{k+1}} \right) D_i \right] + \lambda_{k+1} D_{k+1}$$

The inductive hypothesis implies that

$$\left[ \sum_{i=1}^{k} \left( \frac{\lambda_i}{1 - \lambda_{k+1}} \right) D_i \right] \succ_{DI} D_k \tag{3.17}$$

and hence

$$\left[ \sum_{i=1}^{k} \left( \frac{\lambda_i}{1 - \lambda_{k+1}} \right) D_i \right] \succ_{DI} D_{k+1}$$

by Proposition 3.14. Therefore, applying the inductive hypothesis once more, we deduce that $D \succ_{DI} D_{k+1}$. If $D_k \succ_{DI} D_{k+1}$, then (3.17) and Proposition 3.14 imply $D \succ_{DI} D_{k+1}$. If $D_i \succ_{DI} D_{i+1}$ for some $i \in \{1, 2, \ldots, k-1\}$ then

$$\left[ \sum_{i=1}^{k} \left( \frac{\lambda_i}{1 - \lambda_{k+1}} \right) D_i \right] \succ_{DI} D_k$$

by the inductive hypothesis, and hence

$$\left[ \sum_{i=1}^{k} \left( \frac{\lambda_i}{1 - \lambda_{k+1}} \right) D_i \right] \succ_{DI} D_{k+1}$$

by Proposition 3.14. Applying the inductive hypothesis once more, we have $D \succ_{DI} D_{k+1}$. \qed
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3.3.3 Mixtures of twice continuously differentiable discount functions

Note that when discount functions in Theorem 3.22 are twice continuously differentiable, Theorem 3.22 and Proposition 3.16 imply that

\[ I_{DI}(D) \geq \min_i \{I_{DI}(D_i)\} \quad \text{on } [0, \infty) \]  

and the set of \( t \) values at which equality holds does not include any non-trivial interval.

The next two examples illustrate this fact.

**Example 3.23.** Let \( D_i(t) = \exp(-r_i t) \), with \( r_1 = 0.01, r_2 = 0.02, r_3 = 0.03 \). Consider their mixture \( D = \frac{1}{3}(D_1 + D_2 + D_3) \). The Index of \( DI \) for each discount function is \( I_{DI}(D_i(t)) = 0 \) for all \( t \), whereas the Index of \( DI \) for the mixture is:

\[ I_{DI}(D) = \frac{e^{-(r_1+r_2)t}(r_1-r_2)^2 + e^{-(r_2+r_3)t}(r_2-r_3)^2 + e^{-(r_1+r_3)t}(r_1-r_3)^2}{(r_1 e^{-r_1 t} + r_2 e^{-r_2 t} + r_3 e^{-r_3 t})(e^{-r_1 t} + e^{-r_2 t} + e^{-r_3 t})}. \]

Clearly, this is strictly greater than zero everywhere, as also shown on Figure 3.1.

![Figure 3.1: Index of DI for the mixture of exponential discount functions](image)

**Example 3.24.** Let \( D_i(t) = (1 + h t)^{-a_i/h} \), with \( a_1 = 1, a_2 = 2, a_3 = 3, h = 5 \). Consider their mixture \( D = \frac{1}{3}(D_1 + D_2 + D_3) \). Recall from Example 3.17 that \( I_{DI}(D_i)(t) = h_i(1 + h_i t)^{-1} = 5(1 + 5t)^{-1} \). From Figure 3.2 it can be seen that \( I_{DI}(D) \) lies strictly above \( I_{DI}(D_i) \).
While Theorem 3.20 only guarantees (3.18) when the $D_i$ functions are DI-comparable, one can show that (3.18) holds more generally.

**Theorem 3.25.** Let $\succeq_1, \succeq_2, \ldots, \succeq_n$ have DU representations with twice continuously differentiable discount functions $D_1, D_2, \ldots, D_n$, respectively. Let $D = \sum_{i=1}^n \lambda_i D_i$ be a mixture of $D_1, D_2, \ldots, D_n$. Then $I_{DI}(D) \geq \min_i \{I_{DI}(D_i)\}$ on $[0, \infty)$, and

$$I_{DI}(D)(\hat{t}) > \min_i \{I_{DI}(D_i)(\hat{t})\}$$

if $r_j(\hat{t}) \neq r_k(\hat{t})$ for some $j \neq k$.

**Proof.** Let $I_i = I_{DI}(D_i)$ for all $i \in \{1, \ldots, n\}$ and let $I = I_{DI}(D)$. Recall that $D' = -rD$ and hence $D'' = Dr^2 - Dr' = Dr(r + I)$. Recall also that

$$I = -\frac{D''}{D'} + \frac{D'}{D}.$$

Therefore,

$$I = -\frac{\sum_{i=1}^n \lambda_i D''_i}{\sum_{i=1}^n \lambda_i D'_i} + \frac{\sum_{i=1}^n \lambda_i D'_i}{\sum_{i=1}^n \lambda_i D_i} = \sum_{i=1}^n \lambda_i D_i r_i (r_i + I_i) - \sum_{i=1}^n \lambda_i D_i r_i.$$
3.3 Mixtures of discount functions

This expression can be rearranged as follows:

\[
I = \sum_{i=1}^{n} \lambda_i D_i r_i I_i + \sum_{i=1}^{n} \lambda_i D_i r_i^2 - \frac{\sum_{i=1}^{n} \lambda_i D_i r_i}{\sum_{i=1}^{n} \lambda_i D_i} = \sum_{i=1}^{n} \alpha_i(t) I_i + Q,
\]

where

\[
Q = \sum_{i=1}^{n} \lambda_i D_i r_i^2 - \frac{\sum_{i=1}^{n} \lambda_i D_i r_i}{\sum_{i=1}^{n} \lambda_i D_i} \quad \text{and} \quad \alpha_i = \frac{\lambda_i D_i r_i}{\sum_{i=1}^{n} \lambda_i D_i r_i}
\]

with \( \sum_{i=1}^{n} \alpha_i = 1 \) and \( \alpha_i \geq 0 \). Note that

\[
\min_i \{I_i\} \leq \sum_{i=1}^{n} \alpha_i I_i \leq \max_i \{I_i\} \quad \text{for all} \ t \in [0, \infty).
\]

The expression \( Q \) can be rewritten as:

\[
Q = \left[ \sum_{i=1}^{n} \lambda_i D_i r_i^2 \right] \cdot \left[ \sum_{i=1}^{n} \lambda_i D_i \right] - \left[ \sum_{i=1}^{n} \lambda_i D_i r_i \right]^2.
\]

The denominator of \( Q \) is strictly positive, so the sign of \( Q \) depends on the sign of the numerator. Let \( N \) be the numerator of \( Q \):

\[
N = \left[ \sum_{i=1}^{n} \lambda_i D_i r_i^2 \right] \cdot \left[ \sum_{i=1}^{n} \lambda_i D_i \right] - \left[ \sum_{i=1}^{n} \lambda_i D_i r_i \right]^2.
\]

We can simplify \( N \) as follows:

\[
N = \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j D_i D_j r_i^2 - \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j D_i D_j r_i r_j.
\]

Therefore, we have:

\[
N = \sum_{i<j}^{n} \theta_{ij} r_i (r_i - r_j)
\]

where \( \theta_{ij} = \lambda_i \lambda_j D_i D_j \). Since \( \theta_{ij} = \theta_{ji} > 0 \) for all \( i \) and \( j \) we see that

\[
N = \sum_{i<j}^{n} \theta_{ij} [r_i (r_i - r_j) + r_j (r_j - r_i)] = \sum_{i<j}^{n} \theta_{ij} (r_i - r_j)^2.
\]

Hence, \( N \geq 0 \) and \( N > 0 \) if \( r_j \neq r_k \) for some \( j \neq k \). It follows that \( Q \geq 0 \) and \( Q > 0 \) if \( r_j \neq r_k \) for some \( j \neq k \). Therefore, since \( I = \sum_{i=1}^{n} \alpha_i I_i + Q \) and

\[
\min_i \{I_i\} \leq \sum_{i=1}^{n} \alpha_i I_i \leq \max_i \{I_i\} \quad \text{for all} \ t \in [0, \infty),
\]
we have:

\[
\min_i \{I_i\} \leq \min_i \{I_i\} + Q \leq \sum_{i=1}^{n} \alpha_i I_i + Q = I.
\]

In other words, \( I \geq \min_i \{I_i\} \) on \([0, \infty)\), and \( I(\hat{t}) > \min_i \{I_i(\hat{t})\} \) if \( r_j(\hat{t}) \neq r_k(\hat{t}) \) for some \( j \neq k \). \( \square \)

Observe that this result does not require the discount functions to exhibit decreasing impatience. The following example provides an illustration of Theorem 3.25.

**Example 3.26.** Let \( D_1(t) = (1 + ht)^{-2} \) be a zero-speed hyperbolic discount function [48] and \( D_2(t) = \exp(-\alpha t^{1/2}) \) be a slow Weibull discount function [48]. As shown in Example 3.17, \( I_{DI}(D_1)(t) = h(1 + ht)^{-1} > 0 \) for all \( t \). We also have \( I_{DI}(D_2)(t) = (2t)^{-1} > 0 \) for all \( t \) since

\[
r_2(t) = \frac{\alpha}{2} t^{-1/2} \quad \text{and} \quad r'_2(t) = -\frac{\alpha}{4} t^{-3/2}.
\]

Therefore, both \( D_1 \) and \( D_2 \) exhibit strict DI. Assume that \( h = 0.1 \). Then

\[
I_{DI}(D_1)(t) - I_{DI}(D_2)(t) = \frac{0.1}{1 + 0.1t} - 0.5 \frac{1}{t} = 0.05 - \frac{t - 10}{t(1 + 0.1t)}.
\]

Obviously, \( I_{DI}(D_1)(t) \leq I_{DI}(D_2)(t) \) if and only if \( t \leq 10 \) and \( I_{DI}(D_1)(t) > I_{DI}(D_2)(t) \) if and only if \( t > 10 \). It follows that \( D_1 \) and \( D_2 \) both are from incomparable DI classes. Since \( D_1 \) and \( D_2 \) both exhibit strictly DI, Proposition 3.18 implies that their mixture \( D \) also exhibits strictly DI.

![Index of DI for the mixture of \( D_1 \) and \( D_2 \) from incomparable DI classes](image)
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By direct calculation we obtain the following expression:

\[
I_{DI}(D)(t) = \frac{6\lambda_1 h^2 (1 + ht)^{-4} + (1/4)\lambda_2 \alpha \exp -\alpha t^{0.5} t^{-1} (\alpha + t^{-0.5})}{2\lambda_1 h (1 + ht)^{-3} + (1/2)\lambda_2 \alpha \exp -\alpha t^{0.5} t^{-0.5}}
\]

\[\begin{align*}
- \frac{2\lambda_1 h (1 + ht)^{-3} + (1/2)\lambda_2 \alpha \exp -\alpha t^{0.5} t^{-0.5}}{\lambda_1 (1 + ht)^{-2} + \lambda_2 \exp -\alpha t^{0.5}}.
\end{align*}\]

The behavior of \( I_{DI}(D) \) with parameters \( \lambda_1 = \lambda_2 = 0.5, \ h = 0.1 \) and \( \alpha = 0.12 \) is illustrated in Figure 3.3. It can be clearly seen from Figure 3.3 that neither \( D \succ_{DI} D_1 \) nor \( D \succ_{DI} D_2 \). However, \( I_{DI}(D) \geq \min \{ I_{DI}(D_1), I_{DI}(D_2) \} \) on \( [0, \infty) \).

3.3.4 Mixtures of proportional hyperbolic discount functions

Weitzman [81] shows that if the appropriate discount function is uncertain, then future costs and benefits must eventually be discounted at the lowest possible limiting time preference rate. This result is particularly salient when the possible discount functions are all exponential, with constant time preference rates. The purpose of this section is to give an analogous result for proportional hyperbolic discount functions, with constant hyperbolic discount rates (Example 3.17). The result in this case is very different to Weitzman’s. Long-term future benefits and costs are discounted, not at the lowest hyperbolic discount rate, but at the probability-weighted harmonic mean of the individual hyperbolic discount rates.

Suppose that there is some uncertainty about the rate of time preference, and we have a set of possible scenarios \( N = \{1, \ldots, n\} \) where time preference rate \( r_i(t) \) has probability \( p_i \geq 0 \), such that \( \sum_{i=1}^{n} p_i = 1 \). Since

\[
r_i(t) = -\frac{D'_i(t)}{D_i(t)},
\]

the corresponding discount function can be expressed in terms of the rate of time preference as follows

\[
D_i(t) = \exp \left( - \int_0^t r_i(\tau) d\tau \right) \text{ for each } i \in N. \tag{3.19}
\]

The certainty equivalent discount function will be:

\[
D = \sum_{i=1}^{n} p_i D_i, \text{ where } p_i \geq 0 \text{ and } \sum_{i=1}^{n} p_i = 1.
\]
Then the certainty equivalent time preference rate is $r = -\frac{D'}{D}$. Weitzman [81] proved that if each $r_i(t)$ converges to a non-negative value as time goes to infinity, then the certainty equivalent rate of time preference converges to the lowest of these limit values. In other words, if $\lim_{t \to \infty} r_i(t) = r_i^*$, then $\lim_{t \to \infty} r(t) = \min\{r_1^*, \ldots, r_n^*\}$.

**Example 3.27.** Note that $r_i(t)$ in (3.19) is constant if and only if $D_i$ is exponential. In this case we have:

$$D_i(t) = \exp(-r_i t) \text{ for each } i \in N,$$

where $r_i = \text{const}$. Therefore, Weitzman’s result implies that $\lim_{t \to \infty} r(t) = \min_i r_i$. Figure 3.4 illustrates for the case $n = 3$, $r_1 = 0.01$, $r_2 = 0.02$, $r_3 = 0.03$ and $p_1 = p_2 = p_3 = 1/3$. We also observe that the certainty equivalent rate of time preference $r(t)$ decreases monotonically towards $r_1$. This is a consequence of Corollaries 3.12 and 3.19 and the fact that $I D_1(D) = -r'/r$.

![Figure 3.4: Mixture of exponential discount functions and its associated discount rate](image)

However, Weitzman’s result [81] does not provide much insight in the special case when each possible time preference has a DU representation with a proportional hyperbolic discount function. Suppose

$$D_i(t) = \frac{1}{1 + h_i t}$$

for each $i \in N$, where $h_i > 0$ is the hyperbolic discount rate. Without loss of generality we assume that $h_1 > h_2 > \ldots > h_n$. Suppose that $D_i$ eventuates with probability $p_i$ where $p_i \geq 0$ and $\sum_{i=1}^n p_i = 1$. Then the certainty equivalent discount function would
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be

\[ D(t) = \frac{p_1}{1 + h_1 t} + \ldots + \frac{p_n}{1 + h_n t}. \]

The rate of time preference is

\[ r_i(t) = \frac{h_i}{1 + h_i t} \]

for all \( i \). It is obvious that \( r_i^* = r_j^* = 0 \) for all \( i \neq j \) and \( \lim_{t \to \infty} r(t) = 0 \), which, indeed, corresponds to Weitzman’s result. However, this conclusion does not give much information about the asymptotic behaviour of the certainty equivalent discount function. Given that each possible discount function comes from a different DI class (unlike in the case of heterogeneous exponential discount functions) we would like to know which (if any) most closely characterises the asymptotic behaviour of the certain equivalent function.

To answer this question we need to modify the analysis of Weitzman. Note that the certainty equivalent discount function can be written as

\[ D(t) = \frac{1}{1 + h(t) t}, \]

where \( h(t) \) is the certainty equivalent hyperbolic discount rate. In particular,

\[ h(t) = \left( \frac{1}{D(t)} - 1 \right) \frac{1}{t}, \]

so \( h(t) \) is well-defined for \( t \in (0, \infty) \). We ask: How does \( h(t) \) behave as \( t \to \infty \)?

We remind the reader that the weighted harmonic mean of non-negative values \( x_1, x_2, \ldots, x_n \) with non-negative weights \( a_1, a_2, \ldots, a_n \) satisfying \( a_1 + \ldots + a_n = 1 \) is

\[ H(x_1, a_1; \ldots; x_n, a_n) = \left( \sum_{i=1}^{n} \frac{a_i}{x_i} \right)^{-1}. \]

It is well-known that the weighted harmonic mean is smaller than the corresponding expected value (weighted arithmetic mean).

**Theorem 3.28.** Suppose that each \( D_i \) \( (i \in N) \) is a proportional hyperbolic discount function, with associated hyperbolic discount rate \( h_i \). Discount function \( D_i \) has probability \( p_i \). Then the long-term certainty equivalent hyperbolic discount rate is the probability-weighted harmonic mean of the individual hyperbolic discount rates, \( H(h_1, p_1; \ldots; h_n, p_n) \).

**Proof.** We note that

\[ \frac{p_i}{1 + h_i t} = \frac{p_i}{h_i t} + \epsilon_i(t), \]
where $\epsilon_i(t)/t^2 \to 0$ when $t \to \infty$. Let $\epsilon(t) = \epsilon_1(t) + \ldots + \epsilon_n(t)$. Hence it follows that:

$$\frac{1}{1 + h(t)t} = \sum_{i=1}^{n} p_i D_i(t) = \frac{p_1}{1 + h_1 t} + \ldots + \frac{p_n}{1 + h_n t}$$

$$= \frac{p_1}{h_1 t} + \ldots + \frac{p_n}{h_n t} + \epsilon(t)$$

$$= \left( \frac{p_1}{h_1} + \ldots + \frac{p_n}{h_n} \right) \frac{1}{t} + \epsilon(t)$$

$$= \frac{1}{H(h_1, p_1; \ldots; h_n, p_n)} + \epsilon(t)$$

$$= \frac{1}{1 + H(h_1, p_1; \ldots; h_n, p_n)} + \hat{\epsilon}(t),$$

where $\hat{\epsilon}(t)/t^2 \to 0$ as $t \to \infty$. This implies that $h(t) \to H(h_1, p_1; \ldots; h_n, p_n)$ as $t \to \infty$. 

Figure 3.5 illustrates Theorem 3.28 for the case $n = 3$, when hyperbolic rates $h_1 = 0.01$, $h_2 = 0.02$ and $h_3 = 0.03$ occur with equal probabilities. Note that $h_2 = 0.02$ corresponds to the arithmetic mean of $h_1$, $h_2$ and $h_3$. Figure 3.5 displays the convergence of the certainty equivalent hyperbolic discount rate to the weighted harmonic mean $H(h_1, p_1; h_2, p_2; h_3, p_3)$. It also shows the certainty equivalent hyperbolic discount rate decreasing monotonically. The following proposition proves that this is always the case.
**Proposition 3.29.** Suppose that each $D_i (i \in N)$ is a proportional hyperbolic discount function, with associated hyperbolic discount rate $h_i$. Discount function $D_i$ will eventuate with probability $p_i$. Then the certainty equivalent hyperbolic discount rate is strictly decreasing on $(0, \infty)$.

**Proof.** We prove this statement by induction on $n$. First we need to prove that the statement holds for $n = 2$. The respective certainty equivalent hyperbolic discount rate is:

$$h(t) = \left[ \frac{1}{p_1(1 + h_1 t)^{-1} + p_2(1 + h_2 t)^{-1}} - 1 \right] \frac{1}{t}$$

for each $t > 0$. Rearranging:

$$h(t) = \left[ \frac{(1 + h_1 t)(1 + h_2 t)}{p_1(1 + h_1 t) + p_2(1 + h_2 t)} - 1 \right] \frac{1}{t} = \left[ \frac{1 + (h_1 + h_2)t + h_1h_2 t^2}{p_1 + p_2 + (p_1h_2 + p_2h_1)t} - 1 \right] \frac{1}{t}.$$

Since $p_1 + p_2 = 1$ we obtain:

$$h(t) = \frac{1 + (h_1 + h_2)t + h_1h_2 t^2}{1 + (p_1h_2 + p_2h_1)t} - 1 \frac{1}{1 + (p_1h_2 + p_2h_1)t} = \frac{p_1h_1 + p_2h_2 + h_1h_2 t}{1 + (p_1h_2 + p_2h_1)t}.$$

By differentiating $h(t)$:

$$h'(t) = \frac{h_1h_2(1 + (p_1h_2 + p_2h_1)t) - (p_1h_1 + p_2h_2 + h_1h_2 t)(p_1h_2 + p_2h_1)}{[1 + (p_1h_2 + p_2h_1)t]^2} \quad (3.20)$$

We need to show that $h'(t) < 0$. Since the denominator of (3.20) is positive, the sign of $h'(t)$ depends on the sign of the numerator. Therefore, we denote the numerator of (3.20) by $Q$ and analyse it separately:

$$Q(t) = h_1h_2[1 + (p_1h_2 + p_2h_1)t] - (p_1h_1 + p_2h_2 + h_1h_2 t)(p_1h_2 + p_2h_1)$$

$$= h_1h_2 + h_1h_2(p_1h_2 + p_2h_1)t - (p_1h_1 + p_2h_2)(p_1h_2 + p_2h_1) - h_1h_2(p_1h_2 + p_2h_1)t$$

$$= h_1h_2 - (p_1h_1 + p_2h_2)(p_1h_2 + p_2h_1).$$

By expanding the brackets and using the fact that $p_1 + p_2 = 1$ implies $1 - p_1^2 - p_2^2 = 2p_1p_2$ expression $Q$ can be simplified further:

$$Q(t) = h_1h_2 - p_1^2h_1h_2 - p_1p_2h_1^2 - p_1p_2h_2^2 - p_2^2h_1h_2$$

$$= h_1h_2 (1 - p_1^2 - p_2^2) - p_1p_2 (h_1^2 + h_2^2)$$

$$= 2p_1p_2h_1h_2 - p_1p_2 (h_1^2 + h_2^2).$$
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\[ = -p_1 p_2 (h_1 - h_2)^2. \]

Therefore, since \( h_1 \neq h_2 \) we have \( Q < 0 \). Hence it follows that \( h'(t) < 0 \) and \( h(t) \) is strictly decreasing.

Suppose that the proposition holds for \( n = k \). We need to show that it also holds for \( n = k + 1 \). When \( n = k + 1 \) the certainty equivalent hyperbolic discount rate is:

\[ h_{k+1}(t) = \left[ \frac{1}{D(k+1)} - 1 \right] \frac{1}{t}, \]

where

\[ D^{(k+1)} = \sum_{i=1}^{k+1} p_i D_i = (1 - p_{k+1}) \left( \sum_{i=1}^{k} \frac{p_i}{1 - p_{k+1}} D_i \right) + p_{k+1} D_{k+1}. \]

Since

\[ \sum_{i=1}^{k} \frac{p_i}{1 - p_{k+1}} = 1, \]

we have

\[ D^{(k+1)} = (1 - p_{k+1}) D^{(k)} + p_{k+1} D_{k+1}. \]

where

\[ D^{(k)} = \sum_{i=1}^{k} \frac{p_i}{1 - p_{k+1}} D_i. \]

By the induction hypothesis it follows that

\[ D^{(k)} = \frac{1}{1 + h_k(t) t}, \]

where \( h_k \) is strictly decreasing. Therefore,

\[ h^{(k+1)}(t) = \left[ \frac{1}{(1 - p_{k+1}) D^{(k)} + p_{k+1} D_{k+1}} - 1 \right] \frac{1}{t} = \left[ \frac{1}{(1 - p_{k+1})(1 + h_k(t) t)^{-1} + p_{k+1}(1 + h_{k+1} t)^{-1}} - 1 \right] \frac{1}{t}. \]

Let \( \hat{p}_1 = 1 - p_{k+1}, \hat{p}_2 = p_{k+1}, \hat{h}_1(t) = h_k(t) \) and \( \hat{h}_2 = h_{k+1} = const. \) Then we have

\[ h^{(k+1)}(t) = \left[ \frac{1}{\hat{p}_1 (1 + \hat{h}_1(t) t)^{-1} + \hat{p}_2 (1 + \hat{h}_2 t)^{-1}} - 1 \right] \frac{1}{t}. \]
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Analogously to the case \( n = 2 \), this expression can be rearranged to give:

\[
h^{(k+1)}(t) = \frac{\hat{p}_1 \hat{h}_1 + \hat{p}_2 \hat{h}_2 + \hat{h}_1 \hat{h}_2 t}{1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t}
\]

However, by contrast to the case \( n = 2 \), \( \hat{h}_1 \) is now a function of \( t \). The derivative of \( h^{(k+1)} \) is:

\[
\frac{d h^{(k+1)}(t)}{dt} = \frac{\left( \hat{p}_1 \hat{h}_1' + \hat{h}_1 \hat{h}_2 + \hat{h}_1' \hat{h}_2 t \right) (1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t) - \left( \hat{p}_1 \hat{h}_1 + \hat{p}_2 \hat{h}_2 + \hat{h}_1 \hat{h}_2 t \right) \left( \hat{p}_1 \hat{h}_2 + \hat{p}_2 \hat{h}_1 + \hat{p}_2 \hat{h}_1' \right)}{\left[1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t\right]^2}.
\]

The denominator of this fraction is strictly positive, so the sign of the derivative depends on the numerator only. Denote the numerator by \( N \):

\[
N = \left( \hat{p}_1 \hat{h}_1' + \hat{h}_1 \hat{h}_2 + \hat{h}_1' \hat{h}_2 t \right) (1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t) - \left( \hat{p}_1 \hat{h}_1 + \hat{p}_2 \hat{h}_2 + \hat{h}_1 \hat{h}_2 t \right) \left( \hat{p}_1 \hat{h}_2 + \hat{p}_2 \hat{h}_1 + \hat{p}_2 \hat{h}_1' \right).
\]

Note that

\[
N = \hat{Q}(t) + \hat{h}_1' \left[ \left( \hat{p}_1 + \hat{h}_2 t \right) (1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t) - \hat{p}_2 t \left( \hat{p}_1 \hat{h}_1 + \hat{p}_2 \hat{h}_2 + \hat{h}_1 \hat{h}_2 t \right) \right],
\]

where \( \hat{Q}(t) \) is defined as in the proof of Proposition 1, but with \( h_1 = \hat{h}_1(t) \) and \( h_2 = \hat{h}_2 \). Since Proposition 1 establishes that \( \hat{Q}(t) \leq 0 \) (with equality if and only if \( \hat{h}(t) = h_2 \)) and \( \hat{h}_1' < 0 \), it suffices to show that

\[
(\hat{p}_1 + \hat{h}_2 t) \left( 1 + \hat{p}_1 \hat{h}_2 t + \hat{p}_2 \hat{h}_1 t \right) - \hat{p}_2 t \left( \hat{p}_1 \hat{h}_1 + \hat{p}_2 \hat{h}_2 + \hat{h}_1 \hat{h}_2 t \right) > 0 \quad (3.21)
\]

Cancelling terms on the left-hand side of (3.21) leaves us with:

\[
\hat{p}_1 \left( 1 + \hat{p}_1 \hat{h}_2 t \right) + \hat{h}_2 t \left( 1 + \hat{p}_1 \hat{h}_2 t \right) - (\hat{p}_2)^2 \hat{h}_2 t.
\]

We now use the fact that \((\hat{p}_2)^2 = (1 - \hat{p}_1)^2 = 1 - 2\hat{p}_1 + (\hat{p}_1)^2\) to get

\[
\hat{p}_1 \left( 1 + \hat{p}_1 \hat{h}_2 t \right) + \hat{h}_2 t \left( 1 + \hat{p}_1 \hat{h}_2 t \right) - [1 - 2\hat{p}_1 + (\hat{p}_1)^2] \hat{h}_2 t = \hat{p}_1 + (\hat{h}_2)^2 \hat{p}_1 + 2\hat{p}_1 \hat{h}_2 t,
\]

which is strictly positive as required. Therefore, \( h^{(k+1)}(t) \) is strictly decreasing.
3.4 Discussion

We generalized (the continuous-time analogue of) Jackson and Yariv’s result [46] by proving that whenever we aggregate different discount functions from from the same DI class, the weighted average function is always strictly more DI than each of its constituents. This also strengthens the conclusion of Corollary 4 in Prelec [63] who demonstrates that the mixture of two different discount functions from the same DI class represents more DI preferences.

We also show that mixing discount functions which are ordered by decreasing impatience produces a mixture that is more decreasingly impatient than the least decreasingly impatient component (Theorem 3.22). Surprisingly, in the light of Theorem 3.22, it need not be strictly so. This is confirmed by Example 3.21.

When a decision-maker is uncertain about her hyperbolic discount rate, we showed that long-term costs and benefits must be discounted at the probability-weighted harmonic mean of the possible hyperbolic discount rates. This complements the well-known result of Weitzman [81].

One natural question that arises is whether it is possible to prove a result analogous to Proposition 3.18 when all preference orders exhibit increasing impatience (II). The answer to this question can be partially found in the literature on survival analysis and reliability theory. In general, increasing failure rates are not preserved under mixtures. Indeed, Gurland and Sethuraman [39, 40] provide striking examples of mixtures of very quickly increasing failure rates that are eventually decreasing.
In this chapter we analyse the one-switch property for preferences over sequences of dated outcomes introduced in [12]. This property concerns the effect of adding a common delay to two such sequences: it says that the preference ranking of the delayed sequences is either independent of the delay, or else there is a unique delay such that one ranking prevails for shorter delays and the opposite ranking for longer delays. For preferences that have a discounted utility (DU) representation, Bell [12] argues that sums of exponentials are the only discount functions consistent with the one-switch property. In this chapter we prove that discount functions of the linear times exponential form also satisfy the one-switch property. We also show that preferences which have a DU representation with a linear times exponential discount function exhibit strictly increasing impatience.

The chapter is organized as follows. We start by giving some preliminaries in Section 4.1. Section 4.2 is devoted to revising Bell’s characterisation [12, Proposition 2] of the discount functions that exhibit the one-switch property. We first discuss an ambiguity in Bell’s [12] definition of this property, and distinguish a standard (strong) version from an alternative “weak” one-switch property. We show the discount functions consistent with the (standard) one-switch property are those which have the sum of exponentials or the linear time exponential form. We also explore the relationship between the one-switch property restricted to preferences over dated outcomes (i.e., elements of $A_1$) and the impatience properties of such preferences.
In Section 4.3 we study the weak one-switch property. In the context of expected utility preferences over lotteries, where the one-switch property refers to the effect of wealth level on the ranking of two lotteries, the results in [12] imply that the weak one-switch property is equivalent to the standard one. In the intertemporal context, we establish that the equivalence also holds if we endow $X$ with a mixture set structure and work in an environment similar to of Anscombe and Aumann in [8]. Finally, Section 4.4 summarizes the results.

### 4.1 Preliminaries

Consider preferences over sequences of dated outcomes. Let us recall our basic notation from Section 1.1.1. We work in a continuous time environment throughout this Chapter. Points in time are elements of the set $T = [0, \infty)$, where the present time corresponds to $t = 0$. The set of outcomes is initially assumed to be the interval $X = [0, \infty)$, though we will re-define $X$ to be an arbitrary mixture set in Section 4.3.

Let $\mathcal{A}_n = \{ (x, t) \in X^n \times T^n \mid t_1 < t_2 < \ldots < t_n \}$ be the set of sequences with $n$ dated outcomes. Define the set of alternatives $\mathcal{A}$ as follows: $\mathcal{A} = \bigcup_{n=1}^{\infty} \mathcal{A}_n$. The set $\mathcal{A}$ consists of all sequences of finitely many dated outcomes. Elements of $\mathcal{A}_1 \subseteq \mathcal{A}$ are called dated outcomes.

Consider a preference order $\succeq$ on the set of alternatives $\mathcal{A}$.

We say that $U$ is a discounted utility (DU) representation for $\succeq$, if $U$ represents $\succeq$ and there exist $(u, D)$, such that $u: X \to \mathbb{R}$ is a utility function (continuous, strictly increasing, $u(0) = 0$), $D: T \to (0, 1]$ is a discount function (strictly decreasing, $D(0) = 1$ and $\lim_{t \to \infty} D(t) = 0$) and

$$U(x, t) = \sum_{i=1}^{n} D(t_i) u(x_i)$$

for all $n$ and every $(x, t) \in \mathcal{A}_n$. Necessary and sufficient conditions for an DU representation were provided by Harvey [43, Theorem 2.1].

We denote the set of positive integers $\{1, 2, 3, \ldots\}$ by $\mathbb{N}$, and the set of non-negative integers $\{0, 1, 2, 3, \ldots\}$ by $\mathbb{N}_0$, so $\mathbb{N} \subset \mathbb{N}_0$. 
4.2 The one-switch property

4.2.1 One-switch discount functions

For any sequence of dated outcomes \((x, t) \in \mathcal{A}_n\) and any delay \(\sigma > 0\), let

\[(x, t + \sigma) = (x, (t_1 + \sigma, \ldots, t_n + \sigma))\]

denote the delayed sequence.

**Definition 4.1 ([12])**. We say that the preferences \(\succeq\) on \(\mathcal{A}\) exhibit the one-switch property if for every pair \((x, t), (y, s) \in \mathcal{A}\) the ranking of \((x, t + \sigma)\) and \((y, s + \sigma)\) is either independent of \(\sigma\), or there exists \(\sigma^* \geq 0\), such that

\[(x, t + \sigma) \succ (y, s + \sigma), \text{ for any } \sigma < \sigma^*,\]

\[(x, t + \sigma) \prec (y, s + \sigma), \text{ for any } \sigma > \sigma^*\]

or

\[(x, t + \sigma) \prec (y, s + \sigma), \text{ for any } \sigma < \sigma^*,\]

\[(x, t + \sigma) \succ (y, s + \sigma), \text{ for any } \sigma > \sigma^*.\]

It is worth mentioning that Bell’s [12] original verbal definition of the one-switch property uses the ambiguous word “preferred”, which does not specify whether the preference order is used in a strong or weak sense. Bell’s Lemma 3 [12] implicitly suggests that weak preference is intended, but this Lemma also shows that either interpretation leads to the same restriction on EU preferences. Abbas and Bell [3] introduce a formal definition which is explicit about preference being strict. Therefore, we define the one-switch property using strict preference order in this section.

The one-switch property can be stated in a weaker form, as follows:

**Definition 4.2 ([12])**. We say that the preferences \(\succ\) on \(\mathcal{A}\) exhibit the weak one-switch property if for every pair \((x, t), (y, s) \in \mathcal{A}\) the ranking of \((x, t + \sigma)\) and \((y, s + \sigma)\) is either independent of \(\sigma\), or there exists \(\sigma^* \geq 0\), such that

\[(x, t + \sigma) \succ (y, s + \sigma), \text{ for any } \sigma < \sigma^*,\]

\[(x, t + \sigma) \preceq (y, s + \sigma), \text{ for any } \sigma > \sigma^*\]

or

\[(x, t + \sigma) \preceq (y, s + \sigma), \text{ for any } \sigma < \sigma^*,\]

\[(x, t + \sigma) \succ (y, s + \sigma), \text{ for any } \sigma > \sigma^*.\]
In other words, there do not exist \((x, t)\), \((y, s)\) ∈ \(A\) and \(\sigma, \varepsilon\) with \(0 < \sigma < \varepsilon\) such that

\[
(x, t) \succ (y, s),
\]
\[
(x, t + \sigma) \prec (y, s + \sigma),
\]
\[
(x, t + \varepsilon) \succ (y, s + \varepsilon),
\]
or with all strict preferences reversed.

In the intertemporal context it is not known whether this alternative “weak” version is equivalent (given a DU representation) to Definition 4.1. This question will be investigated in Section 4.3, where we adapt Bell’s Lemma 3 [12] to the temporal setting. We demonstrate that the one-switch property and the weak one-switch property are equivalent in an intertemporal version of the Anscombe and Aumann (AA) [8] environment similar to that investigated in Chapter 2.

If preferences \(\succeq\) on \(A\) have a DU representation \((u, D)\), then the one-switch property means that for any \((x, t), (y, s)\) ∈ \(A\) the function

\[
\Delta(\sigma) = \sum_{i=1}^{n} D(t_i + \sigma)u(x_i) - \sum_{j=1}^{m} D(s_j + \sigma)u(y_j)
\]
either has constant sign or else there is some \(\sigma^* \geq 0\) such that \(\Delta(\sigma) = 0\) if and only if \(\sigma = \sigma^*\) and \(\Delta(\sigma')\Delta(\sigma'') > 0\) if and only if \(\sigma' \neq \sigma^*\) and \(\sigma'' \neq \sigma^*\) are on the same side of \(\sigma^*\). That is,

\[
sign(\Delta(\sigma)) = \text{const} \quad \text{for all } \sigma \geq 0, \text{ or else}
\]
there exists \(\sigma^*\) such that \(\Delta(\sigma^*) = 0\) and

\[
\Delta(\sigma')\Delta(\sigma'') > 0 \quad \text{if } \sigma', \sigma'' > \sigma^* \text{ or } \sigma', \sigma'' < \sigma^* \text{ and}
\]
\[
\Delta(\sigma')\Delta(\sigma'') < 0 \quad \text{if } \sigma' < \sigma^* < \sigma'' \text{ or } \sigma'' < \sigma^* < \sigma'.
\]

(4.1)

Figure 4.1 provides an illustration of \(\Delta(\sigma)\) for preferences which exhibit the one-switch property and have a DU representation. Note that only the sign of \(\Delta(\sigma)\) is relevant.
4.2 The one-switch property

Note that $u(X) = [0, \bar{u}]$ for some $\bar{u} > 0$ or $u(X) = \mathbb{R}_+$. We say that a discount function $D$ satisfies the extended one-switch property if the function $\Delta : \mathbb{R}_+ \to \mathbb{R}$ defined by

$$\Delta(\sigma) = \sum_{i=1}^{n} D(t_i + \sigma)v_i - \sum_{j=1}^{m} D(s_j + \sigma)w_j$$

(4.2)

satisfies (4.1) for any $n, m$, any $t \in T^n, s \in T^m$ and any $v \in \mathbb{R}^n, w \in \mathbb{R}^m$.

Lemma 4.3. $D$ satisfies the extended one-switch property if and only if there exists $\bar{u} > 0$ such that (4.2) satisfies (4.1) for any $n, m$, any $t \in T^n, s \in T^m$ and any $v \in [0, \bar{u}]^n, w \in [0, \bar{u}]^m$.

Proof. “Only If”. This part is straightforward.

“If”. Suppose that there exists $\bar{u} > 0$ such that $\Delta : \mathbb{R}_+ \to \mathbb{R}$ defined by (4.2) satisfies (4.1) for any $n, m$, any $t \in T^n, s \in T^m$ and any $v \in [0, \bar{u}]^n, w \in [0, \bar{u}]^m$. The proof is by contradiction. Assume that there is some $n', m', t' \in T^{n'}, s' \in T^{m'}$ and some $v' \in \mathbb{R}_{+}^{n'}, w' \in \mathbb{R}_{+}^{m'}$ such that the function $\Delta^* : \mathbb{R}_+ \to \mathbb{R}$ defined by

$$\Delta^*(\sigma) = \sum_{i=1}^{n'} D(t'_i + \sigma)v'_i - \sum_{j=1}^{m'} D(s'_j + \sigma)w'_j.$$

violates property (4.1). Then the function $\lambda \Delta^*$ will also violate (4.1) for any $\lambda > 0$. Let $\lambda \in (0, 1)$ be such that $\lambda v' \in [0, \bar{u}]^{n'}$ and $\lambda w' \in [0, \bar{u}]^{m'}$. This is a contradiction to the initial assumption that (4.2) satisfies (4.1) for any $n, m$, any $t \in T^n, s \in T^m$ and any $v \in [0, \bar{u}]^n, w \in [0, \bar{u}]^m$. $\square$

In other words, Lemma 4.3 states that given preferences with a DU representation, the range of $u$ is irrelevant to whether or not the preferences satisfy the one-switch property. It follows that the one-switch property does not impose any additional restrictions on the shape of $u$. In other words, given a DU representation $(u, D)$ for $\succeq$, the one-switch property restricts only $D$. We therefore say that a discount function, $D$, exhibits the one-switch property if there is some utility function, $u$, such that the preferences with DU representation $(u, D)$ exhibit the one-switch property. Bell [12, Proposition 8] argues that sums of exponentials are the only discount functions compatible with the one-switch property. However, we will demonstrate in this section that linear times exponential discount functions also have the one-switch property.

The following proposition gives the restrictions on the parameters of linear times exponential and sum of exponential functions under which they satisfy the properties of a discount function.
Proposition 4.4. (a) The linear times exponential function $D(t) = (c_1 + c_2 t)e^{r_1 t}$ is a discount function if and only if $c_1 = 1, -r_1 \geq c_2 \geq 0$ and $r_1 < 0$; i.e., $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$.

(b) The sum of exponentials function $D(t) = c_1 e^{r_1 t} + c_2 e^{r_2 t}$, where $r_1 \neq r_2$, is a discount function if and only if

- $c_2 = 1 - c_1, r_1 < r_2 < 0$ and $\frac{r_2}{r_2 - r_1} \leq c_1 < 1$, or
- $c_2 = 1 - c_1, r_2 < r_1 < 0$ and $0 < c_1 \leq \frac{r_2}{r_2 - r_1}$.

Equivalently, $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, where $a, b, c > 0$, $a \leq b/c + 1$.

Proof. We need to find the parameters of linear times exponential functions and sums of exponentials such that the following four properties are satisfied:

1. $D(0) = 1$,
2. $D(t) > 0$ for all $t$,
3. $D(t)$ is strictly decreasing, and
4. $\lim_{t \to \infty} D(t) = 0$.

(a) Linear times exponential. Assume that $D(t) = (c_1 + c_2 t)e^{r_1 t}$. Obviously, $D(0) = 1$ if and only if $c_1 = 1$.

Next, to satisfy the first and the second conditions simultaneously, that is, to have $D(0) = 1$ and $D(t) > 0$ for all $t$, it is necessary and sufficient that $c_1 = 1$ and $c_2 \geq 0$ (since $e^{r_1 t} > 0$ for all $t$).

To check whether $D(t)$ is strictly decreasing, consider its first order derivative:

$$D'(t) = c_2 e^{r_1 t} + (1 + c_2 t)r_1 e^{r_1 t} = e^{r_1 t}(c_2 + r_1 + c_2 r_1 t).$$

Since $e^{r_1 t} > 0$ for all $t$, the sign of the derivative depends on the sign of the linear expression $c_2 + r_1 + c_2 r_1 t$. Therefore, $D(t)$ is strictly decreasing if and only if

$$c_2 + r_1 \leq 0, \text{ and } c_2 + r_1 + c_2 r_1 t < 0 \text{ for all } t > 0.$$ 

This condition is equivalent to requiring that one of the following two conditions is satisfied:

- $c_2 + r_1 = 0$ and $c_2 r_1 < 0$,
- $c_2 + r_1 < 0$ and $c_2 r_1 \leq 0$. 
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Since \( c_2 \geq 0 \), in the first case we have \( c_2 = -r_1 > 0 \). In the second case \( 0 \leq c_2 < -r_1 \). We can summarize both cases as follows:

\[-r_1 \geq c_2 \geq 0 \text{ and } r_1 < 0.\]

Therefore, the first three properties of discount functions are satisfied if and only if \( c_1 = 1, -r_1 \geq c_2 \geq 0 \) and \( r_1 < 0 \).

Finally, the limit of the linear times exponential function is

\[
\lim_{t \to \infty} D(t) = \lim_{t \to \infty} \left(1 + c_2 t\right) e^{r_1 t} = \lim_{t \to \infty} \frac{1 + c_2 t}{e^{-r_1 t}},
\]

If \( r_1 = c_2 = 0 \) this limit is 1. This case is ruled out since from the previous step \( r_1 < 0 \).

Then, by L’Hopital’s rule we have

\[
\lim_{t \to \infty} D(t) = \lim_{t \to \infty} \frac{1 + c_2 t}{e^{-r_1 t}} = \lim_{t \to \infty} \frac{c_2}{-r_1 e^{-r_1 t}} = 0.
\]

Therefore, \( D(t) = (c_1 + c_2 t)e^{r_1 t} \) satisfies all four properties of discount functions if and only if \( c_1 = 1, -r_1 \geq c_2 \geq 0 \) and \( r_1 < 0 \). Denote \( c = c_2 \) and \( r = -r_1 \). Then we have \( D(t) = (1 + ct)e^{-rt} \), where \( r \geq c \geq 0 \) and \( r > 0 \).

(b) Sums of exponentials. The proof is analogous to [12, Proposition 8] and is given here for completeness. Assume that \( D(t) = c_1 e^{r_1 t} + c_2 e^{r_2 t} \) with \( r_1 \neq r_2 \).

The condition \( D(0) = 1 \) is satisfied if and only if \( c_1 + c_2 = 1 \).

We must also have \( D(t) > 0 \) for all \( t > 0 \). Note that

\[
D(t) = c_1 e^{r_1 t} + c_2 e^{r_2 t} = e^{r_1 t} \left(c_1 + c_2 e^{(r_2 - r_1)t}\right) > 0 \text{ for all } t > 0
\]

if and only if \( c_1 + c_2 e^{(r_2 - r_1)t} > 0 \) for all \( t > 0 \) (since \( e^{r_1 t} > 0 \) for all \( t > 0 \)). From the first condition we know that \( c_2 = 1 - c_1 \). Substituting this expression to the inequality we must have \( c_1 + (1 - c_1)e^{(r_2 - r_1)t} > 0 \) for all \( t > 0 \). Therefore, the first two properties of discount functions are satisfied if and only if \( c_2 = 1 - c_1 \) and one of the following two conditions holds:

(i) \( r_1 < r_2 \) and \( c_1 \leq 1 \); or

(ii) \( r_1 > r_2 \) and \( c_1 \geq 0 \).

Next, it is necessary to have \( D(t) \) strictly decreasing. Consider its first order derivative

\[
D'(t) = c_1 r_1 e^{r_1 t} + c_2 r_2 e^{r_2 t} = e^{r_1 t} \left(c_1 r_1 + c_2 r_2 e^{(r_2 - r_1)t}\right).
\]
Since \( e^{rt} > 0 \) for all \( t > 0 \), the function \( D(t) \) is strictly decreasing if and only if
\[
c_1 r_1 + c_2 r_2 \leq 0, \quad \text{and} \quad c_1 r_1 + c_2 r_2 e^{(r_2 - r_1)t} < 0 \quad \text{for all} \quad t > 0.
\]

Recall that from the first two conditions we have \( c_2 = 1 - c_1 \) and \([\text{(i)} \text{ or } \text{(ii)}]\) holds. Therefore, \( D(0) = 1, D(t) > 0 \) for all \( t > 0 \) and \( D(t) \) is strictly decreasing if and only if all of the following conditions hold:
\[
c_1 r_1 + (1 - c_1) r_2 \leq 0,
\]
\[
c_1 r_1 + (1 - c_1) r_2 e^{(r_2 - r_1)t} < 0 \quad \text{for all} \quad t > 0,
\]
\[
c_2 = 1 - c_1, \quad \text{and} \quad [\text{(i)} \text{ or } \text{(ii)}] \text{ holds.}
\]

Note that
\[
c_1 r_1 + (1 - c_1) r_2 e^{(r_2 - r_1)t} = c_1 r_1 + (1 - c_1) r_2 e^{(r_2 - r_1)t} + c_1 r_1 e^{(r_2 - r_1)t} - c_1 r_1 e^{(r_2 - r_1)t} = (c_1 r_1 + (1 - c_1) r_2) e^{(r_2 - r_1)t} + c_1 r_1 \left( 1 - e^{(r_2 - r_1)t} \right).
\]

Therefore, we must have
\[
c_1 r_1 + (1 - c_1) r_2 \leq 0, \quad \text{(4.3)}
\]
\[
(c_1 r_1 + (1 - c_1) r_2) e^{(r_2 - r_1)t} + c_1 r_1 \left( 1 - e^{(r_2 - r_1)t} \right) < 0 \quad \text{for all} \quad t > 0, \quad \text{(4.4)}
\]
\[
c_2 = 1 - c_1, \quad \text{and} \quad [\text{(i)} \text{ or } \text{(ii)}] \text{ holds.} \quad \text{(4.5)}
\]

Consider case (i) of (4.5). Then condition (4.3) holds if and only if \( c_1 \geq \frac{r_2}{r_2 - r_1} \).

Given (4.3), condition (4.4) holds if and only if \( (1 - c_1) r_2 < 0 \), which is equivalent – in case (i) – to \( c_1 < 1 \) and \( r_2 < 0 \). Thus, in case (i), the first three properties of a discount function are satisfied if and only if \( c_2 = 1 - c_1, r_1 < r_2 < 0 \) and \( \frac{r_2}{r_2 - r_1} \leq c_1 < 1 \). Since \( r_1 < r_2 < 0 \), the fourth property is also satisfied.

Next, consider case (ii) of (4.5). The argument is similar to case (i). The condition (4.3) holds if and only if \( c_1 \leq \frac{r_2}{r_2 - r_1} \). Given (4.3), condition (4.4) holds if and only if \( c_1 r_1 < 0 \), which is equivalent – in case (ii) – to \( c_1 > 0 \) and \( r_1 < 0 \). Therefore, in case (ii), the first three properties of a discount function are satisfied if and only if \( c_2 = 1 - c_1, r_2 < r_1 < 0 \) and \( 0 < c_1 \leq \frac{r_2}{r_2 - r_1} \). Since \( r_2 < r_1 < 0 \), the fourth property is also satisfied.

In case (i) of (4.5) let \( a = c_2, b = -r_2, \) and \( c = r_2 - r_1 \). It follows that \( a, b, c > 0 \). Since \( r_2 / r_2 - r_1 \leq c_1 < 1 \) it requires that \( 0 < a \leq b/c + 1 \). We then have \( D(t) = a e^{-bt} + (1 - a) e^{-(b+c)t} \), where \( a, b, c > 0, \) \( a \leq b/c + 1 \).
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Analogously, in case (ii) of (4.5) let $a = c_1, b = -r_1$, and $c = r_1 - r_2$. We then obtain the same functional from and parameter restrictions as in case (i), that is, $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, where $a, b, c > 0, a \leq b/c + 1$.

The following proposition demonstrates that these two types of discount function are compatible with the one-switch property.

**Proposition 4.5.** Suppose that the preference order $\succeq$ on $\mathcal{A}$ has a DU representation $(u, D)$, where

- $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$, or
- $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, where $a, b, c > 0$, and $a \leq b/c + 1$.

Then $\succeq$ exhibits the one-switch property.

**Proof.** The proof adapts Bell’s argument [12, Proposition 2] to the time preference framework. We need to prove that for any $(x, t), (y, s) \in \mathcal{A}$ the following function changes sign at most once:

$$\Delta(\sigma) = \sum_{i=1}^{n} D(t_i + \sigma)u(x_i) - \sum_{j=1}^{m} D(s_j + \sigma)u(y_j).$$

(a) Linear times exponential. Consider the discount function $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$. Then

$$\Delta(\sigma) = \sum_{i=1}^{n} (1 + ct_i + c\sigma)e^{-rt_i}e^{-r\sigma}u(x_i) - \sum_{j=1}^{m} (1 + cs_j + c\sigma)e^{-rs_j}e^{-r\sigma}u(y_j).$$

Rearranging,

$$\Delta(\sigma) = e^{-r\sigma}\left(\sum_{i=1}^{n} e^{-rt_i}u(x_i) - \sum_{j=1}^{m} e^{-rs_j}u(y_j)\right)$$

$$+ e^{-r\sigma}c \left(\sum_{i=1}^{n} t_i e^{-rt_i}u(x_i) - \sum_{j=1}^{m} s_j e^{-rs_j}u(y_j)\right)$$

$$+ e^{-r\sigma}c\sigma \left(\sum_{i=1}^{n} e^{-rt_i}u(x_i) - \sum_{j=1}^{m} e^{-rs_j}u(y_j)\right).$$

Let

$$A = \sum_{i=1}^{n} e^{-rt_i}u(x_i) - \sum_{j=1}^{m} e^{-rs_j}u(y_j).$$
4 One-switch discount functions

and

\[ B = \sum_{i=1}^{n} t_i e^{-rt_i} u(x_i) - \sum_{j=1}^{m} s_j e^{-rs_j} u(y_j). \]

Then

\[ \Delta(\sigma) = Ae^{-r\sigma} + cBe^{-r\sigma} + cAe^{-r\sigma}. \]

This expression can be rewritten as follows

\[ \Delta(\sigma) = e^{-r\sigma} (A + cB + cA\sigma). \]

Since \(e^{-r\sigma} > 0\), the sign of \(\Delta(\sigma)\) equals the sign of \(A + cB + cA\sigma\). Since the latter is linear its sign is constant or else changes once at a unique \(\sigma\) value.

(b) Sums of exponentials. Consider the function

\[ D(t) = ae^{-bt} + (1-a)e^{-(b+c)t}, \]

where \(a, b, c > 0\), and \(a \leq b/c + 1\). Then

\[ \Delta(\sigma) = \sum_{i=1}^{n} \left( ae^{-bt_i} e^{-b\sigma} + (1-a) e^{-(b+c)t_i} e^{-(b+c)\sigma} \right) u(x_i) \]

\[ - \sum_{j=1}^{m} \left( ae^{-bs_j} e^{-b\sigma} + (1-a) e^{-(b+c)s_j} e^{-(b+c)\sigma} \right) u(y_j). \]

It can be rearranged so that

\[ \Delta(\sigma) = ae^{-b\sigma} \left( \sum_{i=1}^{n} e^{-bt_i} u(x_i) - \sum_{j=1}^{m} e^{-bs_j} u(y_j) \right) \]

\[ + (1-a)e^{-(b+c)\sigma} \left( \sum_{i=1}^{n} e^{-(b+c)t_i} u(x_i) - \sum_{j=1}^{m} e^{-(b+c)s_j} u(y_j) \right). \]

Denote

\[ \hat{A} = \sum_{i=1}^{n} e^{-bt_i} u(x_i) - \sum_{j=1}^{m} e^{-bs_j} u(y_j), \]

and

\[ \hat{B} = \sum_{i=1}^{n} e^{-(b+c)t_i} u(x_i) - \sum_{j=1}^{m} e^{-(b+c)s_j} u(y_j). \]

Then

\[ \Delta(\sigma) = a\hat{A}e^{-b\sigma} + (1-a)\hat{B}e^{-(b+c)\sigma}. \]

This expression can be factorized as follows

\[ \Delta(\sigma) = e^{-b\sigma} \left( a\hat{A} + (1-a)\hat{B}e^{-c\sigma} \right). \]
Since $e^{-b\sigma} > 0$, the sign of $\Delta(\sigma)$ equals the sign of $a\tilde{A} + (1-a)\tilde{B}e^{-c\sigma}$. Therefore, $\Delta(\sigma)$ is either constant or else changes once at unique $\sigma$ value. 

Since Proposition 4.5 establishes that linear times exponential discount functions and sum of exponentials discount functions satisfy the one-switch property, they must also satisfy the weak one-switch property.

### 4.2.2 The one-switch property for dated outcomes and monotonic impatience

In this section we consider preferences $\succ$ on the set $A_1$ of dated outcomes. When the preferences $\succ$ are restricted to $A_1$, then a DU representation becomes $U(x,t) = D(t)u(x)$ for any $(x,t) \in A_1$. Necessary and sufficient conditions for this representation are given in [32]. We assume that $\succ$ satisfy Fishburn and Rubinstein's axioms [32] throughout this section. The reader will find these axioms listed in Section 1.1.1 of Chapter 1.

**Definition 4.6.** We say that $\succ$ exhibits the one-switch property for dated outcomes if $\succ$ exhibits the one-switch property on $A_1$.

Obviously, if $\succ$ exhibits the one-switch property on $A$, it implies that $\succ$ also exhibits the one-switch property for dated outcomes.

Recall the following notions of decreasing and increasing impatience.

**Definition 4.7 ([63]).** We say that $\succ$ exhibits [strictly] decreasing impatience, if for all $(x,t), (y,s) \in A_1$ such that $0 < x < y$ and for all $t < s$: if $(x,t) \sim (y,s)$ then for any $\sigma > 0$ we have

$$ (x, t + \sigma) \preceq (y, s + \sigma). \quad (4.6) $$

We say that $\succ$ exhibits

- [strictly] increasing impatience, if the preference in (4.6) is reversed;
- stationarity, or constant impatience, if the preference in (4.6) is replaced by indifference.

When preferences have a DU representation, these properties only restrict the discount function. The next proposition follows directly from the definition.

**Proposition 4.8.** Suppose that $\succ$ restricted to $A_1$ has a DU representation. Then $\succ$ exhibits [strictly] DI if and only if

---

1The related concept of an ordinal one-switch utility function is introduced in [3].
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\[
\frac{D(t)}{D(t + \sigma)} \geq \frac{D(s)}{D(s + \sigma)}, \text{ for all } t, s \text{ such that } t < s, \text{ and every } \sigma > 0. \tag{4.7}
\]

Furthermore, \(\succeq\) exhibits

- [strictly] II if and only if the inequality in (4.7) is reversed;
- constant impatience if and only if the inequality in (4.7) is replaced by the equality.

The following proposition provides a complete characterisation.

**Proposition 4.9** ([63], [7]). Suppose that \(\succeq\) restricted to \(A_1\) has a DU representation. Then \(\succsim\) exhibits

- [strictly] DI if and only if \(D(t)\) is [strictly] log-convex,
- [strictly] II if and only if \(D(t)\) is [strictly] log-concave,
- constant impatience if and only if \(D(t) = e^{-rt}\) with \(r > 0\).

Proposition 4.9 extends [63, Corollary 1] to increasing impatience and strictly decreasing (and strictly increasing) impatience. The proof is omitted here, since it only requires a minor adjustment of Prelec’s original proof.\(^3\)

The following lemma re-expresses the definition of the one-switch property for dated outcomes in terms of a common advancement (\(\sigma < 0\)) and a common delay (\(\sigma > 0\)) applied to a pair of dated outcomes between which the decision-maker is indifferent.

**Lemma 4.10.** Let \((\hat{x}, \hat{t}), (\hat{y}, \hat{s}) \in A_1\) such that \(0 < \hat{x} < \hat{y}, 0 < \hat{t} < \hat{s}\) and \((\hat{x}, \hat{t}) \sim (\hat{y}, \hat{s})\). Then \(\succeq\) exhibits the one-switch property for dated outcomes only if either

(i) \((\hat{x}, \hat{t} + \sigma) \sim (\hat{y}, \hat{s} + \sigma)\) for all \(\sigma \geq -\hat{t}\), or

(ii) \((\hat{x}, \hat{t} + \sigma) \succ (\hat{y}, \hat{s} + \sigma)\) for \(-\hat{t} \leq \sigma < 0\), and \((\hat{x}, \hat{t} + \sigma) \prec (\hat{y}, \hat{s} + \sigma)\) for \(\sigma > 0\), or

(iii) \((\hat{x}, \hat{t} + \sigma) \prec (\hat{y}, \hat{s} + \sigma)\) for \(-\hat{t} \leq \sigma < 0\), and \((\hat{x}, \hat{t} + \sigma) \succ (\hat{y}, \hat{s} + \sigma)\) for \(\sigma > 0\).

**Proof.** Let \((\hat{x}, \hat{t}), (\hat{y}, \hat{s}) \in A_1\) such that \(0 < \hat{x} < \hat{y}, 0 < \hat{t} < \hat{s}\) and \((\hat{x}, \hat{t}) \sim (\hat{y}, \hat{s})\). Assume also that \(\succeq\) exhibits the one-switch property for dated outcomes. Therefore, by definition of the one-switch property we have

(i') \((\hat{x}, \hat{t} + \sigma) \sim (\hat{y}, \hat{s} + \sigma)\) for all \(\sigma > 0\), or

(ii') \((\hat{x}, \hat{t} + \sigma) \prec (\hat{y}, \hat{s} + \sigma)\) for all \(\sigma > 0\), or

---

\(^2\)A function \(f: I \to \mathbb{R}\) is called log-convex if \(f(x) > 0\) for all \(x \in I\) and \(\ln(f)\) is convex; and strictly log-convex if \(f(x) > 0\) for all \(x \in I\) and \(\ln(f)\) is strictly convex. We say that a function \(f: I \to \mathbb{R}\) is [strictly] log-concave, if \(1/f\) is [strictly] log-convex. See Section 3.1.1 of Chapter 3.

\(^3\)The proof of the proposition can also be found in the working paper [7]. See Proposition 3.5 in Section 3.1.2 of Chapter 3.
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(iii*) \((\hat{x}, \hat{t} + \sigma) \succ (\hat{y}, \hat{s} + \sigma)\) for all \(\sigma > 0\).

We need to analyse the situation when \(-\hat{t} \leq \sigma < 0\). The proof is by contradiction.

In case (i*), assume that there exists \(\mu^*\) such that \(0 < \mu^* < \hat{t}\) and \((\hat{x}, \hat{t} - \mu^*) \prec (\hat{y}, \hat{s} - \mu^*)\). Let \(\hat{\tau} = \hat{t} - \mu^* > 0\) and \(\hat{\rho} = \hat{s} - \mu^* > 0\). Using this notation, we obtain

\[(\hat{x}, \hat{\tau}) \prec (\hat{y}, \hat{\rho}),\]
\[(\hat{x}, \hat{\tau} + \mu^* + \sigma) \sim (\hat{y}, \hat{\rho} + \mu^* + \sigma),\] for all \(\sigma \geq 0\).

This contradicts the one-switch property for dated outcomes, so (i) follows. If \((\hat{x}, \hat{t} - \mu^*) \succ (\hat{y}, \hat{s} - \mu^*)\) the proof is analogous.

In case (ii*), assume that there exists \(\mu^*\) such that \(0 < \mu^* < \hat{t}\) and \((\hat{x}, \hat{t} - \mu^*) \preceq (\hat{y}, \hat{s} - \mu^*)\). With the same notation as in the previous case \(\hat{\tau} = \hat{t} - \mu^* > 0\) and \(\hat{\rho} = \hat{s} - \mu^* > 0\) gives us

\[(\hat{x}, \hat{\tau}) \preceq (\hat{y}, \hat{\rho}),\]
\[(\hat{x}, \hat{\tau} + \mu^*) \sim (\hat{y}, \hat{\rho} + \mu^*),\]
\[(\hat{x}, \hat{\tau} + \mu^* + \sigma) \prec (\hat{y}, \hat{\rho} + \mu^* + \sigma),\] for all \(\sigma > 0\),

which is a contradiction.

In case (iii*) the proof is symmetric to case (ii*). \qed

The relation between impatience properties and the one-switch property for dated outcomes is established in the following lemma.

Lemma 4.11. Suppose that \(\succ\) has a DU representation \((u, D)\). Then \(\succ\) exhibits the one-switch property for dated outcomes if and only if \(\succ\) exhibits either stationarity or strictly DI or strictly II.

Proof. “Only If”. Assume that \(\succ\) exhibits the one-switch property for dated outcomes.

Consider some \((\hat{x}, \hat{t}), (\hat{y}, \hat{s}) \in \mathcal{A}_1\) such that \(0 < \hat{x} < \hat{y}, 0 < \hat{t} < \hat{s}\) and \((\hat{x}, \hat{t}) \sim (\hat{y}, \hat{s})\). To see that we can always find such a pair, suppose that \(0 < \hat{x} < \hat{y}, \hat{t} < \hat{s}\) and \((\hat{x}, \hat{t}) \succ (\hat{y}, \hat{s})\). Then it follows by the continuity of \(u\) and the fact that \(D\) is strictly decreasing that there exists \(t' \in (\hat{t}, \hat{s})\) such that \((\hat{x}, t') \sim (\hat{y}, \hat{s})\). Alternatively, suppose that \(0 < \hat{x} < \hat{y}, \hat{t} < \hat{s}\) and \((\hat{x}, \hat{t}) \prec (\hat{y}, \hat{s})\). Then it follows by the continuity of \(u\) and the fact that \(D\) is strictly decreasing that there exists \(x' \in (\hat{x}, \hat{y})\) such that \((x', \hat{t}) \sim (\hat{y}, \hat{s})\).

It follows by the one-switch property for dated outcomes and Lemma 4.10 that either

Case 1. \((\hat{x}, \hat{t} + \sigma) \sim (\hat{y}, \hat{s} + \sigma)\) for all \(\sigma \geq -\hat{t}\), or

Case 2. \((\hat{x}, \hat{t} + \sigma) \succ (\hat{y}, \hat{s} + \sigma)\) for \(-\hat{t} \leq \sigma < 0\), and \((\hat{x}, \hat{t} + \sigma) \prec (\hat{y}, \hat{s} + \sigma)\) for \(\sigma > 0\), or
Case 3. \((\hat{x}, \hat{t} + \sigma) < (\hat{y}, \hat{s} + \sigma)\) for \(-\hat{t} \leq \sigma < 0\), and \((\hat{x}, \hat{t} + \sigma) \succ (\hat{y}, \hat{s} + \sigma)\) for \(\sigma > 0\).

We will analyse each case separately.

Case 1. Note that letting \(\alpha = \sigma + \hat{t} \geq 0\) and \(\hat{\sigma} = \hat{s} - \hat{t} > 0\) we have
\((\hat{x}, \alpha) \sim (\hat{y}, \hat{s} + \alpha)\) for all \(\alpha \geq 0\).

Using the DU representation it follows that
\[
\frac{u(\hat{x})}{u(\hat{y})} = \frac{D(\alpha + \hat{\sigma})}{D(\alpha)} \quad \text{for all } \alpha \geq 0.
\] (4.8)

Consider some \(t' < s'\). Then (4.8) implies
\[
\frac{u(\hat{x})}{u(\hat{y})} = \frac{D(t' + \hat{\sigma})}{D(t')} = \frac{D(s' + \hat{\sigma})}{D(s')}.
\]

Rearranging,
\[
\frac{D(s')}{D(t')} = \frac{D(s' + \hat{\sigma})}{D(t' + \hat{\sigma})}.
\] (4.9)

By continuity we can choose \(x' < y'\) such that
\[
\frac{D(s')}{D(t')} = \frac{u(x')}{u(y')}.
\] (4.10)

Hence, it follows from (4.9), (4.10) that
\((x', t') \sim (y', s')\) and \((x', t' + \hat{\sigma}) \sim (y', s' + \hat{\sigma})\).

Then the one-switch property implies that
\[
\frac{D(s')}{D(t')} = \frac{D(s' + \mu)}{D(t' + \mu)} \quad \text{for all } \mu > 0.
\]

Since \(t' < s'\) were arbitrary, it follows by Proposition 4.8 that \(\succ\) exhibits constant impatience.

Case 2. Defining \(\alpha, \hat{\sigma}\) as for Case 1, we have
\((\hat{x}, \alpha) \succ (\hat{y}, \hat{s} + \alpha)\) for \(0 \leq \alpha < \hat{t}\), and
\((\hat{x}, \alpha) < (\hat{y}, \hat{s} + \alpha)\) for \(\sigma > \hat{t}\).

Therefore, using the DU representation
\[
\frac{u(\hat{x})}{u(\hat{y})} > \frac{D(\hat{\sigma} + \alpha)}{D(\alpha)} \quad \text{for } 0 \leq \alpha < \hat{t}, \text{ and}
\]
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\[ \frac{u(\hat{x})}{u(\hat{y})} < \frac{D(\hat{\sigma} + \alpha)}{D(\alpha)} \text{ for } \alpha > \hat{i}. \]

Hence,

\[ \frac{D(t' + \hat{\sigma})}{D(t')} < \frac{u(\hat{x})}{u(\hat{y})} < \frac{D(s' + \hat{\sigma})}{D(s')} \text{ for any } t' < \hat{i} < s'. \]

Rearranging

\[ \frac{D(s')}{D(t')} < \frac{D(s' + \hat{\sigma})}{D(t' + \hat{\sigma})} \text{ for any } t' < \hat{i} < s'. \] (4.11)

By continuity we can choose \( x' < y' \) such that

\[ \frac{D(s')}{D(t')} = \frac{u(x')}{u(y')} \] (4.12)

It follows from (4.11), (4.12) and the one-switch property that

\[ \frac{D(s' - \mu)}{D(t' - \mu)} < \frac{D(s')}{D(t')} < \frac{D(s' + \mu)}{D(t' + \mu)} \] (4.13)

for any \( \mu > 0 \) whenever \( t' < \hat{i} < s' \).

Consider some \( t' < s' \). There are three possible sub-cases:

(a) \( t' < \hat{i} < s' \),
(b) \( t' < s' \leq \hat{i} \), and
(c) \( \hat{i} \leq t' < s' \).

We will show that, in each of these three sub-cases,

\[ \frac{D(s')}{D(t')} < \frac{D(s' + \mu)}{D(t' + \mu)} \text{ for all } \mu > 0. \] (4.14)

From Proposition 4.8 we may then conclude that the preferences exhibit strict DI.

In sub-case (a), it follows directly from (4.13) that (4.14) holds.

In sub-case (b) choose \( \varepsilon > 0 \) such that \( s' + \varepsilon < \hat{i} < t' + \varepsilon \). Let \( t'' = t' + \varepsilon \) and \( s'' = s' + \varepsilon \). It follows from (4.13) that

\[ \frac{D(s'' - \sigma)}{D(t'' - \sigma)} < \frac{D(s'')}{D(t'')} < \frac{D(s'' + \sigma)}{D(t'' + \sigma)} \] (4.15)

for all \( \sigma > 0 \). Let \( \sigma = \varepsilon \). Then we have

\[ \frac{D(s')}{D(t')} < \frac{D(s' + \varepsilon)}{D(t' + \varepsilon)}. \] (4.16)
By continuity we can choose \( x' < y' \) such that
\[
\frac{D(s')}{D(t')} = \frac{u(x')}{u(y')}.
\]
(4.17)

Therefore, it follows from (4.16), (4.17) and the one-switch property that (4.14) holds.

In sub-case (c) choose \( \varepsilon > 0 \) such that \( t' - \varepsilon < \hat{t} < s' - \varepsilon \). Let \( t'' = t' - \varepsilon \) and \( s'' = s' - \varepsilon \). Then it follows from (4.13) that
\[
\frac{D(s'' - \sigma)}{D(t'' - \sigma)} < \frac{D(s'')}{D(t'')} < \frac{D(s'' + \sigma)}{D(t'' + \sigma)}
\]
(4.18)
for all \( \sigma > 0 \). Let \( \sigma = \varepsilon \). Then we have
\[
\frac{D(s' - \varepsilon)}{D(t' - \varepsilon)} < \frac{D(s')}{D(t')}. \tag{4.19}
\]
Choose \( x' < y' \) such that
\[
\frac{D(s')}{D(t')} = \frac{u(x')}{u(y')}.
\]
(4.20)

Therefore, (4.14) follows by (4.19), (4.20) and the one-switch property.

Therefore, in Case 2 \( \succeq \) exhibits strictly DI.

Finally, in Case 3 we may show that \( \succeq \) exhibits strictly II by a symmetric proof to that for Case 2.

"If". Suppose that there are some \( x, y, t, s \) with \( t \leq s \) and some \( \sigma^* \geq 0 \) such that \( (x, t + \sigma^*) \sim (y, s + \sigma^*) \). It suffices to show that either
\[
(x, t + \sigma) \sim (y, s + \sigma) \text{ for all } \sigma,
\]
(4.21)
or
\[
(x, t + \sigma) \succ (y, s + \sigma) \text{ for all } \sigma < \sigma^*, \text{ and}
\]
\[
(x, t + \sigma) \prec (y, s + \sigma) \text{ for all } \sigma > \sigma^*.
\]
(4.22)
(4.23)

If \( t = s \) then \( (x, t + \sigma^*) \sim (y, t + \sigma^*) \). It follows by monotonicity that \( x = y \). Hence, \( \succeq \) satisfies the one-switch property for dated outcomes.

Assume that \( t < s \) and \( \succeq \) exhibits constant impatience. It follows that \( (x, t + \sigma^* + \sigma') \sim (y, s + \sigma^* + \sigma') \) for all \( \sigma' > 0 \), or \( (x, t + \sigma) \sim (y, s + \sigma) \) for all \( \sigma > \sigma^* \). To show that \( \succeq \) satisfies the one-switch property for dated outcomes we need to demonstrate that \( (x, t + \sigma) \sim (y, s + \sigma) \) for all \( \sigma < \sigma^* \) such that \( t + \sigma \geq 0 \), or \( (x, t + \sigma^* - \sigma') \sim (y, s + \sigma^* - \sigma') \) for all \( \sigma' > \sigma^* \) such that \( t + \sigma^* - \sigma' \geq 0 \). The proof is by contradiction. Suppose that there exists \( \sigma'' > \sigma^* \) such that, say, \( (x, t + \sigma^* - \sigma'') \succ (y, s + \sigma^* - \sigma'') \).
with \( t + \sigma^\ast - \sigma'' \geq 0 \). By continuity and impatience there exist \( t' > t \) such that 
\[(x, t') + \sigma^\ast - \sigma'' \sim (y, s + \sigma^\ast - \sigma'')\]. Then, since \( \succ \) exhibits constant impatience it follows that 
\[(x, t' + \sigma^\ast - \sigma'' + \gamma) \sim (y, s + \sigma^\ast - \sigma'' + \gamma) \] for all \( \gamma > 0 \). Let \( \gamma = \sigma'' > 0 \).
Then we obtain \((x, t' + \sigma^\ast) \sim (y, s + \sigma^\ast)\). Since \( t' > t \) it implies by impatience that
\[(x, t + \sigma^\ast) \prec (x, t + \sigma^\ast)\). Hence, \((x, t + \sigma^\ast) \succ (y, s + \sigma^\ast)\), a contradiction.

Suppose that \( t < s \) and \( \succ \) exhibits strictly DI. It follows that \((x, t + \sigma^\ast + \alpha) \prec (y, s + \sigma^\ast + \alpha)\) for all \( \alpha > 0 \), or \((x, t + \sigma^\ast) \prec (y, s + \sigma^\ast)\) for all \( \sigma > \sigma^\ast \). We now need to show that \((x, t + \sigma^\ast) \prec (y, s + \sigma^\ast)\) for all \( \sigma < \sigma^\ast \), or \((x, t + \sigma^\ast - \sigma') \succ (y, s + \sigma^\ast - \sigma')\) for all \( \sigma' > \sigma^\ast \) such that \( t + \sigma^\ast - \sigma' \geq 0 \). The proof is by contradiction. Suppose there exist \( \sigma'' > \sigma^\ast \) such that \((x, t + \sigma^\ast - \sigma'') \preceq (y, s + \sigma^\ast - \sigma'')\) and \( t + \sigma^\ast - \sigma'' \geq 0 \).

First consider \((x, t + \sigma^\ast - \sigma'') \sim (y, s + \sigma^\ast - \sigma'')\) with \( \sigma'' > \sigma^\ast \) and \( t + \sigma^\ast - \sigma'' \geq 0 \). Then, since \( \succ \) satisfy strictly DI it follows that \((x, t + \sigma^\ast - \sigma'' + \gamma) \preceq (y, s + \sigma^\ast - \sigma'' + \gamma)\) for all \( \gamma > 0 \). Let \( \gamma = \sigma'' > 0 \). Then we have \((x, t + \sigma^\ast) \prec (y, s + \sigma^\ast)\), which is a contradiction. Secondly, consider \((x, t + \sigma^\ast - \sigma'') \prec (y, s + \sigma^\ast - \sigma'')\) with \( \sigma'' > \sigma^\ast \) and \( t + \sigma^\ast - \sigma'' \geq 0 \). It follows by continuity and impatience that there exist \( s' > s \) such that \((x, t + \sigma^\ast - \sigma'') \sim (y, s' + \sigma^\ast - \sigma'')\). Hence, since \( \succ \) exhibit strictly DI it implies that \((x, t + \sigma^\ast - \sigma'' + \gamma) \prec (y, s' + \sigma^\ast - \sigma'' + \gamma)\) for all \( \gamma > 0 \) with \( \sigma'' > \sigma^\ast \) and \( t + \sigma^\ast - \sigma'' \geq 0 \). Let \( \gamma = \sigma'' \). Then we have \((x, t + \sigma^\ast) \prec (y, s' + \sigma^\ast)\). Since \( s' > s \) it follows by impatience that \((y, s' + \sigma^\ast) \prec (y, s + \sigma^\ast)\), therefore, \((x, t + \sigma^\ast) \prec (y, s + \sigma^\ast)\), a contradiction.

If we assume that \( \succ \) exhibits strictly II, the proof is analogous. □

While the assumption of a DU representation is not necessary for the “If” part of the proof, it is essential for our proof of the “Only If” part. The necessity of a DU representation for the “Only If” result of Lemma 4.11 remains an open question.

It was demonstrated in the working paper [7], that a strictly increasing time preference rate corresponds to strictly II, while a strictly decreasing time preference rate corresponds to strictly DI. The proof is along the lines of Lemma 3.15 in Chapter 3. We use this result to prove the following proposition.

**Proposition 4.12.** Suppose that \( \succ \) has a DU representation \((u, D)\).

- If \( D(t) = (1 + ct)e^{-rt} \), where \( r \geq c \geq 0 \) and \( r > 0 \), then \( \succ \) exhibits strictly II when \( c > 0 \) and \( \succ \) exhibits stationarity when \( c = 0 \).

- If \( D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t} \), where \( a, b, c > 0 \), \( a \leq b/c + 1 \), then \( \succ \) exhibits strictly DI when \( a < 1 \), strictly II when \( 1 < a \leq b/c + 1 \) and stationarity when \( a = 1 \).
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Proof. (a) Linear times exponential. Assume first that $c > 0$. Since $D'(t) = e^{-rt}(c - r - c r t)$, the time preference rate\(^4\) is:

$$-\frac{D'(t)}{D(t)} = \frac{e^{-rt}(crt - c + r)}{(1 + ct)e^{-rt}} = \frac{r(1 + ct) - c}{1 + ct} = r - \frac{c}{1 + ct}. $$

The derivative of time preference rate is $c^2(1 + ct)^{-2} > 0$, therefore, linear times exponential discount function exhibits strictly increasing impatience. Otherwise, if $c = 0$, then $D(t) = e^{-rt}$ and the preferences $\succeq$ exhibit stationarity (see, for example, [32]).

(b) Sums of exponentials. The time preference rate is

$$-\frac{D'(t)}{D(t)} = \frac{a be^{-bt} + (1 - a)(b + c)e^{-(b+c)t}}{ae^{-bt} + (1 - a)e^{-(b+c)t}} = \frac{e^{-bt}[ab + (1 - a)(b + c)e^{-ct}]}{e^{-bt}[a + (1 - a)e^{-ct}]} = \frac{ab + (1 - a)(b + c)e^{-ct}}{a + (1 - a)e^{-ct}}.$$ 

The derivative of time preference rate is

$$\frac{\left[ab + (1 - a)(b + c)e^{-ct}\right]'}{a + (1 - a)e^{-ct}^2} = -c(1 - a)(b + c)e^{-ct} \left[a + (1 - a)e^{-ct}\right] + \left[ab + (1 - a)(b + c)e^{-ct}\right] c(1 - a)e^{-ct}. $$

The sign of the derivative depends on the sign of the numerator of this expression:

$$Q(t) = -c(1 - a)(b + c)e^{-ct} \left[a + (1 - a)e^{-ct}\right] + \left[ab + (1 - a)(b + c)e^{-ct}\right] c(1 - a)e^{-ct}. $$

Simplifying $Q(t)$:

$$Q(t) = c(1-a)e^{-ct} \left[ab + (1 - a)(b + c)e^{-ct} - (b + c)(a + (1 - a)e^{-ct})\right] = c^2e^{-ct}a(a-1). $$

Recall that $a > 0$ and $a \leq b/c + 1$. Therefore, $Q(t) = 0$ if $a = 1$, $Q(t)$ is strictly negative if $0 < a < 1$ and $Q(t)$ is strictly positive if $1 < a \leq b/c + 1$ and $a \neq 1$. Hence, the time preference rate is constant if $a = 1$, strictly decreasing if $0 < a < 1$ and strictly increasing if $1 < a \leq b/c + 1$. This in turn implies that $\succeq$ exhibit stationarity if $a = 1$, strictly DI if $0 < a < 1$ and strictly II if $1 < a \leq b/c + 1$. \(\square\)

A linear times exponential discount function and two sum of exponentials discount functions, with their associated rates of time preference, are illustrated in Figure 4.2.

---

\(^4\)See also Lemma 3.15 in Section 3.2.2 of Chapter 3.
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Figure 4.2: Linear times exponential discount function $D(t) = (1 + 0.01t)e^{-0.03t}$, exponential discount function $D(t) = e^{-0.03t}$, sum of exponentials $D(t) = 0.5e^{0.03t} + 0.5e^{0.08t}$, sum of exponentials $D(t) = 1.2e^{0.03t} - 0.2e^{0.08t}$ and their associated rates of time preference.

It is worth mentioning that Bell’s [12] definitions of the terms “decreasing impatience” and “increasing impatience” are different from the ones used here. Bell’s definitions are given below:

**Definition 4.13 ([12]).** Let $\succ$ on $A_1$ have a DU representation with a discount function $D$. Then we say that preferences $\succ$ exhibit DI* (II*) if

$$D(s + t) > [\preceq] D(s)D(t) \text{ for any } s, t > 0.$$  

Note that Bell’s [12] DI* (II*) corresponds to strict log-superadditivity (log-subadditivity) of $D$. Obviously, strict log-superadditivity (strict log-subadditivity) is a special case of strict log-convexity (strict log-concavity). Therefore, Bell’s definitions of DI* and II* are weaker properties than our strictly DI and strictly II. Bell [12, Proposition 8] specifies the parameter values for a sum of exponentials discount function such that $\succ$ exhibit DI*/II*:

**Proposition 4.14 ([12, Proposition 8]).** Let $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, where $a, b, c > 0$ and $a \leq 1 + b/c$. Then it is DI* if $a < 1$ and II* if $1 < a \leq 1 + b/c$.\(^5\)

\(^5\)Bell [12, Proposition 8] uses a strict inequality $a < 1 + b/c$ to guarantee that $D'(t) < 0$ when $t = 0$. However, if $D'(t) = 0$ when $t = 0$ and $D'(t) < 0$ for all $t > 0$, then $D(t)$ is strictly decreasing on $[0, \infty)$. Therefore, we allow $a \leq 1 + b/c$, since this weak inequality is consistent with the properties of a discount function.
Comparing Proposition 4.14 to Proposition 4.11, it is easy to see that strictly II and II* have the same implications for the parameters for a sum of exponentials discount function (and similarly for strictly DI and DI*). It is also straightforward to observe that the restrictions imposed by the properties of strictly II and II* on the parameters for a linear times exponential discount function coincide.

4.2.3 Representation of preferences with the one-switch property

We first show that constant impatience is equivalent to the zero-switch property for preferences with a DU representation:

Definition 4.15. We say that $\succ$ on $A$ exhibit the zero-switch property if for every pair $(x, t), (y, s) \in A$ the ranking of $(x, t + \sigma)$ and $(y, s + \sigma)$ is independent of $\sigma$.

It follows from this definition that if $\succ$ on $A$ exhibit the zero-switch property, then for any $(x, t), (y, s) \in A$, if there exists $\hat{\sigma} \geq 0$ such that $(x, t + \hat{\sigma}) \sim (y, s + \hat{\sigma})$, then $(x, t + \sigma) \sim (y, s + \sigma)$ for any $\sigma \geq 0$.

The following proposition amends [12, Proposition 8].

Proposition 4.16. Let $\succ$ on $A$ have a DU representation $(u, D)$. Then $\succ$ exhibit the one-switch property only if $D(t)$ has one of the following forms:

- $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, with $a, b, c > 0$ and $a \leq b/c + 1$,
- $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$.

We adapt Bell’s [12, 13] method of proof for the risk (expected utility) context to our time preference framework. The required adaptation is non-trivial. The main reason is that probabilities sum up to one, whereas utilities of outcomes do not. In the original Bell proof [12] this property of probabilities was used to obtain a system of two equations in two variables. The conditions under which the solutions of this system exist are well-known. In the time preference setting, we use Lemma 4.11 to obtain two sequences of dated outcomes that are indifferent at two different points of delay. As a result of which we obtain a homogeneous second order linear difference equation. The solutions of this equation extended to continuous time give us three types of functions. We further show that only linear times exponential and sums of exponentials (with suitable parameter restrictions) satisfy the one-switch property and the properties of a discount function (using Proposition 4.4). It is also worth mentioning that in the risk setting Bell [12, 13] obtains a third order difference equation, rather than the second order difference equation that we obtain in the time preference framework.
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**Proof.** Fix some $\sigma > 0$. Suppose we can find $u(\alpha), u(\beta), u(\gamma) > 0$ such that

$$u(\alpha) + u(\beta)D(2\sigma) = u(\gamma)D(\sigma) \text{ and } u(\alpha)D(\sigma) + u(\beta)D(3\sigma) = u(\gamma)D(2\sigma) \quad (4.24)$$

Then, since $\succ$ has a DU representation, it implies that

$$(x, t) \sim (y, s) \text{ and } (x, t + \sigma) \sim (y, s + \sigma),$$

where $(x, t) = ((\alpha, \beta), (0, 2\sigma)), (y, s) = (\gamma, \sigma)$ and $(x, t + \sigma) = ((\alpha, \beta), (\sigma, 3\sigma)), (y, s + \sigma) = (\gamma, 2\sigma)$.

We first show that for any $D(\sigma), D(2\sigma), D(3\sigma)$ we can always find $u(\alpha), u(\beta), u(\gamma) > 0$ such that (4.24) holds. The first equation of 4.24 implies $u(\alpha) = u(\gamma)D(\sigma) - u(\beta)D(2\sigma)$, which we may substitute into the second equation as follows:

$$(u(\gamma)D(\sigma) - u(\beta)D(2\sigma)) D(\sigma) + u(\beta)D(3\sigma) = u(\gamma)D(2\sigma).$$

Simplifying

$$u(\gamma)(D(\sigma)^2 - D(2\sigma)) + u(\beta)(D(3\sigma) - D(\sigma)D(2\sigma)) = 0. \quad (4.25)$$

Since preferences $\succ$ satisfy the one-switch property they will also satisfy the one-switch property for dated outcomes, and hence it follows by Lemma 4.11 that $\succ$ exhibits strictly DI, strictly II or stationarity. Assume first that $\succ$ exhibits strictly DI. Then, by Proposition 4.8 we have

$$1 \frac{D(\sigma)}{D(\sigma)} > \frac{D(\sigma)}{D(2\sigma)} > \frac{D(2\sigma)}{D(3\sigma)} > \cdots$$

Therefore, $D(\sigma)^2 - D(2\sigma) < 0$ and $D(3\sigma) - D(\sigma)D(2\sigma) > 0$, and hence, by continuity it is always possible to find $u(\beta), u(\gamma) > 0$ such that (4.25) holds.

Since $\frac{u(\beta)}{u(\gamma)} = \frac{D(2\sigma) - D(\sigma)^2}{D(3\sigma) - D(\sigma)D(2\sigma)}$, we have

$$\frac{u(\beta)}{u(\gamma)} \frac{D(\sigma)}{D(2\sigma)} = \frac{D(2\sigma) - D(\sigma)^2}{D(3\sigma) - D(\sigma)D(2\sigma)} \frac{D(\sigma)}{D(2\sigma)} = \frac{D(2\sigma)^2 - D(\sigma)D(3\sigma)}{D(2\sigma)(D(3\sigma) - D(\sigma)D(2\sigma))} < 0.$$

Hence, $u(\beta)D(2\sigma) - u(\gamma)D(\sigma) < 0$, which implies that

$$u(\alpha) = u(\gamma)D(\sigma) - u(\beta)D(2\sigma) > 0.$$
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\[ D(\sigma)D(2\sigma) = 0, \text{ therefore (4.25) holds for any } u(\beta), u(\gamma). \text{ Hence, we can choose }\]

\[ u(\beta), u(\gamma) > 0 \text{ such that } u(\alpha) = u(\gamma)D(\sigma) - u(\beta)D(2\sigma) > 0.\]

Therefore, we have found two sequences of dated outcomes \((x, t), (y, s) \in A\) such that

\[ (x, t + t) \sim (y, s + t), \text{ where } t = 0, \sigma. \]

Then, since \(\geq\) satisfies the one-switch property it must be true that

\[ (x, t + t) \sim (y, s + t) \text{ for any } t \geq 0. \]

In particular, \(u(\alpha)D(t) + u(\beta)D(t + 2\sigma) = u(\gamma)D(t + \sigma).\)

Since \(u(\gamma) \neq 0\), we can write \(D(t + 2\sigma) + aD(t + \sigma) + bD(t) = 0, \text{ where } a = -u(\gamma)/u(\beta), b = u(\alpha)/u(\beta).\)

For some \(\sigma > 0\) and some \(t_0 \geq 0\) let \(D_n^{(t_0, \sigma)} = D(t_0 + n\sigma), n \in \mathbb{N}_0.\) We then obtain a homogeneous second order linear difference equation

\[ D_{n+2}^{(t_0, \sigma)} + aD_{n+1}^{(t_0, \sigma)} + bD_n^{(t_0, \sigma)} = 0. \quad (4.26)\]

It is well known (see, for example, [55]) that this equation has three types of solutions, which are derived from the characteristic equation: \(z^2 + az + b = 0.\) These three solutions are as follows:

**Solution 1.** If \(a^2 - 4b > 0,\) then there are two distinct real roots denoted as \(z_1\) and \(z_2.\)

In this case the two linearly independent solutions to (4.26) are \(z_1^n\) and \(z_2^n, \text{ where } n \in \mathbb{N}_0.\) The general solution is \(D_n^{(t_0, \sigma)} = c_1z_1^n + c_2z_2^n, \text{ where } c_1, c_2 = const.\)

**Solution 2.** If \(a^2 - 4b = 0,\) then the roots coincide so \(z_1 = z_2 = z_0.\) In this case the two linearly independent solutions to (4.26) are \(z_0^n\) and \(nz_0^n.\) The general solution is \(D_n^{(t_0, \sigma)} = (c_1 + c_2n)z_0^n, \text{ where } c_1, c_2 = const.\)

**Solution 3.** If \(a^2 - 4b < 0,\) the roots are complex

\[ z_+ = x \pm iy = r (\cos \theta \pm i \sin \theta) = re^{\pm i\theta}, \]

where \(y > 0, r = \sqrt{x^2 + y^2}, \cos \theta = x/r \text{ and } \sin \theta = y/r \text{ with } \theta \in (0, \pi)\) (since \(y > 0).\) Then the two linearly independent solutions to (4.26) are \(Rez_+^n = r^n \cos n\theta \text{ and } Imz_+^n = r^n \sin n\theta.\) The general solution is

\[ D_n^{(t_0, \sigma)} = r^n [c_1 \cos n\theta + c_2 \sin n\theta], \]

where \(c_1, c_2 = const.\)
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Note that by letting $C = \sqrt{c_1^2 + c_2^2}$, $\cos \omega = \frac{c_1}{C}$, $\sin \omega = \frac{c_2}{C}$ and $\omega = \tan^{-1}(\frac{c_2}{c_1})$, Solution 3 can be rewritten as follows:

$$D_n^{(t_0, \sigma)} = r^n [c_1 \cos n\theta + c_2 \sin n\theta] = Cr^n \cos n\theta - \omega.$$  

Recall that $\theta \in (0, \pi)$. Therefore, Solution 3 can be excluded because it implies multiple changes of sign (it does not satisfy monotonicity).

Note that equation (4.26) holds for arbitrary $\sigma > 0$ and arbitrary $t_0 \geq 0$, though the roots $z_1$ and $z_2$ and the constants $c_1$ and $c_2$ may depend, in a continuous fashion, on $t_0$ and $\sigma$. Bell [13, 12] argues that $D$ must therefore satisfy the corresponding limit of one of these solutions, as $\sigma \to 0$.

The solutions of (4.26) converge, respectively to

**Solution 1.** (Sum of exponentials): $D(t) = c_1 e^{r_1 t} + c_2 e^{r_2 t}$, where $r_1 \neq r_2$,

**Solution 2.** (Linear times exponential): $D(t) = (c_1 + c_2 t) e^{r_0 t}$.

By Proposition 4.4 it follows that:

**Solution 1.** $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, where $a, b, c > 0$, and $a \leq b/c + 1$;

**Solution 2.** $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$. Note that this solution includes the exponential discount function as a special case. That is, if $c = 0$, then $D(t) = e^{-rt}$, where $r > 0$.

The following corollary summarizes Proposition 4.5 and Proposition 4.16.

**Corollary 4.17.** Let $\succsim$ on $\mathcal{A}$ have a DU representation $(u, D)$. Then $\succsim$ exhibits the one-switch property if and only if $D(t)$ has one of the following forms:

- $D(t) = ae^{-bt} + (1 - a)e^{-(b+c)t}$, with $a, b, c > 0$ and $a \leq b/c + 1$,
- $D(t) = (1 + ct)e^{-rt}$, where $r \geq c \geq 0$ and $r > 0$.

Romanian mathematician Radó [67] proved a more general result which was recently extended to multidimensional case in [5]. Radó [67, Theorem 2] proves that the set of continuous functions $f: \mathbb{R} \to \mathbb{R}$, which satisfy the equation $a_0(\sigma)f(t) + a_1(\sigma)f(t + \sigma) + \ldots + a_n(\sigma)f(t + n\sigma) = 0$ with continuous functions $a_i(\sigma): (0, W) \to \mathbb{R}$, where $W > 0$ and $i = 0, \ldots, n$ with $a_n(\sigma) \neq 0$, coincides with the set of functions $f: \mathbb{R} \to \mathbb{R}$ which satisfy a linear differential equation $A_0 f + A_1 f' + \ldots + A_n f^{(n)} = 0$ for some real coefficients $A_0, \ldots, A_n$. When $n = 2$ it is well-known that the solutions to such a differential equation coincide with the limits of our three solution types.
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4.3 The weak one-switch property

4.3.1 The weak one-switch property and mixtures of sequences of dated outcomes

The one-switch property is equivalent to the weak one-switch property in the risk setting where preferences over lotteries have an expected utility representation [12]. This equivalence follows from [12, Lemma 3], where mixture linearity and other properties of expected utility are used to show that if two lotteries are indifferent at two wealth levels then they should be indifferent for any wealth level. In the intertemporal framework of this chapter a direct adaptation of the proof of this equivalence is not possible, even if we assume that preferences have a DU representation, because a DU representation is, in general, not mixture linear. However, in Chapter 2 we introduced an Anscombe and Aumann (AA) setting [8] with preferences over streams of consumption lotteries. It turns out that another benefit of working in an environment like AA [8] is that it is possible to establish the equivalence of the weak one-switch property and the one-switch property for time preferences. We have to adapt the AA framework to continuous time for this purpose.

Assume that $X$ is a mixture set (as defined in Section 2.1 of Chapter 2); that is, for every $x, y \in X$ and every $\lambda, \mu \in [0, 1]$, there exists $x\lambda y \in X$ satisfying:

- $x \lambda y = x$,
- $x\lambda y = y(1 - \lambda)x$,
- $(x\mu y)\lambda y = x(\lambda \mu)y$.

Recall that in Chapter 2 a “neutral” (status quo) outcome was denoted as $x_0$. We change the notation here and assume that $X$ contains a “neutral” outcome, denoted by 0. We can think of $X$ as a set of lotteries with monetary outcomes, and 0 corresponds to the lottery which pays 0 with certainty.

We next introduce a mixture operation for sequences of dated outcomes, analogous to the AA mixing operation. To do so, we recall that the neutral outcome obtains at any date not specified in the sequence. First, define

$$(x, t)\lambda(y, t) = (x\lambda y, t)$$ for any $(x, t), (y, t) \in \mathcal{A}$ and all $\lambda \in [0, 1], \quad (4.27)$$

where $x\lambda y$ is defined the usual way (see Section 2.1 of Chapter 2).

Let $(x, t) \in \mathcal{A}$ with $t = (t_1, t_2, \ldots, t_n)$ and let $s = (s_1, s_2, \ldots, s_m)$. Define $t|s = 1 = (l_1, l_2, \ldots, l_k)$, where $l_1 < l_2 < \ldots < l_k$ and $\{l_1, l_2, \ldots, l_k\} = \{t_1, t_2, \ldots, t_n\} \cup$
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\{s_1, s_2, \ldots, s_m\}. An example of concatenation procedure for time vectors \( t = (t_1, t_2, t_3) \) and \( s = (s_1, s_2, s_3, s_4) \) is given in Figure 4.3.

\[
\begin{array}{ccc}
 t_1 & t_2 & t_3 & \text{time} \\
 s_1 & s_2 & s_3 & s_4 & \text{time} \\
\end{array}
\Rightarrow
\begin{array}{cccccccc}
l_1 & l_2 & l_3 & l_4 & l_5 & l_6 & l_7 & \text{time} \\
\end{array}
\]

Figure 4.3: Concatenation of \( t = (t_1, t_2, t_3) \) and \( s = (s_1, s_2, s_3, s_4) \)

For any \((x, t), (y, s) \in A\) and any \( \lambda \in [0, 1] \) define the mixture operation as follows:

\[
(x, t)\lambda(y, s) = (z, t|s)\lambda(z', s|t),
\]

where \( z \) is defined so that if \( l_j = t_i \), then \( z_j = x_i \), otherwise \( z_j = 0 \), and \( z' \) is defined so that if \( l_j = s_i \), then \( z'_j = y_i \), otherwise \( z'_j = 0 \). Note that \((x, t)\) and \((z, t|s)\) are identical sequences of dated outcomes, and likewise \((y, s)\) and \((z', s|t)\) are identical sequences. Figure 4.4 illustrates the transformation of the sequence \((x, t) = ((x_1, x_2, x_3), (t_1, t_2, t_3))\) to the sequence \((z, t|s)\) and the sequence \((y, s) = ((y_1, y_2, y_3, y_4), (s_1, s_2, s_3, s_4))\) to the sequence \((z', s|t)\). Note that \( t|s = s|t \).

\[
\begin{array}{cccccccc}
(x, t) \rightarrow (z, t|s) & \quad & (y, s) \rightarrow (z', s|t) \\
\hline
z_1 & z_2 & z_3 & z_4 & z_5 & z_6 & z_7 & \text{time} \\
x_1 & 0 & 0 & 0 & x_3 & 0 & \text{time} \\
l_1 & l_2 & l_3 & l_4 & l_5 & l_6 & l_7 & \text{time} \\
\end{array}
\]

Figure 4.4: Transformation of \((x, t) = ((x_1, x_2, x_3), (t_1, t_2, t_3))\) to \((z, t|s)\) and \((y, s) = ((y_1, y_2, y_3, y_4), (s_1, s_2, s_3, s_4))\) to \((z', s|t)\)

It is not hard to see that \( A \) is a mixture set.

The utility function \( u: X \rightarrow \mathbb{R} \) is called mixture linear if for every \( x, y \in X \) we have

\[
u(x\lambda y) = \lambda u(x) + (1 - \lambda)u(y).
\]

We say that preferences in this environment have a DEU (discounted expected utility) representation if they have a DU representation \((u, D)\) in which \( u \) is mixture linear on \( X \). We next show that the induced utility \( U \) on sequences of dated outcomes is mixture linear on \( A \). It follows from (4.28) that

\[
U((x, t)\lambda(y, s)) = U((z, t|s)\lambda(z', s|t)) = U((z, 1)\lambda(z', 1)) = U(z\lambda z', 1),
\]

(4.29)
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where $l = t|s = s|t$. Since $u$ is mixture linear it follows that

$$U(z\lambda z', 1) = \lambda U(z, 1) + (1 - \lambda)U(z', 1) = \lambda U(z, t|s) + (1 - \lambda)U(z', s|t)$$

$$= \lambda U(x, t) + (1 - \lambda)U(y, s).$$

Hence, $U$ is mixture linear on $A$.

It is worth mentioning that the existence of a suitable DEU axiomatization remains an open question. It is natural to assume that Fishburn and Rubinstein’s axioms [32] should be satisfied for $\succsim$ restricted to $A_1$ with $X$ being a mixture set.\(^7\) However, it is beyond the scope of the present chapter to address this issue.

The following lemma is a part of [12, Lemma 3]. The proof is given for completeness.

**Lemma 4.18** (cf., [12]). Let preference $\succsim$ on $A$ have a DU representation. If $\succsim$ on $A$ exhibit the weak one-switch property, then for any $(x, t), (y, s) \in A$ if there exist $\sigma_1, \sigma_2$ such that $\sigma_1 < \sigma_2$ and $(x, t + \sigma_1) \sim (y, s + \sigma_1)$, and $(x, t + \sigma_2) \sim (y, s + \sigma_2)$, then $(x, t + \sigma) \sim (y, s + \sigma)$ for any $\sigma \in (\sigma_1, \sigma_2)$.

**Proof.** Suppose $(x, t), (y, s) \in A$ and $\sigma_1, \sigma_2$ are such that $\sigma_1 < \sigma_2$ with

$$(x, t + \sigma_1) \sim (y, s + \sigma_1),$$

$$(x, t + \sigma_2) \sim (y, s + \sigma_2).$$

We need to show that $(x, t + \sigma) \sim (y, s + \sigma)$ for any $\sigma \in (\sigma_1, \sigma_2)$. The proof is by contradiction. Assume that we can have $\hat{\sigma} \in (\sigma_1, \sigma_2)$ such that $(x, t + \hat{\sigma}) \succsim (y, s + \hat{\sigma})$. Consider $y' = y + \varepsilon$, where $\varepsilon > 0$ is sufficiently small so that $(x, t + \hat{\sigma}) \succ (y', s + \hat{\sigma})$ (by continuity, such $\varepsilon$ can always be found). However, $(x, t + \sigma_1) \prec (y', s + \sigma_1)$ and $(x, t + \sigma_2) \prec (y', s + \sigma_2)$, which implies a double switch. We obtained the desired contradiction. The case $(x, t + \hat{\sigma}) \prec (y, s + \hat{\sigma})$ is similar. Therefore, $(x, t + \sigma) \sim (y, s + \sigma)$ for any $\sigma \in (\sigma_1, \sigma_2)$.

Lemma 4.18 implies the following corollary:

**Corollary 4.19.** The weak one-switch property implies that $\{\sigma \mid \Delta(\sigma) = 0\}$ is a closed (possibly empty) interval.

In the next proposition the mixtures of sequences of dated outcomes will be used. It adapts [12, Lemma 3] to the time preference setting. Proposition 4.20 is proved by contradiction. We first need to find two sequences of dated outcomes such that

---

\(^7\)For example, Bleichrodt et al. [18] assume the existence of DU representation for $\succsim$ on $A_1$, where $X$ is not necessarily restricted to reals. Similarly, Rohde [70] applies the DU representation to $\succsim$ on $A_1$ requiring only that $X$ is a connected topological space which contains a “neutral” outcome.
their DEU difference changes its sign as the delay increases. Using Corollary 4.19 we then consider two cases depending on whether the just obtained DEU difference equals zero at a unique point or on the interval. A double switch (contradiction to the weak one-switch property) can be obtained in each case by introducing suitable mixtures of sequences of dated outcomes. The illustrations to support the proof are given in the Appendix.

**Proposition 4.20** (cf., [12, Lemma 3]). Let preference \(\succ\) on \(A\) have a DEU representation. If \(\succ\) exhibits the weak one-switch property, then for any \((x, t), (y, s) \in A\) if 
\[(x, t + \sigma_1) \sim (y, s + \sigma_1)\]
and 
\[(x, t + \sigma_2) \sim (y, s + \sigma_2)\]
for some \(\sigma_1 \geq 0\) and some \(\sigma_2 > \sigma_1\), then 
\[(x, t + \sigma) \sim (y, s + \sigma)\]
for any \(\sigma \geq 0\).

**Proof.** Suppose \(0 \leq \sigma_1 < \sigma_2\) and 
\[(x, t + \sigma_1) \sim (y, s + \sigma_1),\]
\[(x, t + \sigma_2) \sim (y, s + \sigma_2).\]

By Lemma 4.18 it follows that 
\[(x, t + \sigma) \sim (y, s + \sigma)\]
for any \(\sigma \in (\sigma_1, \sigma_2)\).

The weak one-switch property implies weak preference in one direction above \(\sigma_2\) and in the other direction below \(\sigma_1\). We assume that \((x, t + \sigma)\) is weakly preferred to \((y, s + \sigma)\) above \(\sigma_2\). The other case can be treated similarly.

Suppose that (4.30) is satisfied but 
\[(x, t + \sigma') \succ (y, s + \sigma')\]
for some \(\sigma' > \sigma_2\).

We will prove that a contradiction follows.

Let \(\Delta_1(\sigma) = U(x, t + \sigma) - U(y, s + \sigma)\). Therefore, 
\[\Delta_1(\sigma) = 0, \text{ if } \sigma \in [\sigma_1, \sigma_2], \text{ and } \Delta_1(\sigma') > 0.\]

Given the DEU representation we can always find \(a, b \in X\) and \(q > p\) such that 
\[\Delta_2(\sigma) = U(a, q + \sigma) - U(b, p + \sigma) < 0\]
for all \(\sigma\).

Let \((z_1, t_1) = (a, q)\lambda(x, t)\), where \(\lambda \in (0, 1)\). Analogously, define \((z_2, t_2) = (b, p)\lambda(y, s)\). Consider the function 
\[\Delta_3(\sigma) = U(z_1, t_1 + \sigma) - U(z_2, t_2 + \sigma)\]
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\[ \lambda (U(a, q + \sigma) - U(b, p + \sigma)) + (1 - \lambda) (U(x, t + \sigma) - U(y, s + \sigma)) = \lambda \Delta_2(\sigma) + (1 - \lambda) \Delta_1(\sigma). \]

Then for \( \lambda \) sufficiently small we have (see Figure A.1 in the Appendix):

\[ \Delta_3(\sigma_1) < 0, \Delta_3(\sigma_2) < 0, \text{ and } \Delta_3(\sigma') > 0. \]

Therefore, by continuity, there must exist at least one \( \sigma^* \in (\sigma_2, \sigma') \) such that \( \Delta_3(\sigma^*) = 0 \). By Corollary 4.19 there are two possible cases: either \( \sigma^* \) is unique, or \( \Delta_3(\sigma) = 0 \) for \( \sigma \in [\sigma_1, \sigma_2] \subset (\sigma_2, \sigma') \) (see Figure A.2 in the Appendix).

**Case 1.** Assume first that \( \sigma^* \) is unique; i.e., (using the one-switch property) \( \Delta_3(\sigma) < 0 \) if \( \sigma < \sigma^* \) and \( \Delta_3(\sigma) > 0 \) if \( \sigma > \sigma^* \). Consider the reflection of \( \Delta_3(\sigma) \) about the \( \sigma \)-axis; i.e., \( \hat{\Delta}_3(\sigma) = -\Delta_3(\sigma) \). Then \( \hat{\Delta}_3(\sigma) > 0 \) if \( \sigma < \sigma^* \) and \( \hat{\Delta}_3(\sigma) < 0 \) if \( \sigma > \sigma^* \). Next, choose \( \hat{\sigma} \in (\sigma_1, \sigma_2) \) and shift the function \( \hat{\Delta}_3(\sigma) \) to the left as follows

\[ \hat{\Delta}_3(\sigma) = \hat{\Delta}_3(\sigma + (\sigma^* - \hat{\sigma})) = -\Delta_3(\sigma + (\sigma^* - \hat{\sigma})) = U(z_2, t_2 + \sigma^* - \hat{\sigma} + \sigma) - U(z_1, t_1 + \sigma^* - \hat{\sigma} + \sigma), \]

so that for the shifted function (see Figure A.3 in the Appendix):

\[ \hat{\Delta}_3(\sigma_1) > 0, \hat{\Delta}_3(\hat{\sigma}) = 0, \hat{\Delta}_3(\sigma_2) < 0, \text{ and } \hat{\Delta}_3(\sigma') < 0. \]

Define the mixtures \((w_1, l_1) = (z_2, t_2 + \sigma^* - \hat{\sigma})\lambda(x, t)\) and \((w_2, l_2) = (z_1, t_1 + \sigma^* - \hat{\sigma})\lambda(y, s)\). Analyse the function

\[ \Delta_4(\sigma) = U(w_1, l_1 + \sigma) - U(w_2, l_2 + \sigma) = \lambda (U(z_2, t_2 + \sigma^* - \hat{\sigma} + \sigma) - U(z_1, t_1 + \sigma^* - \hat{\sigma} + \sigma)) + (1 - \lambda) (U(x, t + \sigma) - U(y, s + \sigma)) = \lambda \hat{\Delta}_3(\sigma) + (1 - \lambda) \Delta_1(\sigma). \]

Choosing \( \lambda \) sufficiently small we obtain (see Figure A.4 in the Appendix):

\[ \Delta_4(\sigma_1) > 0, \Delta_4(\sigma_2) < 0, \text{ and } \Delta_4(\sigma') > 0. \]

Therefore, we have arrived at a contradiction to the one-switch property.

**Case 2.** We next assume that there exist \( \sigma_1^* < \sigma_2^* \) such that \( \Delta_3(\sigma) = 0 \) if and only if \( \sigma \in [\sigma_1^*, \sigma_2^*] \subset (\sigma_2, \sigma') \). Also, by the one-switch property, we must have \( \Delta_3(\sigma) < 0 \) if \( \sigma < \sigma_1^* \), and \( \Delta_3(\sigma) > 0 \) if \( \sigma > \sigma_2^* \). We consider the reflection of \( \Delta_3(\sigma) \) about the \( \sigma \)-axis

\[ ^8 \text{Note that for all figures in Appendix only sign is relevant in the vertical dimension.} \]
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and shift it to the left by a small amount \( \epsilon > 0 \) to obtain \( \bar{\Delta}_3(\sigma) \) as follows

\[
\bar{\Delta}_3(\sigma) = -\Delta_3(\sigma + \epsilon) = U(z_2, t_2 + \epsilon + \sigma) - U(z_1, t_1 + \epsilon + \sigma).
\]

Then (see Figure A.5 in the Appendix):

\[
\bar{\Delta}_3(\sigma) > 0 \text{ if } \sigma < \sigma_1^* - \epsilon, \quad \bar{\Delta}_3(\sigma) = 0 \text{ if } \sigma \in [\sigma_1^* - \epsilon, \sigma_2^* - \epsilon], \text{ and } \bar{\Delta}_3(\sigma) < 0 \text{ if } \sigma > \sigma_2^* - \epsilon.
\]

Define the mixtures \((v_1, k_1) = (z_2, t_2 + \epsilon)\lambda(z_1, t_1)\) and \((v_2, k_2) = (z_1, t_1 + \epsilon)\lambda(z_2, t_2)\).

Analyse the function

\[
\bar{\Delta}_4(\sigma) = U(v_1, k_1 + \sigma) - U(v_2, k_2 + \sigma)
\]

\[
= \lambda (U(z_2, t_2 + \epsilon + \sigma) - U(z_1, t_1 + \epsilon + \sigma)) + (1 - \lambda) (U(z_1, t_1 + \sigma) - U(z_2, t_2 + \sigma))
\]

\[
= \lambda \bar{\Delta}_3(\sigma) + (1 - \lambda) \Delta_3(\sigma).
\]

Choosing \( \lambda \) sufficiently small we obtain (see Figure A.6 in the Appendix):

\[
\bar{\Delta}_4(\sigma_1) < 0, \bar{\Delta}_4(\sigma_1^*) = 0, \text{ and } \bar{\Delta}_4(\sigma_2^*) < 0.
\]

Finally, mixing \((b, p)\lambda(v_1, k_1)\) and \((a, q)\lambda(v_2, k_2)\) we have

\[
\Delta_5(\sigma) = \lambda (U(b, p + \sigma) - U(a, q + \sigma)) + (1 - \lambda) (U(v_1, k_1 + \sigma) - U(v_2, k_2 + \sigma))
\]

\[
= -\lambda \Delta_2(\sigma) + (1 - \lambda) \bar{\Delta}_4(\sigma).
\]

Recall that \( \Delta_2(\sigma) < 0 \) for all \( \sigma \). Letting \( \lambda \) be sufficiently small we obtain a double switch (see Figure A.7 in the Appendix):

\[
\Delta_5(\sigma_1) < 0, \Delta_5(\sigma_1^*) > 0, \text{ and } \Delta_5(\sigma_2^*) < 0,
\]

which is a contradiction.

The implication of Proposition 4.20 is as follows:

**Corollary 4.21.** If preferences \( \succ \) on \( A \) have a DEU representation, then the one-switch property is equivalent to the weak one-switch property.
4.3.2 The weak one-switch property for dated outcomes and impatience

In this section we consider preferences $\succ$ on $A_1$ and return to the initial assumption that $X = [0, \infty)$.

**Definition 4.22.** We say that $\succ$ exhibits the weak one-switch property for dated outcomes if $\succ$ exhibits the weak one-switch property on $A_1$.

The following proposition gives a partial characterisation of the weak one-switch property for dated outcomes.

**Proposition 4.23.** Let $\succ$ restricted to $A_1$ has a DU representation. Then preferences $\succ$ exhibit the weak one-switch property for dated outcomes if $\succ$ exhibit DI or II.

**Proof.** We show that if $\succ$ exhibits II or DI it must also exhibit the weak one-switch property for dated outcomes. The proof is by contradiction. Suppose that for some $(x,t), (y,s) \in A_1$ and some $\sigma, \varepsilon$ such that $0 < \sigma < \varepsilon$ we can have:

\begin{align*}
(x,t) &\succ (y,s), & (4.32) \\
(x,t + \sigma) &\prec (y,s + \sigma), & (4.33) \\
(x,t + \varepsilon) &\succ (y,s + \varepsilon). & (4.34)
\end{align*}

W.l.o.g. assume that $t < s$. Then we also must have that $x < y$, otherwise (4.33) contradicts impatience and monotonicity. By continuity we can find $s' \in (t, s)$ such that $(x,t) \sim (y,s')$. Therefore, by II we have $(x,t + \sigma) \succ (y,s' + \sigma)$. By impatience, $(y,s' + \sigma) \succ (y,s + \sigma)$, hence, by transitivity, $(x,t + \sigma) \succ (y,s + \sigma)$, which is a contradiction to (4.33). Therefore, we have shown that if $\succ$ does not satisfy the one-switch property for dated outcomes it also does not exhibit II.

The proof for DI is analogous. Indeed, consider $(x,t + \sigma) \prec (y,s + \sigma)$, with $t < s$, $x < y$, as before. By continuity we can find $s'' > s$ such that $(x,t + \sigma) \sim (y,s'' + \sigma)$. Since $\varepsilon > \sigma$, let $\varepsilon = \sigma + \gamma$ for some $\gamma > 0$. From the equivalence $(x,t + \sigma) \sim (y,s'' + \sigma + \gamma)$ it follows by DI that $(x,t + \sigma + \gamma) \preceq (y,s'' + \sigma + \gamma)$, or, equivalently, $(x,t + \varepsilon) \preceq (y,s'' + \varepsilon)$. Since $s'' > s$, impatience implies that $(y,s'' + \varepsilon) \prec (y,s + \varepsilon)$. Therefore, we must have $(x,t + \varepsilon) \prec (y,s + \varepsilon)$, which brings us to a contradiction to (4.34). \qed

We have not been able to establish the converse to Proposition 4.23. The arguments used in Lemma 4.11 do not adapt straightforwardly to the present situation. However, Proposition 4.23, together with previous characterisation of the one-switch property for dated outcomes (Lemma 4.11), already imply that the one-switch property for dated
outcomes and the weak one-switch property for dated outcomes are not equivalent for intertemporal preferences with a DU representation.

4.4 Discussion

First of all, this chapter fills a gap in Bell’s original characterisation [12, Proposition 8] of discount functions compatible with the one-switch property for sequences of dated outcomes. We showed that functions of the linear times exponential form also have this property and that such discount functions exhibit strictly increasing impatience. Although decreasing impatience is commonly found in experiments [33], there is also much evidence for increasing impatience (see, for example, [11], [77]). To the best of our knowledge, the linear times exponential function has not been used in the literature on time preferences before. Therefore, we introduce a new type of a discount function that accommodates strictly increasing impatience and the one-switch property.

With regard to sums of exponentials, there has recently been some interest in this type of a discount function. In their experiments, McClure et al. [54] used magnetic neuro-images of individuals’ brains to study intertemporal choice. They found that making a decision is a result of the interaction of two separate neural systems with different levels of impatience. To describe the involvement of these two brain areas in discounting, they suggested sum of exponential discount functions which they refer to as double exponential discounting. The recent empirical study by Cavagnaro et al. [20] demonstrates that double exponential discounting provides a better fit to actual time preferences than exponential, quasi-hyperbolic, proportional hyperbolic and generalized hyperbolic discounting.

A second contribution of this chapter is to clarify the definition of the original one-switch rule introduced by Bell [12], by considering two definitions: the weak one-switch property and the (strong) one-switch property. We demonstrate that if $X$ is a mixture set and if preferences have a DEU representation, then the one-switch property is equivalent to the weak one-switch property.

Third, we prove that if preferences have a DU representation, then preferences exhibit the one-switch property for dated outcomes if and only if they exhibit either strictly increasing impatience, or strictly decreasing impatience, or constant impatience. A partial analogue is obtained for the weak one-switch property for dated outcomes. That is, the preferences exhibit the weak one-switch property for dated outcomes if they exhibit increasing impatience or decreasing impatience.
This thesis investigated three topics in intertemporal choice: axiomatization of time preferences, aggregation of time preferences with decreasing impatience and the effect of delay on preferences for sequences of outcomes. We used various time preference frameworks in this thesis with preferences being expressed over consumption streams (the discrete time setting) or single dated outcomes and sequences of dated outcomes (in the continuous time setting). We also considered deterministic and stochastic outcomes.

In Chapter 2 we demonstrated that if we adopt the Anscombe and Aumann [8] framework, adapted to an intertemporal setting, then we can get simple specializations of the AA representation to exponential and quasi-hyperbolic discounting in finite and infinite horizons. To obtain these representations separability must be assumed.\(^1\) The mixture independence axiom, while a strong assumption, gives a nice short-cut to the desired separability and allows us to replace a set of independence conditions of different types with a single axiom. As a result, application of the AA representation theorem gave us a simple axiomatization for exponential and quasi-hyperbolic discounting with relatively straightforward proofs. This is an advantage of our axiomatization system compared to [44] and [58]. It is worth mentioning that the AA set-up was previously used in the time preferences context by Wakai [79] to axiomatize preferences for spread-

\(^1\)Note that the assumption of separability is considered to be controversial as it is empirically questionable [64], [80], [27].
ing bad and good outcomes evenly over time (which is a completely different type of preferences).

The results of Chapter 3 extend our knowledge of discounting behaviour in a group setting or when there is some uncertainty about the appropriate discount function. The set-up of Chapter 3 considers preferences over single dated outcomes rather than over consumption streams. This chapter highlighted and clarified the existing inconsistency in the time preference literature on the terminology of decreasing impatience and present bias. This study analysed convenient instruments (time preference rate, index of DI) introduced by Prelec [63] for characterising different types of impatience (DI/II, strictly DI/strictly II) and comparing them among different decision-makers. The key contribution of Chapter 3 is a generalization of the result of Prelec [63] and Jackson and Yariv [46] on the aggregation of discount functions. For discount functions from the same DI class, we proved that the aggregated discount function is strictly more DI than each of the individual discount functions. Under additional smoothness assumptions, we study mixtures of arbitrary discount functions. Using Prelec’s [63] Index of DI as a local measure of DI at each point of time, we demonstrated that the index of the mixed discount function is always weakly larger than the minimum of the indices of the component functions. Another contribution of this chapter is an analogue of Weitzman’s result [81] on the aggregation of exponential discount functions for the case of hyperbolic discounting. We showed that the hyperbolic result is very different to the exponential case. The long term certainty-equivalent hyperbolic discount rate is the weighted harmonic mean of the possible hyperbolic discount rates.

Chapter 4 enhances our understanding of the effect of attitude to delay on the shape of the discount function. More precisely, we study the one-switch property, which allows the preference ranking between two sequences of dated outcomes to switch at most once as delay increases. Recall from Chapter 3 that the sum of exponential discount function exhibits strictly DI. The research question of Chapter 4 was motivated by what can be considered as an inverse problem: what property of time preferences (without assuming the aggregation this time) implies that the discount function should be a sum of exponentials? In fact, such a characterisation already existed in the work of Bell [12], though this seems not to be widely known. Bell [12] mainly analyses risk preferences, where the one-switch property refers to the effect of wealth on lottery preference, but he also has a lesser known section that adapts his results to the intertemporal context. Given the recent interest in the experimental literature [20, 54] in the sum of exponential discount functions, Bell’s result suggests that the one-switch property may provide useful motivation for this type of discounting. However, in Chapter 4 we show that the one-switch property is also compatible with another form of discount function: the linear times exponential. To the best of our knowledge, this type of discount
function has not been previously used in intertemporal context. As demonstrated in the chapter, linear times exponential discount functions exhibit strictly II. While strictly II has not been a very frequent experimental observation [33], some recent empirical findings support this type of impatience [77, 74, 16]. We also analysed the distinction between the weak one-switch property and the (strong) one-switch property in the time preference context. While this distinction is inconsequential in the risk set-up with an expected utility representation, matters are not so clear for the intertemporal context, even assuming a discounted utility representation. We showed, however, that these two properties are equivalent in a set-up analogous to that of Anscombe and Aumann [8]. This is a continuous-time version of the set-up used in Chapter 2.

In terms of recommendations for further research work, Chapter 4 has thrown up a few questions in need of investigation.

Identifying axiomatic foundations for discounted expected utility (DEU) is one of the most interesting open questions. We are not familiar with any axiomatic system justifying this type of representation of time preferences in a continuous time environment. Another natural progression of this work would be to examine the role of separability and mixture linearity in the results. Another open question is whether the weak and strong one-switch properties are equivalent beyond the AA setting. A related question is how to characterise the weak one-switch property for dated outcomes in terms of impatience.

We have only been able to provide a partial answer to the question posed above: what preference property implies sum of exponential discounting? Our results imply that the one-switch property and DI suffice, but are not necessary. Finding the necessary conditions for sum of exponential discounting can be another direction of future work.

It would be interesting to characterise a different one-switch property: one in which the switch occurs between increasing and decreasing impatience as delay increases (see [77] for experimental evidence on this behaviour). It seems natural to assume that relaxing the one-switch property for sequences of dated outcomes to the double-switch property might accommodate such behaviour. Further research needs to be carried out to explore this idea and define the representation.

The one-switch property seems attractive from theoretical point of view, so it is of some interest to test it empirically in the time preference context. The experiments conducted by Ola and Strzalecki [58] are close to testing the one-switch property but not exactly the same. The difference is that in their experimental set-up an outcome at the first period always remains fixed while the rest of the sequence of dated outcomes is delayed. Designing and carrying out experiments to study the effect of delay on the ranking of sequences of dated outcomes might be a fruitful area for further work.
There are also a few avenues for further research based on other chapters. One possible extension of the work in Chapter 2 is axiomatization of generalized hyperbolic discounting in the AA set-up. An obvious extension of Chapter 3 is the analysis of certainty equivalents for mixtures of discount functions with two parameters, such as generalized hyperbolic discounting or quasi-hyperbolic discounting.
Appendix A: Illustrations for the proof of Proposition 4.20

In this appendix we provide the illustrations to accompany the proof of Proposition 4.20. Note that for all the figures in the appendix only the sign (but not the value) of a vertical coordinate of a point is relevant.

\[ \Delta_3(\sigma) = \lambda \Delta_2(\sigma) + (1 - \lambda) \Delta_1(\sigma) \]

Figure A.1: The mixture of \( \Delta_2(\sigma) \) and \( \Delta_1(\sigma) \) (with small \( \lambda \))
Figure A.2: Function $\Delta_3(\sigma)$ equals zero at one point or at the interval

Figure A.3: Transformation of $\Delta_3(\sigma)$ to $\tilde{\Delta}_3(\sigma)$, and then with the new values at indicated $\sigma_1, \sigma_2, \sigma'$
Figure A.4: The mixture of $\tilde{\Delta}_3(\sigma)$ and $\Delta_1(\sigma)$ (with small $\lambda$) produces a double switch
Figure A.5: Transformation of $\Delta_3(\sigma)$ to $\bar{\Delta}_3(\sigma)$ with the new values at $\sigma_1, \sigma_2, \sigma_2^*, \sigma'$
\[ \Delta_3(\sigma) \]

\[ \tilde{\Delta}_3(\sigma) = \lambda \Delta_3(\sigma) + (1 - \lambda)\Delta_3(\sigma) \]

Figure A.6: The mixture of \(\tilde{\Delta}_3(\sigma)\) and \(\Delta_3(\sigma)\) (with small \(\lambda\)) at the three points \(\sigma_2, \sigma_1^*, \sigma_2^*\).
Figure A.7: The mixture of $-\Delta_2(\sigma)$ and $\bar\Delta_4(\sigma)$ (with small $\lambda$) produces a double switch. It is sufficient to consider the value of $\Delta_5(\sigma)$ at the three points $\sigma_2, \sigma_1^*, \sigma_2^*$. 

$\Delta_5(\sigma) = -\lambda \Delta_2(\sigma) + (1 - \lambda) \bar\Delta_4(\sigma)$
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