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ABSTRACT

Autonatic rn--eraction Detection (A.I.D.) is the name of a comPuter

program, first used in the sociaL sciences, to find the interaction

betweenasetofpredictorvariab1esandasing1edependentvariab1e

The program proceeds rn stages, and at each stage the categories of a

predictor variabl.e inJuce a split of the dependent variable into two

groups, so tha'- the between groups sum of squares ( gSS ) is a narcimum'

In this way, the op'dinun sptit defines the interaction between predictor

and dependent variabre, and the criterion Bss is taken as a measure

of the explanatory Power of the split

one of the strengths of A.I.D. is that this interaction is estab-

lished without any reference to a specific nodel, and for thi's reason

it is widely used in practice. However this strength is also its weak-

ness; with no nodel there is no measure of its significance' Barnard

(1974) has said:

f:... nowadays with more and more aPParently sophis-

ticated cornputer prograns for social science, failure

to take account of possible sarnpling fluctuations is

leading to a glut of unsound analyses " ' I have in

nind procedures such as A.I.D., the autornatic inter-

action detector, which guarantees to get significance

out of any data whatsoever- Methods of this kind

require validation ...':



The ain of this thesis is to supply Part of that validation by invest-

igating the null distribution of the optinr.rn . BSS for a singl.e

predictor at a single stage of A.I.D., so that the significance of any

particular split can be judged. The problen of the overall significance

of a coutplete A.I.D. analysis, combining nany stages' stil.l remains to

be solved.

In Chapter 1 the A.I.D. rnethod is described in nore detail and an

exa:nple is presented to il.lustrate its use. A nulL hypothesis that the

dependent variable observations have independent and i.dentical normal'

distributions is proposed as a model for no interaction. In Chapters

2 and 3 the null distributions of the optirnr.rn 3SS for a single

predictor are derived and tables of percentage points are given. In

Chapter 4 the norrnal assumptibn is dropped and non-Paranetric A.I.D.

criteria, based on ranks, are proposed. Tables of percentage points,

found by direct enumeration and by Monte Carlo nethods, are given. In

Chapter 5 the exanple presented in Chapter 1 is used to illustrate the

application of the theory and tables in Chapters 2, 3 and "i and some

final conclusions are drawn.
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