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Discussion

Tab 1. FDAS Module Parameters

Parameter Description Value } Q
B Number of beams 1000~2000 Res I& | OpenCL based Altera FPG
Number of complex B , development is applied ,
N samples in 2% | g The number of DSP blocks is a great
one data group -\ barrier for SPF multiplications
M Number of templates 84 » Altera SDK for OpenCL# version 15.0.0.145 -
Number of average , . * Loop pipelining and complete unroll of
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