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ABSTRACT

Myocardial stiffness is an important determinant of cardiac function, and significant increases in global stiffness are thought to be associated with some forms of diastolic heart failure. Although magnetic resonance elastography (MRE) has been used to estimate isotropic stiffness in the heart, myocardium has anisotropic material properties with greatest stiffness along the fibre direction. This thesis investigated two methods for determining global transversely isotropic material properties from MRE displacement fields using the finite element model update (FEMU) method and the optimised virtual fields method (VFM).

A geometrically accurate finite element model of a canine left ventricle (LV) was developed and fibre directions measured from histology were interpolated at element locations. The model was used to simulate harmonic steady-state motion in Abaqus (Chapter 3). The simulated displacements for the LV model were used to validate the boundary value FEMU method for a transversely isotropic material model (Chapter 4). Identifiability of transversely isotropic material properties was assessed in both the LV model and MRE displacement fields measured from an isotropic phantom. While the FEMU method was able to identify all parameters, this iterative method was computationally expensive and required selection of noisy pixel data as boundary conditions.

A second method, the optimised VFM (Chapters 5 and 6), was implemented, which does not require the application of boundary conditions. The VFM was tested with a cantilever beam model, the canine LV model and isotropic phantom MRE data. Two transversely isotropic material model formulations were implemented with the VFM to estimate three and five material properties, respectively. The VFM approach was found to achieve good results but was largely dependent on the loading conditions. Young’s moduli and Poisson’s ratio were less accurately estimated than when applying the FEMU method.

In conclusion, this thesis utilised two inversion methods, the FEMU method and optimised VFM, to estimate transversely isotropic material properties from simulated and experimental MRE displacements. The thesis illustrates the challenges of identifying anisotropic material properties from MRE, including the dependence on the loading conditions. Future work should include MRE experiments with an anisotropic phantom to further validate the optimised VFM as an inversion method.
ACKNOWLEDGEMENTS

I would firstly like to thank my supervisors, Professor Alistair Young, Professor Martyn Nash and Dr. Brett Cowan for their support, feedback and guidance. I am so grateful to Alistair, not only for the suggestions on my manuscripts, presentations and thesis, but also for the many moments when he sat down with me to work through the mathematics in a paper or checked over my code. His open-door policy and involvement in my research project created an ideal working environment over the past four years. Brett was always there to bring me back to the bigger question - "Why is any of this important?" His feedback in our weekly lab meetings was invaluable. Martyn’s challenging questions and extremely detailed suggestions on all of my work pushed me to present my best work possible. But in addition, his continuous words of encouragement gave me confidence at moments when I needed it most. To all of them, thank you.

I would also like to deeply thank Dr. Arunark Kolipaka at Ohio State University. Without him, this project would not have been initiated or possible. Our conversations on Skype were invaluable and gave a necessary link to and understanding of the field of elastography. Also, all phantom MRE images used in this thesis were acquired by Dr. Kolipaka. Additionally, his PhD student, Dr. Ria Mazumder, was extremely helpful throughout my project and was kind enough to host me on one of my visits to Ohio State University.

Next, I’d like give the warmest thanks to all past and present students, interns, post-docs and analysts working in AMRG. They have provided laughter, lunch-time banter, Friday drinks, weekend adventures, escape rooms and overall fun in the last four years. The list of people includes (but is not limited to): Charlène, Susann, Beau, Augustin, Kat, Cyril, Pau, Avan, Mark, Eric, Julianna, Clémence, Konrad, Lorraine, Sergio, Nils and all the others! I have to give a special thanks to Cyril and Charlène for letting me practice speaking French with them (and for checking over my homework). Beyond my PhD, this experience has blessed me with life-long friendships.

I would also like to thank Vicky, Jenny and Bianca at ABI for providing invaluable help (with Cmgui, Cmiss and CM). Additionally, they were all fantastic conference buddies at FIMH, Medsci, CMBE, Cardiac Physiome and others. I am particularly grateful to Vicky for her willingness and availability to help whenever needed.

In New Zealand, I have been lucky to have found a great group of friends who have
been extremely encouraging and were always there to provide more balance in my life. But more than that, they were even willing to help with proofreading my thesis. Thank you to Kirsten, Adam, Shanyn, Franzi, Sarisha and Sam.

I am also thankful for supportive parents who always encouraged me to challenge myself but let me know very clearly that their love was not conditional on the acceptance of a manuscript or the success of a conference presentation. I am also thankful to them for putting up with me living more than 12,000 km away for the past eight years.

Finally, I am beyond grateful to my husband, Yann. Despite the fact that when we first started dating nearly six years ago he said, ”I’m done dating students,” he has been my ultimate cheerleader. He followed me across the world when I decided to come to New Zealand and has been there to celebrate every success and be a shoulder in every difficult moment. He has been my rock and I am incredibly thankful to have him by my side.
## CONTENTS

Abstract iii  
Acknowledgements v  
Contents vii  
List of Figures x  
List of Tables xiv  
Glossary of Acronyms xv  

### 1 Introduction  
1.1 Objectives ......................................................... 2  
1.2 Outline and Research Contributions ............................... 2  

### 2 Background  
2.1 Role of Cardiac Tissue Stiffness ................................. 5  
2.2 Measuring Cardiac Tissue Stiffness ............................... 5  
2.2.1 Ex vivo Stiffness Measurements ............................... 6  
2.2.2 In Vivo Stiffness Measurements ............................... 7  
2.3 Elastography ......................................................... 9  
2.3.1 Ultrasound Elastography ....................................... 10  
2.3.2 MR Elastography ................................................ 10  
2.3.3 Inversion Algorithms ........................................... 12  
2.3.4 Material Models  ................................................ 18  
2.3.4.1 Viscoelastic Parameter Estimation .......................... 18  
2.3.4.2 Isotropic Parameter Estimation ............................. 19  
2.3.4.3 Transversely Isotropic Parameter Estimation .......... 19  
2.3.4.4 Orthotropic Parameter Estimation ........................ 25  
2.3.5 Muscle Elastography ............................................. 27  
2.3.6 Cardiac Elastography ........................................... 28
2.4 Limitations and Gaps in Knowledge .................................................. 32

3 Finite Element Model Update Method ............................................. 35
   3.1 Finite Element Methods for Steady State Harmonic Problems ........ 35
      3.1.1 Principle of Virtual Work ................................................. 35
      3.1.2 Finite Element Method ................................................... 36
      3.1.3 Development of a First Order Hexahedral Mesh of a Canine Left
            Ventricle ................................................................. 37
      3.1.4 Elements ................................................................. 42
      3.1.5 Steady-State Harmonic Motion ......................................... 44
   3.2 FEMU Isotropic Method Validation ............................................. 46
      3.2.1 Isotropic Phantom MRE Experiment .................................. 46
      3.2.2 Stiffness Estimate: FEMU .............................................. 49
      3.2.3 Stiffness Estimate: Directional Filter + LFE ......................... 51

4 Identifiability of Transversely Isotropic Material Properties from MRE ... 55
   4.1 Methods ................................................................................. 56
      4.1.1 Linear Elastic Constitutive Model ...................................... 56
      4.1.2 Finite Element Modelling and Simulations ......................... 58
      4.1.3 Determinability of Material Parameters ............................. 59
   4.2 Results .................................................................................. 60
      4.2.1 Isotropic Phantom .......................................................... 60
      4.2.2 Anisotropic Left Ventricle Simulations ............................. 61
      4.2.3 Anisotropic Parameter Estimation from the Isotropic Phantom .. 63
   4.3 Discussion ............................................................................. 65

5 Isotropic Virtual Fields Method ...................................................... 69
   5.1 Analytic Virtual Fields Method .................................................. 69
      5.1.1 Formulation .................................................................. 69
      5.1.2 Results .......................................................................... 72
         5.1.2.1 Beam Simulations .................................................... 73
         5.1.2.2 Isotropic Phantom MRE ............................................ 77
   5.2 Optimised Virtual Fields Method .............................................. 81
      5.2.1 Formulation .................................................................. 81
      5.2.2 Results .......................................................................... 85
         5.2.2.1 Beam Simulations .................................................... 85
         5.2.2.2 Isotropic Phantom MRE ............................................ 95
         5.2.2.3 Left Ventricle Simulations ...................................... 96
   5.3 Discussion ............................................................................. 101

viii
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Anisotropic Optimised Virtual Fields Method</td>
<td>105</td>
</tr>
<tr>
<td>6.1</td>
<td>Formulation and Implementation</td>
<td>106</td>
</tr>
<tr>
<td>6.1.1</td>
<td>Five Parameter Model</td>
<td>106</td>
</tr>
<tr>
<td>6.1.2</td>
<td>Three Parameter Model</td>
<td>110</td>
</tr>
<tr>
<td>6.1.3</td>
<td>Implementation</td>
<td>111</td>
</tr>
<tr>
<td>6.2</td>
<td>Results</td>
<td>114</td>
</tr>
<tr>
<td>6.2.1</td>
<td>Beam Simulations</td>
<td>114</td>
</tr>
<tr>
<td>6.2.2</td>
<td>Isotropic Phantom MRE</td>
<td>120</td>
</tr>
<tr>
<td>6.2.3</td>
<td>Left Ventricle Simulations</td>
<td>124</td>
</tr>
<tr>
<td>6.3</td>
<td>Discussion</td>
<td>134</td>
</tr>
<tr>
<td>7</td>
<td>Conclusions</td>
<td>139</td>
</tr>
<tr>
<td>7.1</td>
<td>Summary</td>
<td>139</td>
</tr>
<tr>
<td>7.2</td>
<td>Contributions to the Field</td>
<td>141</td>
</tr>
<tr>
<td>7.3</td>
<td>Limitations</td>
<td>141</td>
</tr>
<tr>
<td>7.4</td>
<td>Future Work</td>
<td>142</td>
</tr>
<tr>
<td>A</td>
<td>Finite Element Strain Formulations</td>
<td>143</td>
</tr>
<tr>
<td>B</td>
<td>Parameter Variance Matrices</td>
<td>151</td>
</tr>
<tr>
<td>C</td>
<td>Constraints on Virtual Displacements</td>
<td>161</td>
</tr>
<tr>
<td>D</td>
<td>Anisotropic Damping Coefficients</td>
<td>167</td>
</tr>
<tr>
<td>References</td>
<td></td>
<td>177</td>
</tr>
</tbody>
</table>
LIST OF FIGURES

2.1 PV loop .......................................................... 8
2.2 "Family" of PV loops ........................................... 8
2.3 MRE sequence example ......................................... 10
2.4 MRE scanning setup ............................................. 11
2.5 Example manual stiffness calculation ......................... 14
2.6 Transversely isotropic material ................................ 19
2.7 Transversely isotropic material parameters related to the material orientation . 21

3.1 Canine LV model from CIM .................................... 37
3.2 Element refinement directions ................................... 38
3.3 Canine LV model showing bunching of apical elements ...... 38
3.4 Mesh refinement steps with apical derivative correction ...... 40
3.5 Re-meshing the apex ............................................. 41
3.6 Resulting element volumes before and after equipotential smoothing .... 41
3.7 LV model with varying element types .......................... 43
3.8 Hourglassing example .......................................... 43
3.9 A graphical representation of the complex load/response. ........ 45
3.10 MRE displacement encoding directions ....................... 47
3.11 Four phase offset images ........................................ 48
3.12 Fitting a sine curve to the phase offsets ....................... 49
3.13 Two phantom meshes .......................................... 50
3.14 Band pass Butterworth and directional filters ................. 51
3.15 Band pass Butterworth and directional filters applied to phantom data . 51
3.16 Phantom LFE stiffness map ..................................... 52

4.1 LV finite element model .......................................... 58
4.2 Phantom isotropic parameter sweep ............................ 61
4.3 LV time-discretised displacement map .......................... 61
4.4 LV objective function ............................................ 62
4.5 LV results from Monte Carlo experiment ........................ 63
4.6 Anisotropic phantom parameter sweep .......................... 64
<table>
<thead>
<tr>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>Beam: Simulated harmonic displacements in a cantilever beam model</td>
</tr>
<tr>
<td>5.2</td>
<td>Analytic VFM: Box plots of estimated parameters with varying wave numbers</td>
</tr>
<tr>
<td>5.3</td>
<td>Analytic VFM: Box plots of estimated parameters with varying Gaussian noise</td>
</tr>
<tr>
<td>5.4</td>
<td>FEMU method: results of varying amount of Gaussian noise</td>
</tr>
<tr>
<td>5.5</td>
<td>FEMU method: results of varying amount of Gaussian noise with fixed Poisson’s ratio</td>
</tr>
<tr>
<td>5.6</td>
<td>Analytic VFM: Phantom virtual displacement field and measured displacement field</td>
</tr>
<tr>
<td>5.7</td>
<td>Analytic VFM: Phantom MRE results per image layer</td>
</tr>
<tr>
<td>5.8</td>
<td>Analytic VFM: Phantom shear moduli shown with measured displacement fields</td>
</tr>
<tr>
<td>5.9</td>
<td>Analytic VFM: Phantom damping coefficients shown with measured displacement fields</td>
</tr>
<tr>
<td>5.10</td>
<td>Example of optimised virtual displacement fields</td>
</tr>
<tr>
<td>5.11</td>
<td>Discretised Optimised VFM: Shear moduli from beam simulation</td>
</tr>
<tr>
<td>5.12</td>
<td>Discretised Optimised VFM: Shear moduli and viscoelastic damping from beam simulation</td>
</tr>
<tr>
<td>5.13</td>
<td>Discretised Optimised VFM: Box plots of displacements at discretised time points</td>
</tr>
<tr>
<td>5.14</td>
<td>Optimised VFM: Beam loading test</td>
</tr>
<tr>
<td>5.15</td>
<td>Optimised VFM: Beam loading test sensitivity</td>
</tr>
<tr>
<td>5.16</td>
<td>Optimised VFM: Resulting estimated shear moduli from a beam loading test with added Gaussian noise</td>
</tr>
<tr>
<td>5.17</td>
<td>Optimised VFM: Resulting estimated damping coefficients from a beam loading test with added Gaussian noise</td>
</tr>
<tr>
<td>5.18</td>
<td>Optimised VFM: Mean estimated moduli from the beam Monte Carlo experiment plotted versus normalised sensitivity values</td>
</tr>
<tr>
<td>5.19</td>
<td>Optimised VFM: Standard deviation of estimated moduli from the beam Monte Carlo experiment plotted versus normalised sensitivity values</td>
</tr>
<tr>
<td>5.20</td>
<td>Optimised VFM: Phantom MRE results</td>
</tr>
<tr>
<td>5.21</td>
<td>Optimised VFM: LV reference model with anterior and apical node sets</td>
</tr>
<tr>
<td>5.22</td>
<td>Optimised VFM: LV loading test sensitivity</td>
</tr>
<tr>
<td>5.23</td>
<td>Optimised VFM: LV model results with noise</td>
</tr>
<tr>
<td>5.24</td>
<td>Optimised VFM: Mean estimated moduli from the Monte Carlo experiment plotted versus normalised sensitivity values</td>
</tr>
<tr>
<td>5.25</td>
<td>Optimised VFM: Standard deviation of estimated moduli from the Monte Carlo experiment plotted versus normalised sensitivity values</td>
</tr>
<tr>
<td>5.26</td>
<td>Optimised VFM: LV (loading case #60) results with varying amounts of noise</td>
</tr>
<tr>
<td>5.27</td>
<td>Optimised VFM: LV simulation (#58) results with varying amounts of noise</td>
</tr>
</tbody>
</table>
5.28 Optimised VFM: LV model standard deviations plotted versus the amount of Gaussian noise added to reference displacements ................................. 101

6.1 Beam loading faces ............................................................................. 112
6.2 Cylindrical phantom and two material orientations ................................. 113
6.3 LV finite element model illustrating a) anterior surface nodes, b) apical surface nodes and c) fibre field measured from histology. .................................. 114
6.4 Beam: Histogram of five parameters estimated from loading test ............. 115
6.5 Beam: Histogram of three parameters estimated from loading test ........... 115
6.6 Beam: Plot of normalised sensitivity values for the five-parameter formulation 116
6.7 Beam: Plot of normalised sensitivity values for the three-parameter formulation 117
6.8 Beam: Simulations used for noise analysis ............................................. 118
6.9 Beam: Resulting estimated moduli from five-parameter estimation of Monte Carlo experiment ................................................................. 119
6.10 Beam: Resulting estimated moduli from three-parameter estimation of Monte Carlo experiment ................................................................. 120
6.11 Phantom: Resulting estimated moduli from five-parameter formulation applied to all phantom sub-regions ..................................................... 122
6.12 Phantom: Resulting estimated moduli from three-parameter formulation applied to all phantom sub-regions ..................................................... 122
6.13 Phantom: Plot of normalised sensitivity values for the five-parameter formulation 123
6.14 Phantom: Plot of normalised sensitivity values for the three-parameter formulation ..................................................... 123
6.15 LV: Plot of normalised sensitivity values for the five-parameter formulation 125
6.16 LV: Plot of normalised sensitivity values for the three-parameter formulation 125
6.17 LV: Simulations used for noise analysis ................................................. 126
6.18 LV: Resulting estimated moduli from five-parameter estimation of Monte Carlo experiment ................................................................. 128
6.19 LV: Resulting estimated moduli from three-parameter estimation of Monte Carlo experiment ................................................................. 128
6.20 LV: Results from MC simulation with varying amounts of noise using five-parameter formulation ................................................................. 130
6.21 LV: Results from MC simulation with varying amounts of noise using three-parameter formulation ................................................................. 130
6.22 LV: Coefficients of variation compared for five- and three-parameter formulations 131
6.23 LV: Normalised parameter sensitivity versus excitation frequency ........... 132
6.24 LV: Resulting estimated moduli from five-parameter estimation of Monte Carlo experiment over varying frequencies ................................. 134
6.25 LV: Resulting estimated moduli from three-parameter estimation of Monte Carlo experiment over varying frequencies ........................................ 134
A.1 FEM Coordinate Systems ....................................................... 144
A.2 Phantom element type results .................................................. 150
D.1 Beam: Histogram of damping coefficients estimated from loading test using five-parameter formulation .................................................. 168
D.2 Beam: Histogram of damping coefficients estimated from loading test using three-parameter formulation .................................................. 168
D.3 Beam: Estimated damping coefficients from five-parameter Monte Carlo simulation with Gaussian noise .................................................. 169
D.4 Beam: Estimated damping coefficients from three-parameter Monte Carlo simulation with Gaussian noise .................................................. 169
D.5 Phantom: Resulting damping coefficients from five-parameter formulation in phantom all subzones ...................................................... 170
D.6 Phantom: Resulting damping coefficients from three-parameter formulation in phantom all subzones ...................................................... 170
D.7 LV: Histogram of damping coefficients estimated from loading test using five-parameter formulation .................................................. 171
D.8 LV: Histogram of damping coefficients estimated from loading test using three-parameter formulation .................................................. 171
D.9 LV: Estimated damping coefficients from five-parameter Monte Carlo simulation with Gaussian noise .................................................. 172
D.10 LV: Estimated damping results from three-parameter Monte Carlo simulation with Gaussian noise .................................................. 172
D.11 LV: Estimated damping coefficients from Monte Carlo simulation with varying amounts of noise using five-parameter formulation .................................................. 173
D.12 LV: Estimated damping coefficients from Monte Carlo simulation with varying amounts of noise using three-parameter formulation .................................................. 173
D.13 LV: Coefficients of variation for damping coefficients compared for five- and three-parameter formulations .................................................. 174
D.14 LV: Estimated damping coefficients from five-parameter estimation of Monte Carlo experiment over varying frequencies .................................................. 174
D.15 LV: Estimated damping coefficients from three-parameter estimation of Monte Carlo experiment over varying frequencies .................................................. 175
## List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Anisotropic MRE studies</td>
<td>27</td>
</tr>
<tr>
<td>2.2</td>
<td>Cardiac elastography studies. ED: end-diastole, ES: end-systole, NA: Not applicable.</td>
<td>30</td>
</tr>
<tr>
<td>3.1</td>
<td>Phantom FEMU results</td>
<td>51</td>
</tr>
<tr>
<td>4.1</td>
<td>Summary of optimality criteria determined from the Hessian of the objective functions at the minimum.</td>
<td>64</td>
</tr>
<tr>
<td>4.2</td>
<td>Results from material parameter estimations</td>
<td>64</td>
</tr>
<tr>
<td>6.1</td>
<td>Beam: Number of converged Monte Carlo simulations</td>
<td>120</td>
</tr>
<tr>
<td>6.2</td>
<td>Phantom: Number of converged simulations</td>
<td>121</td>
</tr>
<tr>
<td>6.3</td>
<td>LV: Number of converged simulations</td>
<td>127</td>
</tr>
<tr>
<td>6.4</td>
<td>LV: Superimposed wave fields</td>
<td>129</td>
</tr>
<tr>
<td>6.5</td>
<td>LV: Three-parameter superimposed field results</td>
<td>129</td>
</tr>
<tr>
<td>6.6</td>
<td>LV: Five-parameter superimposed field results</td>
<td>129</td>
</tr>
<tr>
<td>6.7</td>
<td>LV: Number of converged simulations for varying frequencies</td>
<td>133</td>
</tr>
</tbody>
</table>
GLOSSARY OF ACRONYMS

MRE  Magnetic Resonance Elastography
MRI  Magnetic Resonance Imaging
DTMRI Diffusion Tensor Magnetic Resonance Imaging
FEM  Finite Element Model
FEMU Finite Element Model Update
DF-LFE Direction Filter with Local Frequency Estimation
MMDI Multi-Model Direct Inversion
VFM  Virtual Fields Method
LV   Left Ventricle
Magnetic resonance elastography (MRE) is a means of non-invasively measuring the intrinsic stiffness of biological tissue [106]. MRE has been used to investigate the "effective" stiffness of myocardium at various points in the cardiac cycle without the need for catheterisation [41–45, 78, 80, 82, 100, 138, 163]. Most of these studies, however, assumed that the myocardium is infinite and isotropic, even though myocardium is known to have anisotropic material properties [34]. By assuming an infinite material, reflection and absorption of waves can be ignored, which will affect the accuracy of stiffness estimates [91]. Anisotropic properties of materials have also been studied using MRE, primarily in skeletal muscle [57, 61, 75, 115, 126], brain [3, 47, 129, 130], a variety of phantoms [25, 109, 125, 139, 151] and simulations [149, 150]. In these studies, either two, three, or five parameters were estimated to describe the anisotropic material properties. Fibre directions were either assigned using rule-based methods or using diffusion tensor MRI (DTMRI). With the development of DTMRI to examine cardiac fibre architecture, fibre information can be used in conjunction with MRE displacements in order to assess the patient-specific anisotropic properties of cardiac tissue [100]. Accurate estimation of transversely isotropic material properties requires the existence of both fast and slow shear waves within the medium [135, 139], which presents challenges in cardiac tissue due to the variable fibre orientations throughout the myocardium. Additionally, the thin wall of the myocardium creates a wave-guide effect [140], which makes the assumption of an infinite medium false. Once inversion methods are identified that can surpass these challenges, cardiac MRE can then be applied to investigate the progression of pathologies such as hypertensive heart failure by comparing the anisotropic stiffness parameters at various points in the development of the disease in order to gain a better understanding of the structural changes that occur.
1.1 Objectives

The objectives of this thesis are threefold:

1. Implement and validate a boundary value finite element model update (FEMU) inversion method for identifying global anisotropic material properties

2. Develop and validate a virtual fields method (VFM) for identifying global isotropic and anisotropic material properties

3. Implement both methods with simulated harmonic displacements in a realistic left ventricle (LV) model as well as MRE data from an isotropic phantom

1.2 Outline and Research Contributions

This thesis is organised as follows:

Chapter 2 presents the state of knowledge on magnetic resonance elastography and various inversion algorithms. Additionally, studies that have estimated anisotropic properties as well as myocardial stiffness are discussed.

Chapter 3 describes the development of a finite element analysis method simulating steady-state harmonic motion, which models harmonic displacement fields as seen in MR elastography experiments. A pipeline to create an LV model geometry from MRI cine images is discussed. The model is used throughout Chapters 4, 5 and 6. A validation of the FEMU method was carried out, in which estimated stiffness of an isotropic phantom was compared with stiffness estimates from two other common MRE inversion methods: a directional filter + local frequency estimation (DF-LFE) and a multi-model direct inversion (MMDI).

Chapter 4 presents results from the estimation of transversely isotropic material properties using the FEMU method from simulated displacements in a realistic left ventricular geometry embedded with myocardial fibre orientations. Additionally, a parameter identifiability study was carried out with simulated harmonic displacements using a left ventricular model as well as with isotropic experimental phantom data. Relative identifiability of the various material parameters is discussed. To the researcher’s knowledge, this is the first investigation of relative parameter identifiability of transversely isotropic material properties.

Chapter 5 investigates the use of the virtual fields method (VFM) to obtain a complex isotropic shear modulus from MRE displacement fields using both analytic as well
as optimised numeric virtual displacement fields. The method was tested with simulated harmonic displacements in a cantilever beam and left ventricular geometry. Varying amounts of Gaussian noise were added to the reference displacement fields. Then, both the analytic and optimised VFMs were applied with experimental MRE phantom displacement fields and results were compared with the results from the FEMU, DF-LFE and MMDI methods.

This chapter builds upon the methods implemented by Pierron et al. [117] and Connesson et al. [29]. In this chapter, the VFM is implemented with experimental MRE data with a clinically realistic image resolution (1 mm x 1 mm x 5 mm). Additionally, complex moduli, rather than time discretised viscoelastic parameters, are estimated, significantly reducing computation time and avoiding time dependency that was observed in both [117] and [29]. The method was tested with the complex LV geometry, illustrating its capability of solving the inverse problem in cardiac MRE experiments.

The influence of various loading conditions was tested with both the cantilever beam model and LV geometry. Parameter sensitivity values were used to quantify the relative sensitivity to noise of each loading configuration. It is shown that, even in the isotropic case, the accuracy in the estimation of a complex shear modulus and sensitivity to Gaussian noise, using the optimised VFM, is dependent on the loading configuration and waves present within the medium.

Chapter 6 presents two material model formulations that represent a transversely isotropic material. Using the first, all five independent parameters of the elasticity matrix are estimated using the optimised VFM. With the second, only three parameters are estimated, avoiding the estimation of a bulk modulus. As in Chapter 5, the two implementations were tested in harmonic simulations using a cantilever beam and left ventricular geometry as well as MRE phantom displacement fields. It is shown that not all parameters are equally sensitive to noise. Again, a loading test was carried out for both the cantilever beam and LV models, illustrating the importance of the loading applied (and resulting displacement field) in the identification of transversely isotropic material properties. The impact of the complex LV geometry is also discussed. The anisotropic VFM was tested with the isotropic phantom MRE data with two different arbitrarily assigned material orientations.

This is the first application of the optimised VFM to identify anisotropic material properties from MRE displacement fields. Two different material model formulations have been implemented, which both have unique strengths and weaknesses due to their differences in formulation. Many MRE inversion methods assume incompressibility in order to simplify the wave equation. The second material model
formulation presented allows one to separate components of stress due to the bulk wave and the shear wave, respectively, without making an assumption of incompressibility.

Chapter 7 summarises the conclusions from the use of the FEMU and VFM inversion methods, contributions to the field and future directions stemming from this research.
CHAPTER 2 — BACKGROUND

THIS chapter provides the motivation of the thesis and covers background information necessary for understanding the work in subsequent chapters. Firstly, the role of cardiac tissue stiffness in heart disease is reviewed, focusing on its role in diastolic heart failure. Then, different methods of measuring properties of myocardium are discussed. Finally, a review of magnetic resonance elastography (MRE) is provided, including inversion methods, applications to anisotropic materials as well as studies investigating myocardial properties.

2.1 Role of Cardiac Tissue Stiffness

Myocardial stiffness is an important determinant of cardiac function, and significant increases in global myocardial stiffness are thought to be associated with pathologies such as diastolic heart failure [170] and hypertensive heart disease (HHD) [16]. Animal models of heart failure show an increase in fibrosis and loss of tissue anisotropy in the left ventricular (LV) myocardium [89]. Patients with heart failure with preserved ejection fraction (HFPEF) present with impaired filling, possibly due to increased myocardial stiffness. The two most common changes that occur with HHD are thickening of the LV wall, known as LV hypertrophy, and fibrosis [16]. Cardiac fibrosis is marked by collagen growth within the myocardium, leading to a tissue-level increase in stiffness [16]. Therefore, myocardial stiffness could be an important diagnostic marker or measurement of disease progression for pathologies such as diastolic heart failure and HHD.

2.2 Measuring Cardiac Tissue Stiffness

In any method for estimating material properties, the underlying assumption is that the mechanical properties constrain the patterns of deformation. Given enough information (i.e.
loading force and boundary conditions), the mechanical properties are deducible from the deformation field. This section introduces and discusses methods available for estimating material properties of myocardium.

### 2.2.1 Ex vivo Stiffness Measurements

Once excised from the body, known deformations can be applied to myocardial tissue samples in order to estimate intrinsic material properties.

**Tensile Testing** For example, after excising myocardium, tensile testing can be carried out by attaching (e.g. clamping, gluing, suturing) the material or tissue of interest between two fixed ends. A prescribed deformation is applied by stretching one end (either prescribing the displacement or force applied). A force transducer at the opposite end measures the resulting force \( F \) exerted by the material resisting the stretch. The stress \( \sigma \) is then calculated as:

\[
\sigma = \frac{F}{A} \tag{2.1}
\]

where \( A \) is the estimated cross-sectional area of the specimen. The strain \( \epsilon \) is calculated as the ratio of the change in length \( \Delta L \) to the original length \( L_0 \).

\[
\epsilon = \frac{\Delta L}{L_0} \tag{2.2}
\]

The slope of the stress versus strain curve is related to the material stiffness. Tensile testing was performed in [5] to test the difference in material stiffness between healthy and infarcted myocardium. In a linear elastic material, the slope is referred to as the Young’s modulus. In a hyperelastic material, such as myocardium, the stress-strain curve is non-linear and can be approximated by an exponential function. The slope (instantaneous stiffness) increases as the amount of strain applied increases. In tensile testing, a cyclic load can be applied to measure viscous effects of the material.

Anisotropic materials exhibit varying stiffness depending on the material direction. Biaxial tensile testing can be used to measure the stress-strain relationships in two directions, simultaneously, by clamping the material on four sides and stretching in two orthogonal directions. Biaxial tensile testing performed on ex vivo canine and porcine myocardium [32, 53, 168] has revealed an anisotropic tissue stiffness with greatest stiffness along the fibre (myocyte) direction.

Using tensile testing to estimate material stiffness presents a few challenges. Firstly, measuring the cross-sectional area of a tissue sample is a non-trivial problem. Likewise, since the tissue is often destructed in the area where it is attached, changes in length are measured in a small portion of the tissue far from any edges. Therefore, optical methods
are often used for measuring the change in length. Thirdly, the method by which the sample is attached can have a large impact on the resulting stiffness estimates. Clamping has been shown to increase the apparent stiffness. Conversely, sutures are time consuming and may cause the tissue to tear during the experiment [53]. Other attachment methods include needles as well as hooks.

**Dynamic Mechanical Analysis** Dynamic mechanical analysis (DMA) and dynamic shear testing (DST) are nondestructive dynamic material tests that can measure the complex stiffness modulus of a material over a given range of frequencies. DMA applies an oscillatory stress ($\sigma$) to a sample and measures the resulting strain ($\epsilon$) and phase delay ($\phi$). From the strain and phase delay, a complex-valued shear modulus ($G^*$) is obtained.

$$G^* = \frac{\sigma}{\epsilon} \cos \phi + i \frac{\sigma}{\epsilon} \sin \phi$$ (2.3)

DMA requires careful selection of testing parameters, including sample thickness, compressive clamping strain, shear strain amplitude and shear strain rate. It has been shown that as the thickness of a sample and testing frequency increase, the estimated shear modulus may erroneously increase due to non-uniform shear deformation throughout the thickness. Therefore, the choice of sample thickness is imperative for estimating accurate material properties [128]. Both tensile testing and DMA require myocardial tissue samples to be excised from the body. One additional challenge lies in keeping the tissue viable and oxygenated as it has been shown that as tissue becomes deoxygenated, it increases in stiffness [74].

### 2.2.2 In Vivo Stiffness Measurements

Using available imaging modalities, *in vivo* deformations can be measured. Then, material properties can be estimated without removing tissue from the body.

**Strain** Material properties can be reconstructed from measured strains under static loading given that the loading stress is known. However, without known stresses, strain is often used as a surrogate marker for myocardial properties. Myocardial strain can be measured clinically using magnetic resonance image (MRI) tagging [105], displacement encoding with stimulated echos (DENSE) MRI [2], echocardiography [40, 154], or feature tracking [8]. Strain has been correlated with myocardial contractility [1] as well as diastolic stiffness [119]. Strain, however, is dependent on the pre-load. A larger strain may be indicative of a lower compliance or, alternatively, a larger end-diastolic pressure. Therefore, strain alone does not give a complete understanding of intrinsic material properties.
Compliance Estimation from PV Loop  The pressure-volume (PV) loop, is a plot of the LV cavity pressure versus LV volume at every point in the cardiac cycle. The four phases of the cardiac cycle, filling, isovolumetric contraction, ejection and isovolumetric relaxation, are shown in Figure 2.1.

![Figure 2.1: Pressure-volume loop over one cardiac cycle.](image1)

For a given cardiac cycle, there is one point which corresponds to end-diastole and one which corresponds to end-systole. Assuming a constant effective compliance and level of maximum contraction, multiple PV loops can be developed with varying loading conditions (e.g. increased end-diastolic volume). From this "family" of PV loops (Figure 2.2), the end-diastolic pressure volume relationship (EDPVR) and end-systolic pressure volume relationship (ESPVR) can be developed by drawing a curve which connects all end-diastolic points and end-systolic points, respectively.

![Figure 2.2: Multiple PV loops used to reconstruct the ESPVR and EDPVR curves](image2)

The EDPVR is non-linear and represents the passive physical properties of the LV chamber. Chamber stiffness (dP/dV) increases as end-diastolic pressure (or volume) increases. It is therefore dependent on pre-load. Conversely, the ESPVR is linear and characterises the properties of the chamber when the myocardium is maximally activated [20].
The slope of the ESPVR is called the end-systolic elastance.

Numerous studies have fitted curves (exponential, cubic or power law) to the EDPVR and used curve-fitting constants as measures of intrinsic properties of the myocardium. For example, investigating diastolic heart failure [122, 170], an exponential equation, \( P = Ae^{\beta V} \), was fit to three PV points and \( \beta \) was reported as the stiffness constant. Shifts in EDPVR can be reflective of changes in intrinsic properties, physiological remodelling or pathological remodelling. However, the EDPVR reflects the net effect of material properties and chamber structural properties (including cavity dimension and wall thickness). Therefore, it is not a direct measure of intrinsic myocardial stiffness.

**Finite Elasticity Simulation Method** One method to measure intrinsic properties of myocardium has been patient-specific biomechanical modelling [7, 59, 83, 162, 165]. A patient-specific finite element (FE) model is created by fitting an LV geometry to endo- and epicardial contours from MR images. With an initial estimate of material properties, the model is inflated to a known LV pressure, which corresponds to a known time point during diastolic filling. The pressures are typically measured via catheter in the LV cavity. The passive material stiffness is iteratively optimised by minimising the error between the simulated model LV displacement (or strain) between diastasis and end-diastole and the true LV displacement between these two time points (obtained from MRI). This method takes into account the patient-specific geometry, fibre orientation (rule-based or DTI) and hyperelastic material behaviour of myocardium, and thus provides intrinsic material properties of the myocardium. The greatest disadvantage of this method is that it relies on invasive pressure measurements, which are used to define the pressure loading conditions. This is an active area of research and methods differ in their application of boundary conditions, objective functions and material models.

### 2.3 Elastography

Elastography, a method that has been developed over the last two and a half decades, provides a means of non-invasively measuring tissue stiffness through imaging. Elastography involves a) inducing low-frequency vibrations (10 Hz - 1 kHz) in the material of interest, b) measuring the displacements through ultrasound, MRI, optical or another type of imaging and c) converting displacement fields to stiffness information through an inversion algorithm. Thus far, elastography has been applied to the detection of liver fibrosis [68, 169], cancer in the breast [102, 141] and prostate [73] as well as diagnosis of diseases in the brain [84, 129], cardiac and cardiovascular system [41, 98, 99] and musculoskeletal system [137]. The following sections outline ultrasound and MRI methods, but other modalities, such as optical coherence tomography [71, 146], are also available.
2.3.1 Ultrasound Elastography

Ultrasound and magnetic resonance elastography (MRE) are two imaging modalities readily used in clinical environments, both of which are suitable means of measuring harmonic displacements for stiffness reconstruction. Ultrasound elastography, although inexpensive compared to MRE, is constrained by limited acoustic windows of observation, low signal-to-noise ratios and lateral resolution. Many ultrasound elastography studies, like MR elastography, utilise external drivers at lower frequencies [64, 153] and encode displacement with ultrasound. Ultrasound elastography papers are numerous and diverse. For conciseness, only a few papers have been included in this chapter, namely those that have estimated material properties of myocardium and transversely isotropic materials. The inversion methods presented in this thesis are not restricted for use with MR elastography and can also be applied to ultrasound elastography measured displacement fields in the future.

2.3.2 MR Elastography

The experimental data analysed in this thesis was collected using MRI. MRE utilises a gradient echo or spin echo pulse sequence in conjunction with motion-sensitizing gradients which are synchronised with the mechanical driving frequency. An example of a generic MRE sequence is shown in Figure 2.3 [107]. The frequency of the MR gradients acts as a filter, retaining motion at that frequency and filtering out other harmonic displacements.

![Simplified diagram of an MRE sequence with the timing of the motion-sensitising gradients aligned with the timing of the external driver.](image)

**Figure 2.3:** A simplified diagram of an MRE sequence with the timing of the motion-sensitising gradients aligned with the timing of the external driver.

During an MRE scan, a passive driver is placed over the tissue of interest and the MR receiver coil is placed over the driver. An active pneumatic driver, typically a large speaker,
is set up outside the scan room and attached to the passive driver through plastic tubing. The active driver causes oscillating pressure against the drum head of the passive driver (Figure 2.4).

![Image of MRE setup](Figure 2.4: An illustration of an MRE setup showing a pig, MRI scanner, active driver and passive driver.)

The physics underlying MR elastography was originally described [106] and tested in a phantom [107] by Muthupillai et al. In the presence of a magnetic gradient, the phase shift (caused by the motion of the proton $H_1$) can be described as [17]:

$$\Phi = \gamma \int_0^\tau G_r(t) \cdot r(t) dt$$

(2.4)

where $\gamma$ is the gyromagnetic ratio (a characteristic of the nuclei); $\tau$ is the time duration of the gradients after excitation; $G_r(t)$ is a temporal function of the magnetic gradient; and $r(t)$ describes the position of the nuclear spin. If $r(t)$ describes linear motion (e.g. $r(t) = r_0 + v_0 t$), Equation (2.4) becomes a simple relationship between phase shift and the first gradient moment ($G_r(t) = G_x \hat{i} + G_y \hat{j} + G_z \hat{k}$).

Alternatively, complex motion can be noted as $r(t) = r_0 + \zeta(r, t)$ where $r_0$ is the mean position and $\zeta(r, t)$ describes the oscillating about the mean position. Simple harmonic motion of a proton relative to its mean position can be described as:

$$\zeta(r, t) = \zeta_0 \cos(k \cdot r - \omega t + \theta)$$

(2.5)

where $k$ is the wave number (spatial frequency), $\omega$ is the frequency of mechanical excitation (temporal frequency), $\theta$ is the phase offset and $\zeta_0$ is the amplitude of the displacement. It is useful to have a motion-sensitising gradient, which is alternated in polarity at the same frequency as the proton motion. This alternating polarity of the motion-sensitising gradient is illustrated in Figure 2.3. If $\tau$ is chosen such that $\int_0^\tau G_r(t) dt = 0$, then the resulting phase shift can be written as:

$$\Phi(r, \theta) = \frac{2\gamma NT(G \cdot \zeta_0)}{\pi} \sin(k \cdot r + \theta)$$

(2.6)

$N$ is the number of gradient cycles and $T$ is the period of the mechanical excitation. Consequently, the amplitude of the harmonic oscillation can be directly calculated given
the phase shift at several phase offsets at each pixel. In addition, as can be seen in Equation (2.6), the phase shift is proportional to the scalar product of $G \cdot \zeta_0$ and $N$. Therefore, if phase shifts are accumulated over multiple cycles of mechanical excitation (increasing $N$), higher sensitivity can be gained in order to detect small amplitude motion.

Through this means, the amplitude and phase of the wave travelling through the medium, induced by the external driver, are reconstructed by collecting images at multiple phase offsets with respect to the mechanical excitation [94]. This method was validated by comparing MRE measured displacements with displacements measured by laser optics ($r^2 = 0.97$) [107].

### 2.3.3 Inversion Algorithms

This section summarises several methods for calculating material stiffness from elastography data. The general approach is to derive equations relating shear stiffness to measurable quantities.

It is a good approximation to model biological tissue as linearly elastic under the small strains induced by MRE (the harmonic displacement are generally a few microns) [56]. The full elasticity matrix describing a linear elastic material has 21 independent constants. If one assumes that the material is isotropic, this number reduces to just two independent values (e.g. $K$ and $G$) to characterise the tissue, where $K$ represents the bulk modulus and $G$ is the shear modulus. If local homogeneity is also assumed, the equation for harmonic motion can be written as:

$$G \nabla^2 u + (\lambda + G) \nabla (\nabla \cdot u) = -\rho \omega^2 u$$  \hspace{1cm} (2.7)

where $\lambda$ is the first Lamé parameter ($= K - 2/3G$), $\rho$ is the density, $\omega$ is the angular frequency of the mechanical loading and $u$ is the displacement field. The material constants, $K$ and $G$, can be considered complex quantities where the imaginary component represents attenuation, or damping. It is apparent from this equation that wave propagation is solely dependent on inherent properties of the tissue ($K$ and $G$). The shear modulus is associated with "shear waves" (i.e. distortional waves that do not involve a changes in material volume), whereas the bulk modulus is associated with "longitudinal waves" (i.e. dilatational waves including sound waves that involve local volume changes). If incompressibility is assumed, then Equation (2.7) reduces to the Helmholtz wave equation.

$$G \nabla^2 u = -\rho \omega^2 u$$  \hspace{1cm} (2.8)

An inversion algorithm is then used to solve Equation (2.8) for the shear modulus of the material. Most shear stiffness values estimated with elastography are seen as "effective" stiffnesses, which are accurate for a single frequency [68, 77, 79, 80, 93]. "Effective" or
relative values of tissue stiffness can be important for comparison of adjacent tissues in demarcating healthy from diseased tissue. Additionally, they can be useful in measuring disease progression in patients. In one study that plotted the linear regression of MRE stiffness versus dynamic mechanical analysis (DMA) measured stiffness, the non-zero y-intercept indicated systematic differences between the two measurement methods [128]. Variations in stiffness estimates arise from the a) differences in loading frequencies and b) assumptions made in each inversion algorithm. A large portion of the research investigating elastography has gone towards the development of inversion algorithms that produce accurate and repeatable stiffness estimates from elastography displacement fields.

**Manual Estimation** The simplest means of estimating shear stiffness assumes that the tissue is linearly elastic, locally homogeneous, isotropic, incompressible and non-viscous. In the case of a simple shear wave, the shear modulus \( G \) is simply a function of the shear wave speed \( v_s \) and density \( \rho \).

\[
G = \rho v_s^2
\]

where wave speed can also be written as the product of the frequency \( f \) and wavelength \( \lambda \). If there is only one wave present, the shear modulus is calculated by manually measuring the wavelength, given that the frequency of excitation is known. In some studies, this manual method is implemented by drawing a line on a 2D image slice, marking the peaks and measuring the wavelength as the distance between two peaks [14, 86, 128, 139]. The method breaks down in wave fields that contain reflections or attenuation.

As an illustration, a line was drawn between two peaks in the MRE phase contrast image in Figure 2.5 and the wavelength \( \lambda \) was measured to be approximately 38 mm. If the frequency of excitation \( f \) is known to be 60 Hz, the shear modulus can be calculated as:

\[
G = (1.0^{-6} \text{ kg/mm}^3) \left(30 \text{ mm} \cdot 60\text{s}^{-1}\right)^2 = 5.2 \text{ kPa}
\]
FIGURE 2.5: A phase contrast image encoding displacement in a cylindrical phantom is shown with a line drawn between two peaks, roughly measuring the wavelength ($\lambda$).

Local Frequency Estimation  Local frequency estimation (LFE) is a commonly used algorithm for estimating spatial frequency ($1/\lambda$). LFE uses a set of lognormal quadrature wavelets to extract instantaneous spatial frequencies over several scales [76]. In concept, a pair of lognormal filters can be applied, which have appropriate bandwidths that contain the spatial frequencies of the wave image. Then, the local spatial frequency estimate is computed as the ratio of the two responses multiplied by the geometric mean of the two central frequencies of the filters. The estimation works well if the signal falls within the spectrum of frequencies included in the filters. A larger number of filter sets results in greater accuracy of the frequency estimate [94]. The shear modulus is then related to the temporal mechanical frequency (known) and estimated spatial frequency.

$$G = \rho \frac{f_t^2}{f_{sp}^2}$$  \hspace{1cm} (2.11)

The LFE method is relatively insensitive to noise [94]. However, one major drawback is that the method has low resolution at boundary edges. Correct spatial frequencies are only reached half of a wavelength into a region. Therefore, in small objects where transverse wavelengths are much longer than the object of investigation, LFE will fail to accurately measure the local frequency of the propagating wave [93]. In addition, the LFE method assumes local homogeneity, incompressibility and no attenuation of waves. In one comparison of LFE and a direct inversion method [96], the LFE accurately reconstructed shear moduli, but inclusions were blurry, edges poorly defined and some artifacts were obvious. An additional disadvantage of the LFE inversion method is that a single real-valued shear modulus is estimated rather than a complex modulus, which contains information on the material damping.

However, LFE is advantageous since it allows material parameters to be estimated without utilising the equations of motion, which require second-order spatial derivatives [28]. Calculating derivatives of noisy data can result in inaccurate material parameter estimates.
Another advantage of the LFE method is that shear estimates can be obtained from a single image (i.e. displacements from a single encoding direction) or multiple images whereas other inversion methods often require displacements encoded in three orthogonal directions. The method, however, is also easily extended to 3D data sets.

**Phase Gradient Method** Another approach to deriving the spatial wavelength is known as the phase gradient (PG) method [167]. From MRE data, one has both amplitude and phase information from each pixel. The spatial change in phase (i.e. phase gradient) can then be converted into local spatial frequency or wave velocity [115]. Although simple in concept, this method is highly sensitive to noise. Additionally, it is inaccurate when two or more waves are superimposed (e.g. reflected waves) or when motion is complex and does not represent a single shear wave [93, 128]. In practice, the phase gradient method has been shown to overestimate shear moduli [128].

**Direct Inversion Methods** Direct inversion (DI) methods [61, 66, 93, 95, 96, 112, 114, 141, 143] invert the Helmholtz wave equation (Equation (2.8)) using the spatial Laplacian at each point. In practice, direct methods require data smoothing and accurate calculation of second derivatives from noisy data [93]. Data can be fit to polynomial functions which have analytic derivatives [112] to reduce the impact of noise in the signal on parameter estimates.

**Matched Filter** Matched filter (MF) algorithms use an adaptive smoothed matched filter and its second derivative to perform the division of the right-hand side of Equation (2.8) by the Laplacian described in the DI method above. A filter is chosen such that it minimises the variance of the conditional probability density function of the estimate for $G$ in each region of interest [113]. Since filters are varied across the image, this method becomes computationally intensive.

**Variational Method** A variational formulation (also known as the virtual fields method) was introduced which multiplies the equation of motion by a sufficiently smooth test function, $v = (v_1, v_2, v_3)$ [131, 132]. Setting the test function to zero on the boundaries eliminates the unknown traction term and permits one to solve for the material constants. This method avoids calculation of local second order derivatives of the noisy displacements. Only first order derivatives are required of the MRE displacement field and the smooth test function. Analytic and numerically derived test functions have been used to estimated isotropic shear moduli from MRE data [29, 118]. The optimised virtual fields method [9] will be discussed in greater detail in Chapters 5 and 6 as it applies to the estimation of isotropic and anisotropic material properties.
**Helmholtz Decomposition**  The Helmholtz (or Helmholtz-Hodge) decomposition of smooth data states that every vector field can be written as the sum of a divergence-free part \((u_T)\), a curl-free part \((u_L)\) and a harmonic part \((u_H)\), which is both divergence- and curl-free. In a nearly incompressible medium, the harmonic part becomes negligible and the displacement field can be written solely in terms of \(u_T\) and \(u_L\). In many studies [101, 113, 114, 143], Helmholtz decomposition was used (through application of the curl) to remove the longitudinal component of the wave displacement. The curl of a 3D displacement field is computed as:

\[
\nabla \times \mathbf{u} = \left( \frac{\partial u_z}{\partial y} - \frac{\partial u_y}{\partial z} \right) \hat{i} + \left( \frac{\partial u_x}{\partial z} - \frac{\partial u_z}{\partial x} \right) \hat{j} + \left( \frac{\partial u_y}{\partial x} - \frac{\partial u_x}{\partial y} \right) \hat{k} \tag{2.12}
\]

Rather than assuming incompressibility, as was done to arrive at Equation (2.8), the longitudinal component is removed mathematically. After performing the curl, an inversion method (e.g. LFE, direct inversion, etc.) can be performed. One disadvantage of performing the Helmholtz decomposition is the extra order of derivative required through the curl operation. Additionally, the curl operator assumes local homogeneity which may not be an accurate assumption.

**Finite Element Model Update Method**  The boundary value Finite Element Model Update (FEMU) method is an iterative approach to solving the inversion problem, originally suggested for estimation of elastic property distributions from ultrasound elastography displacements [69]. An initial estimate of material parameters is used as input to the forward problem along with boundary conditions applied from the measured elastography data. Then, the forward problem is solved, iteratively updating the material properties while minimising the difference between modelled and measured displacement fields. The FEMU method can be used to take into account the geometry, including boundaries, of the structure being imaged, avoiding the assumption of waves travelling in an infinite medium.

A FEMU inversion method has been proposed previously [35, 36, 46, 49, 155, 157]. Van Houten et al. [155, 157] developed a moving-subzone approach to measure heterogeneous material properties of breast tissue. The FEMU method was also proposed to estimate the global shear modulus of an isotropic phantom by modeling the contact and pressure between a pneumatic driver and phantom surface [87]. Direct FEMU methods have been implemented and compared with the LFE and direct inversion methods [63–65]. Honarvar et al. implemented a direct FEMU method that directly solves for material properties, omitting the need for an iterative procedure. Additionally, the assumption of local homogeneity was circumvented by discretising the shear modulus using a constant shape function and solving for the shear modulus at every point [66].
A mixed-FEMU method, solving for the shear modulus and a hydrostatic pressure term, was compared with a FEMU method which utilised the curl to omit the longitudinal wave displacements [64]. The methods were implemented with phantom MRE data with multiple inclusions as well as images of prostate tissue. The mixed-FEMU method was more computationally expensive since it solved for two parameters rather than just one. However, the curl-FEMU method deteriorated with increasing noise in the signal. These methods were also compared with a direct inversion as well as LFE methods. FEMU methods were more accurate than both the DI and LFE methods. Overall, boundary value FEMU methods are often more accurate than direct methods yet are much more computationally expensive since they require solving the forward problem multiple times.

**Bounded Media**  One inversion method addressed the assumption of waves travelling in an infinite medium by taking into account the approximate geometry of the imaged object, thus incorporating the physical boundaries [81]. Material properties were estimated by inverting equations which describe waves travelling in specific simplified shapes such as beams, disks and thin plates [54]. Compared to LFE which becomes inaccurate near the boundaries, these bounded media inversions provided accurate estimates throughout the 2D shape.

For example, cardiac stiffness was estimated by assuming that the left ventricle (LV) was a thin, spherical shell [77, 82]. To derive the equation of motion, a number of assumptions were made: 1) motion is axisymmetric and non-torsional; 2) displacement of the shell is small in comparison to its thickness; 3) the thickness of the shell is small compared with the smallest radius of curvature; 4) elements of the shell initially perpendicular to the middle surface remain so after deformation and are not elongated; 5) and the normal stress acting on planes parallel to the shell middle surface is negligible in comparison with other stresses. Expressed in terms of polar coordinates, the equation for waves propagating in a thin, spherical shell was:

\[
\beta^2 \frac{\partial^2 u}{\partial \theta^2} + 2\beta^2 \cot \theta \frac{\partial^2 u}{\partial \theta^2} - [(1 + \nu)(1 + \beta^2) + \beta^2 \cot \theta] \frac{\partial u}{\partial \theta} + \cot \theta [(2 - \nu - \cot^2 \theta) \beta^2 - (1 + \nu)] u - \beta^2 \frac{\partial^4 w}{\partial \theta^4} - 2\beta^2 \cot \theta \frac{\partial^2 w}{\partial \theta^2} + \beta^2 (1 + \nu + \cot^2 \theta) \frac{\partial^2 w}{\partial \theta^2} - \beta^2 \cot \theta (2 - \nu + \cot^2 \theta) \frac{\partial w}{\partial \theta} - 2(1 + \nu) w - \frac{a^2 \ddot{w}}{c_p^2} = -p_a \frac{(1 - \nu^2)a^2}{Eh} \tag{2.13}
\]

where \(a\) is the mean radius of the shell; \(u\) is the complex circumferential displacement; \(w\) is the complex radial displacement; \(c_p\) is the flexural plate wave speed (\(c_p = E/(1 - \nu^2)\rho\)); \(\beta = h^2/12a\); \(h\) is the thickness of the shell; \(\theta\) is the angular position around the shell;
and \( p_a \) is the applied load. Resulting elastic moduli were compared with an established pressure-volume method for estimating myocardial stiffness [20, 72]. There was a strong correlation between the shear stiffness measured using the MRE bounded inversion method and the pressure-volume loop method.

Similar to other inversion methods discussed previously, the equations of motion require the calculation of high-order derivatives. When displacement data is noisy, these can be a potential source of error. Additionally, the bounded media inversions disregard through-plane motion which can lead to systematic errors. Although this bounded inversion method eliminated the assumption of an infinite medium, it still assumed 1) isotropy, 2) homogeneity and 3) negligible displacement due to longitudinal waves.

### 2.3.4 Material Models

#### 2.3.4.1 Viscoelastic Parameter Estimation

Biological tissues are viscoelastic meaning that the apparent stiffness of the material changes depending on the frequency of the harmonic motion applied. Additionally, due to viscoelasticity, shear waves applied by external actuators are damped within the tissue. Many groups (e.g. [24, 28, 61, 91, 96, 112–114, 141, 142]) have applied previously discussed inversion methods to solve for elasticity using a viscoelastic material model. Many viscoelastic material models have been used to describe the dissipative behavior in biological tissue during elastography experiments such as the Voigt [123], Kelvin-Voigt [153] and Zener [148] models, for example. In MRE experiments, the longitudinal viscosity is often neglected since its effects are not apparent on the scale of MRE experiments. Often, the shear modulus can be re-written as a complex modulus with both storage and loss components:

\[
G^* = G' + iG''
\]  \hspace{1cm} (2.14)

The loss factor (\( \eta \)) (also known as the structural damping coefficient, \( s \)) is the ratio of \( G''/G' \). The real component of the complex modulus is referred to as the storage modulus whereas the imaginary component is the loss modulus.

In one study [142] utilising a viscoelastic model to reconstruct shear moduli from MRE, both the shear modulus and shear viscosity terms were accurately reconstructed in simulations but the viscosity term showed high variance in real MRE data. Additionally, it has been shown that, in skeletal muscle, both stiffness and viscosity are anisotropic [52, 61]. One study utilising ultrasound elastography reported that the shear wave attenuation in canine myocardium was approximately two times larger along the fibre direction compared to perpendicular to the fibres [158].
Ignoring viscous components has been shown to over-estimate the elastic modulus [68]. However, some researchers [138] have chosen to perform MRE at low frequencies (< 50 Hz) as a means of minimising error since viscous damping has a smaller impact at low frequencies. In MRE experiments investigating properties of biological tissues, though, a wide range of driving frequencies have been used, ranging from 24.3 Hz [138] to 10 kHz [132]. At high frequencies, attenuation can severely dampen the amplitude of the propagating wave [6].

### 2.3.4.2 Isotropic Parameter Estimation

The large majority of MRE research has been aimed at identifying a single isotropic shear modulus or a complex shear modulus. As discussed previously, an isotropic, linearly elastic material can be fully described by two parameters (e.g. $K$ and $G$). A number of parameter combinations may be used to describe the material including: $G$ and $\nu$, where $\nu$, Poisson’s ratio, describes the compressibility of the material. However, most isotropic inversion methods assume that the material is incompressible ($\nu = 0.5$), thereby, reducing the number of estimated material parameters to one.

### 2.3.4.3 Transversely Isotropic Parameter Estimation

However, many biological tissues, such as muscles and tendons, are composed of fibres. Often, these materials are better described by transversely isotropic material laws which have a greater stiffness along the axis of symmetry (Figure 2.6. Tumors have also been shown to be highly anisotropic [142].

![Figure 2.6: A transversely isotropic material with the fibre direction aligned with the [0 0 1] axis.](image)

Numerous studies have estimated isotropic shear moduli of skeletal muscles [13, 14, 22, 26, 27, 37, 38, 58, 75, 92, 152]. The estimated parameters were either accepted to be a ”mean” shear modulus which lies in between the stiffness parallel and perpendicular to the fibre direction or were reported for a specific direction relative to the fibre orientation. In one study, an isotropic MRE inversion was applied to MRE images of anisotropic structures in the brain, resulting in differences in estimated shear moduli up to 33% depending on the
loading condition (either parallel or perpendicular to the fibre direction) [3]. Therefore, an isotropic estimate of stiffness in an anisotropic medium is dependent on the imaging plane and does not necessarily represent the mean shear modulus. An appropriate material model is, therefore, necessary to accurately quantify the stiffness in the fibre direction as well as perpendicular to the fibres. Estimates of anisotropic shear moduli can be obtained using an isotropic inversion method by orientating the imaging plane to measure shear stiffness both parallel and perpendicular to the fibre direction [51, 52, 57, 85]. However, this method fails when the fibre structure becomes complex, such as in myocardium where the fibres are arranged in a helical pattern around the left ventricle.

An anisotropic linear elastic stiffness matrix, which relates the internal stress of the material to the strain, has 21 independent parameters. However, if the material is assumed to be transversely isotropic, the stiffness matrix is reduced to the following form:

\[
\begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\sigma_4 \\
\sigma_5 \\
\sigma_6
\end{pmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{33} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{66} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66}
\end{bmatrix}
\begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4 \\
\epsilon_5 \\
\epsilon_6
\end{pmatrix}
\] (2.15)

where \(C_{12} = C_{11} - 2C_{44}\). Thus, there are five independent parameters: \(C_{11}, C_{33}, C_{13}, C_{44}\) and \(C_{66}\). Engineering constants (Young’s moduli, shear moduli and Poisson’s ratios) can be calculated from the compliance matrix, which is the inverse of the elastic stiffness matrix.

\[
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{33} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & C_{66} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{66} & 0
\end{bmatrix}
^{-1}
= \begin{bmatrix}
\frac{1}{E_1} & -\frac{\nu_{12}}{E_1} & -\frac{\nu_{13}}{E_1} & 0 & 0 & 0 \\
-\frac{\nu_{12}}{E_1} & \frac{1}{E_1} & -\frac{\nu_{13}}{E_1} & 0 & 0 & 0 \\
-\frac{\nu_{13}}{E_1} & -\frac{\nu_{13}}{E_1} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{G_{12}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{13}} \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (2.16)

Five engineering constants are needed to define a transversely isotropic response: elastic parameters \(E_1 (= E_2), E_3, G_{13} (= G_{23})\), and Poisson’s ratios \(\nu_{12}\) and \(\nu_{13} (= \nu_{23})\), assuming a fibre direction aligned with the \([0 0 1]^T\) axis. Other combinations of parameters can be chosen (e.g. \(E_1, E_3, G_{12}, G_{13}\) and \(\nu_{31}\)).

For transversely isotropic materials, inversion algorithms discussed previously (i.e. manual, LFE, PG, FEMU) have been applied to the identification of two [24, 28, 57, 75, 108, 115, 124, 126, 141], three [61, 116, 139, 143, 150, 151] or five parameters [129, 136], depending on the number of assumptions made. Some methods require the knowledge of
fibre directions (e.g. from DTI or \textit{a priori} information) and others use MRE displacements themselves to identify the fibre orientation.

In a transversely isotropic material, the Young’s moduli and shear moduli are related to the stress and strain induced relative to the fibre direction as shown in Figure 2.7.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.7.png}
\caption{Tensile moduli are obtained by stretching the material in the a) fibre direction ($E_3$) and b) transverse direction - perpendicular to the fibres ($E_1 = E_2$). Shear moduli are described by deformation in planes c) parallel ($G_{13} = G_{23}$) and d) perpendicular ($G_{12}$) to the fibres. Blue lines indicate the undeformed state.}
\end{figure}

Under harmonic loading, a complex wave is composed of three independent waves: 1) a longitudinal wave, dependent on the bulk modulus of the material, 2) a slow shear wave, dependent on the shear moduli and 3) a fast shear wave, dependent on the shear and tensile moduli. Each of these three independent waves travels at a unique speed.

In an incompressible material, the longitudinal wave speed approaches infinity. Slow shear waves do not induce fibre stretching and so only provide information regarding the two shear moduli ($G_{12}$ and $G_{13}$). The polarisation direction of the slow shear wave ($\mathbf{m}_s$) is perpendicular to both the fibre direction ($\mathbf{n}$) and the wave propagation direction ($\mathbf{m}_s$), induced by a shear similar to that shown in Figure 2.7d. Conversely, fast shear waves induce fibre stretching and so its speed is dependent on the two tensile moduli of the material (Figure 2.7c). Fast shear waves are polarised in the plane defined by the fibre and propagation directions. The polarisation direction ($\mathbf{m}_f$) is perpendicular to the wave propagation direction and the slow shear wave polarisation direction. In elastography, the resulting complex wave is a combination of these two independent shear waves traveling in the same direction at different speeds along with the longitudinal wave. The wave polarisation
directions can be written as:

\[ m_s = \frac{n \times a}{|n \times a|} \quad m_f = n \times m_a \quad (2.17) \]

Slow and fast shear wave speeds were measured using ultrasound elastography by applying an external vibration (100 Hz) parallel and perpendicular to the fibre direction [51]. In excised bovine muscle, fast shear waves were approximately three times faster than slow; and in \textit{in vivo} human biceps, the fast shear wave speed was four times that of the slow wave.

**Five Parameter Estimation** Only one study [136], to the author’s knowledge, estimated all five parameters and reported the anisotropic Young’s moduli \((E_1, E_3)\) and shear moduli \((G_{12}, G_{13})\) from ultrasonic shear wave measurements. However, due to large errors in the estimation of \(C_{13}\), the subsequent estimation of the fibre Young’s modulus \((E_3)\) failed.

**Three Parameter Estimation** If the transversely isotropic material is assumed to be incompressible, the number of independent material constants is reduced from five to three (e.g. \(G_{12}, G_{13}, E_3\)). In one study, \(G_{12}, G_{13}\) and \(E_1/E_3\) were estimated from MRE displacements using a phase gradient inversion method [115]. However, displacements were only acquired from one encoding direction and thus, \(E_3/E_1\) could not be deduced due to lack of information describing the fast shear wave propagation. In a later study [143], three parameters were estimated: \(G_{12}, G_{13}\) and \(G_\beta = 4 \cdot G_{12}E_3/E_1\) using a direct inversion method which decomposed the stress tensor into the longitudinal and transverse components. Applied to simulated harmonic displacement data with no added noise, the relative \(L^2\)-errors in estimated values were 36.7\%, 39.5\% and 58.0\%, respectively, illustrating that the method was not robust.

A four parameter model to describe transversely isotropic, linear elastic materials was derived from a transversely isotropic hyperleastic material law at the reference state [47]. The model is valid for the assumption of small strain.

\[
\begin{align*}
\kappa &= K \\
\mu &= G_{12} \\
\phi &= \frac{G_{13}}{G_{12}} - 1 \\
\zeta &= \frac{E_3}{E_1} - 1
\end{align*}
\quad (2.18)
\]

Assuming incompressibility \((\kappa \rightarrow \text{inf})\), the model reduces to three parameters: \(\mu\), the shear modulus in the isotropic plane, \(\phi\), related to the shear anisotropy and \(\zeta\), related to the tensile anisotropy. The three parameters can be restated in many forms. However written, two relate to the two shear moduli and one relates to the tensile anisotropy.
Building upon this model, simulation studies by Tweten et al. [150] characterised the role of each parameter on the three wave speeds. \( \theta \) was defined as the angle between the fibre vector, \( \mathbf{a} \), and the wave propagation direction, \( \mathbf{n} \). At \( \theta = 0^\circ \) and \( \theta = 90^\circ \), the fast wave speed was zero. An increase in \( \zeta \) led to an increase in the fast shear wave speed but had no effect on the slow shear wave speed. Simulations also showed that slow and fast shear wave speeds were unaffected by the bulk modulus, illustrated by sweeping over values of \( \kappa \).

In this and successive studies [139, 150, 151], directional filters were used to filter the fast and slow shear waves by performing a dot product between the displacement field and the normalised slow and fast shear wave polarisation directions, respectively. The second step was to isolate the propagation direction (\( \mathbf{n} \)) by filtering the polarised data in Fourier space [97]. LFE was used to estimate the wave speed at each voxel and a weighted least squares method was used to estimate the material properties. Relative displacement amplitudes at each voxel were used as weights in the weighted least squares method.

Results from a simulation study [150] showed that local estimates of the material properties depended on the location (i.e. near or far from boundaries). For global estimation, a Monte-Carlo experiment (\( n = 30 \)) was carried out for each simulation with and without Gaussian noise added to the simulated displacements (\( \text{SNR} = 10 \)) prior to processing. For the case with noise, mean global estimates of \( \mu \) and \( \phi \) were within 25% of the true values. However, the mean global estimate of \( \zeta \) was always underestimated and erred by up to 40%.

In a subsequent study [139], turkey breast was embedded in gelatin in cylindrical and cubic containers and vibrated (800 Hz). The cylinder was vibrated from a rod through the centre of the container so that waves propagated radially. The cubic specimen was vibrated with varying actuations. Fibre orientations of the muscle tissue were measured using DTI and an average fibre orientation was assumed to be homogeneous throughout the sample. A fibrin aligned gel [108] was also excited at 200 Hz in a cylindrical container and 600 Hz in a cubic container. Displacements were quantified and a directional filter was used to separate the slow and fast waves travelling through the material in 16 different propagation directions. In contrast to the LFE method used previously, wavelengths were estimated by manually selecting peaks and valleys in each filtered displacement direction. Anisotropy was estimated as the ratio between slow and fast shear wave speeds.

In the cylindrical phantoms, researchers were able to measure \( \mu \) and \( \phi \) since only slow shear waves were excited. In the cubic phantom, fast shear waves were induced and then \( \mu \) and \( \zeta \) were measured. However, during no experiment were all three parameters identified simultaneously. Results were compared to complex shear moduli measured through dynamic shear testing (DST) between 30 Hz - 40 Hz. Values were not directly comparable due to the difference in frequency between the MRE and DST experiments. However,
overall, values appeared to be acceptably similar and only qualitative comparisons were made.

Three inversion methods, each estimating either three or four parameters, were tested with simulated harmonic motion in a finite element cube model [149]. Three parameters estimated were: $\mu$, $\phi$ and $\zeta$, describing the shear, shear anisotropy and tensile anisotropy, and four parameters included a loss factor $\eta$. Two directional filter inversion (DFI) methods were compared, one using LFE and the other using a local direct inversion (LDI) [111], to a curl inversion method, separating the longitudinal from transverse waves. Identification of parameters was compared with 1) slow waves only, 2) fast waves only and 3) slow and fast shear waves as well as with varying amounts of noise ($\text{SNR} = 1 - \infty$). With both fast and slow shear waves present in the noise-free simulation, only the isotropic shear modulus was accurately estimated (to within 25% of the true value) using each inversion method. The curl method accurately estimated $\phi$ and the DFI-LFE method accurately estimated $\zeta$. However, no method accurately estimated all three parameters. When Gaussian noise was applied, isotropic shear and the loss factor $\eta$ were the only parameters which were accurately estimated at $\text{SNR} \geq 5$.

Three parameters, $G_{13}$, $G_{12}$ and $E_3$, were also identified in the soleus, gastrocnemius and tibialis muscles of the lower leg using multi-frequency MRE and a direct inversion method (applied to the curl of the displacement field) [61]. Complex moduli were estimated which were composed of the storage (real part) and loss (imaginary part) moduli. The loss factor (a ratio of the loss modulus to the storage modulus) was greater for the $G_{13}$ than for the $G_{12}$ parameter, indicating that damping in skeletal muscle may also be anisotropic. This method was not tested with phantom or simulated data with known parameters. It should be reiterated that the studies mentioned in this section have all either assumed that the material is incompressible or removed the longitudinal wave displacemnts with the curl of the wave field, which allows the number of independent parameters to be reduced to three.

**Two-parameter estimation** Other studies have estimated only two parameters, generally two shear moduli, which provide information on the shear stiffness and anisotropy of the material, which requires the assumption of at least one other parameter.

The methods discussed previously require prior knowledge of the fibre orientation, either via DTI, histology or simply *a priori* information. However, other methods have used displacement information to additionally estimate Euler angles defining fibre directions [24, 28, 141]. For example, Chatelin et al. [24] used only one displacement encoding direction to estimate the $G_{13}$ and $G_{12}$ shear parameters. An ultrasound probe was used as the driver (frequencies = 100 Hz and 200 Hz) and MRI was used to measure displacements. Displacements were first converted to a polar coordinate system and the Green formula-
tion, which describes a wave travelling from a point source, was used to derive analytic
displacement fields from an initial guess of the shear modulus. Then, displacements were
directionally filtered at 36 different directions within the image plane and a shear modu-
lus was estimated, using an iterative minimisation of a cost function, for each individual
direction. The elasticity matrix was then fit to the 36 shear parameters, aligning the third
Cartesian direction along the fibre orientation. The method was tested with numerical
(simulated) results with added Gaussian noise, an isotropic gel phantom, an anisotropic
PVA phantom [25] and ovine back muscle. In each case, the results were consistent with
stiffness values measured from dynamic mechanical analysis (despite measuring at differ-
ent frequencies). One limitation of this study was that multiple parameters were assumed,
including $C_{11}$ in the stiffness tensor and Poisson’s ratio. Additionally, attenuation was
not included. Another limitation is that the method is only valid for a homogeneous fi-
bre orientation within the region of interest. The benefits of this method were the speed
of the analysis (requiring only 2 seconds per direction) and lack of requirement of prior
knowledge of fibre orientations.

Similarly, in an earlier study, an LFE inversion algorithm was used to calculate vis-
coelastic shear moduli (a shear modulus, $G$, and a loss factor, $\eta = G''/G'$) in 32 planar
directions from the curl of the displacement field [28]. The 32 shear moduli were then
used to estimate the anisotropic shear moduli ($G_{13}$ and $G_{12}$). The method was tested with
simulated displacements with added Gaussian noise ($\sigma = N \% \cdot \Delta$, $N = [0, 25, 50]$). For
the anisotropic shear estimation, $G_{12}$ and $\eta$, which describes damping, were consistently
underestimated for by at least 12% and 10%, respectively, including the case with no noise
($N = 0$). $G_{13}$ was accurately estimated (to within 7%) for each noise case. The fibre
direction was assumed to be known and waves were only polarised perpendicular to the
fibre direction.

2.3.4.4 Orthotropic Parameter Estimation

Only one group, to our knowledge, has estimated orthotropic material parameters from
MRE displacement data. In an orthotropic material, there are nine independent parameters
in the elasticity matrix. A waveguide inversion method has been proposed which utilised
knowledge of fibre directions to estimate all nine independent parameters [129, 130, 133].
The method combined DTI, MRE, spatial-spectral filtering, a Helmholtz decomposition
and a direct inversion to estimate nine independent constants of the elasticity matrix. From
the fibre direction (obtained from DTI), a rotating reference frame was calculated at each
point, which was composed of one vector tangent to the waveguide (fibres) and two or-
thogonal vectors. A Helmholtz decomposition was used to separate the longitudinal and
transverse waves and a transform was used to extract only the component of the wave
displacement travelling tangential to the fibre direction. A dot product projection of the
tangential wave displacement with the local reference frame yielded the displacement contributions to wave propagation along the local fibre direction.

Parameters in the elasticity matrix were calculated directly by inserting either the longitudinal \( u_L \) or transverse \( u_T \) wave displacements travelling in one of the three orthogonal directions \( (n_1, n_2, n_3) \) into the Helmholtz wave equation (Equation (2.8)). For example, \( C_{11} \) was solved as:

\[
C_{11} \frac{\partial^2 u_L^T(n_1)}{\partial x_1^2} = -\rho \omega^2 u_L^T(n_1)
\] (2.19)

This method was tested in cerebral nerve fibres in healthy and diseased patients [129, 130]. Although nine parameters were estimated for the cerebro-spinal tracts in healthy volunteers [130], there were no significant differences between \( C_{11}, C_{22}, \text{and} C_{33} \) values, nor between values of \( C_{44}, C_{55}, \text{and} C_{66} \) suggesting none or potentially weak anisotropy. In the comparison between healthy volunteers and patients with amyotrophic lateral sclerosis (ALS), \( C_{33}, C_{44}, \text{and} C_{66} \) were compared. The two shear terms, \( C_{44} \) and \( C_{66} \), were significantly decreased in disease patients whereas \( C_{33} \) (related to the fibre stiffness) showed no difference.

Although this method was tested with MRE data, it is dependent on the shape of the waveguides (fibre tracts) and boundary conditions. Additionally, the inversion requires calculation of second-order derivatives of the displacement field, which in MRE, is subject to noise. To date, this has not been tested with simulated data or phantom experiments.

Table 2.1 lists studies which identified anisotropic material properties from MRE displacement fields as well as the medium which was used and the parameters identified.
Table 2.1: Previous studies identifying anisotropic material properties from MRE. *In the first study by Romano et al., nine parameters were estimated, yet results were only presented for two parameters.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Medium</th>
<th>Parameters Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>[133]</td>
<td>Celery</td>
<td>$C_{11}, C_{22}, C_{33}, C_{13}, C_{23}, C_{12}, C_{44}, C_{55}, C_{66}$*</td>
</tr>
<tr>
<td>[141]</td>
<td>Breast tissue</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[115]</td>
<td>Muscle tissue</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[109]</td>
<td>Aligned fibrin gels</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[143]</td>
<td>Muscle tissue</td>
<td>$G_{12}, G_{13}, c$</td>
</tr>
<tr>
<td>[130]</td>
<td>Brain tissue - white matter</td>
<td>$C_{11}, C_{22}, C_{33}, C_{13}, C_{23}, C_{12}, C_{44}, C_{55}, C_{66}$</td>
</tr>
<tr>
<td>[57]</td>
<td>Muscle tissue</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[125]</td>
<td>Anisotropic phantom</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[28]</td>
<td>Isotropic phantom and simulated data</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[126]</td>
<td>Muscle tissue</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[129]</td>
<td>Brain tissue - white matter</td>
<td>$C_{11}, C_{33}, C_{13}, C_{44}, C_{66}$</td>
</tr>
<tr>
<td>[61]</td>
<td>Muscle tissue</td>
<td>$E_3, G_{12}, G_{13}$</td>
</tr>
<tr>
<td>[151]</td>
<td>Turkey breast</td>
<td>$\mu, \phi, \zeta$</td>
</tr>
<tr>
<td>[150]</td>
<td>Simulated data</td>
<td>$\mu, \phi, \zeta$</td>
</tr>
<tr>
<td>[139]</td>
<td>Turkey breast</td>
<td>$\mu, \phi, \zeta$</td>
</tr>
<tr>
<td>[24]</td>
<td>Isotropic phantom, anisotropic phantom,</td>
<td>$G_{12}, G_{13}$</td>
</tr>
<tr>
<td></td>
<td>simulated data, muscle tissue</td>
<td></td>
</tr>
<tr>
<td>[149]</td>
<td>Simulated data</td>
<td>$\mu, \phi, \zeta$</td>
</tr>
</tbody>
</table>

2.3.5 Muscle Elastography

Muscle is anisotropic with a greater stiffness along the fibre direction compared to the transverse direction [24, 52, 57, 61, 85, 115, 116, 126, 139]. Therefore, an assumption of material isotropy is no longer accurate. Additionally, whereas tissue stiffness values can change as a result of pathology, the effective stiffness of skeletal muscle tissue can also change, as measured by elastography, with active contraction and passive stretching [13–15, 37, 38, 52, 127], adding to the complexity in measuring and interpreting the results.
2.3.6 Cardiac Elastography

Cardiac elastography presents unique challenges compared with skeletal muscle since, in addition to being anisotropic, the muscle is never in a fully relaxed state. Effective shear moduli measured with MRE at individual time points are a combination of chamber properties that vary with pressure loading as well as intrinsic properties such as myocardial activation during systole. Kolipaka et al. [78] showed a linear relationship between both shear stiffness and left ventricular pressure as well as [80] shear stiffness and contractility. Additionally, cardiac tissue stiffness is on the order of 10 kPa and the left ventricular wall in humans is between 1-2 cm. Applying shear waves using an external actuator requires the use of low frequency mechanical waves (< 100 Hz) in order to achieve adequate wave amplitudes. However, waves at these low frequencies are impacted by waveguide effects. Therefore, the geometry of the heart should be taken into account when performing an inversion of the harmonic displacements [140]. To incorporate boundary effects, Kolipaka et al. modelled the left ventricle (LV) as a thin spherical shell in order to perform inversions of the wave equation [79].

Wassenaar et al. [163] carried out a study of healthy human volunteers, estimating isotropic shear moduli using MRE with an LFE inversion method. One short-axis slice was used to estimate stiffness at 8 cardiac phases in 29 healthy volunteers. Effective shear moduli were not normalised for LV pressure, making comparisons between patients difficult. An apparent increase in stiffness with age could have simply been due to an increase in afterload resulting from arterial wall stiffening.

Cardiac MRE was also used to measure the mean LV myocardial stiffness in eight hypertensive pigs [99]. Results showed an increase in wall stiffness at end-diastole throughout the progression of diastolic heart failure. End-systolic mean LV wall stiffness initially increased but then stagnated. Similar cardiac MRE data were collected for seven pigs before and after inducing myocardial infarctions [98]. Results showed a greater mean shear in the infarct region at both end-diastole and end-systole compared with the remote region. The MRE measured shear was also strongly correlated with mechanical-testing derived stiffness measured on excised tissue samples. Cardiac MRE, therefore, has the potential to quantify both pathological tissue as well as disease progression. However, as mentioned, these studies have estimated an effective shear modulus that is dependent on both the loading and intrinsic properties of myocardium. A potential contribution to this field would be to separate the loading effects on estimated properties in order to determine solely the intrinsic properties of the myocardium.

Additionally, all studies investigating properties of myocardium mentioned to this point assume an isotropic material. Only one study [134] (unpublished), to this point, has estimated anisotropic shear properties of myocardium from MRE displacement fields. With knowledge of fibre orientations, measured by DTI, displacements at specific angles rela-
tive to the local fibre orientation were measured and used to estimate nine parameters of an orthotropic, linear elastic material model. Only two shear moduli ($C_{44}$ and $C_{66}$), which describe shear in the fibre direction and transverse plane, were reported in the results and were not statistically different. Couade et al. [31] measured shear stiffness in both the longitudinal and short axis planes at the midwall of the LV, noting larger moduli in the short axis than the long axis. This can be explained since, at the midwall of the LV, fibres, which have a greater stiffness, are oriented approximately circumferentially in the short axis plane. Conversely, when the probe was oriented longitudinally, the shear stiffness was measured orthogonal to the fibre direction, which is known to be less stiff than the fibre direction.

Table 2.2 below lists a selection of cardiac elastography studies, using both ultrasound (US) and MR imaging modalities. For consistency, values in the table only report baseline (healthy) stiffness estimates when pathologies were examined, such as in [98, 99]. For loading frequencies less than 400 Hz, shear moduli ranged between 1 - 38.7 kPa. Studies that reported shear moduli in vivo at multiple time points in the cardiac cycle reported diastolic stiffness values between 1 - 15 kPa whereas systolic shear moduli varied between 5.1 - 38.7 kPa. For example, in [153], systolic shear stiffness values ranged between approximately 10 - 35 kPa, while estimated diastolic stiffness showed less variance, ranging between 1.0 - 3.5 kPa for the eight pigs imaged. Conversely, [98] estimated effective shear moduli within a narrow range (3.2 - 6.0 kPa) over the entire cardiac cycle at 80 Hz loading frequency. The discrepancy between estimated values of shear moduli between the studies listed in Table 2.2 is due to the frequency applied as well as the inversion methods used. However, generally, a greater effective stiffness is observed at end-systole than end-diastole.
Table 2.2: Cardiac elastography studies. ED: end-diastole, ES: end-systole, NA: Not applicable.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Imaging Modality</th>
<th>Shear Modulus (kPa)</th>
<th>Frequency (Hz)</th>
<th>Specimen</th>
<th>Cardiac Time Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>[70]</td>
<td>US</td>
<td>30</td>
<td>10-90</td>
<td>human</td>
<td>ES</td>
</tr>
<tr>
<td>[79]</td>
<td>MRI</td>
<td>5.1 - 9.89</td>
<td>80</td>
<td>porcine</td>
<td>20 cardiac time points</td>
</tr>
<tr>
<td>[78]</td>
<td>MRI</td>
<td>7.1 - 15</td>
<td>80</td>
<td>porcine</td>
<td>Varying end-diastolic pressures</td>
</tr>
<tr>
<td>[80]</td>
<td>MRI</td>
<td>5.1 - 14.0</td>
<td>80</td>
<td>porcine</td>
<td>Varying levels of systolic contraction</td>
</tr>
<tr>
<td>[163]</td>
<td>MRI</td>
<td>4.0 - 11.0</td>
<td>80</td>
<td>human</td>
<td>8 cardiac time points</td>
</tr>
<tr>
<td>[99]</td>
<td>MRI</td>
<td>3.2 - 6</td>
<td>80</td>
<td>porcine</td>
<td>8 cardiac time points</td>
</tr>
<tr>
<td>[98]</td>
<td>MRI</td>
<td>3.2 - 6</td>
<td>80</td>
<td>porcine</td>
<td>8 cardiac time points</td>
</tr>
<tr>
<td>[5]</td>
<td>MRI</td>
<td>3.0</td>
<td>140</td>
<td>porcine</td>
<td>ED</td>
</tr>
<tr>
<td>[4]</td>
<td>MRI</td>
<td>2.0 - 4.3</td>
<td>80, 100, 140, 180 and 220</td>
<td>human</td>
<td>trigger point: 100 ms after R-wave peak</td>
</tr>
<tr>
<td>[144]</td>
<td>US</td>
<td>1.66 - 3.84</td>
<td>50 - 300</td>
<td>human</td>
<td>Late-diastole</td>
</tr>
<tr>
<td>[153]</td>
<td>US</td>
<td>1 - 3.5 / 10 - 35</td>
<td>50 - 400</td>
<td>porcine</td>
<td>ED/ES</td>
</tr>
<tr>
<td>[31]</td>
<td>US</td>
<td>2.17 - 3.5 / 24.9 - 38.7</td>
<td>100 - 400</td>
<td>ovine</td>
<td>ED/ES</td>
</tr>
</tbody>
</table>
There have been numerous studies[41–45, 138] using cardiac MRE to measure shear wave amplitude, rather than effective shear stiffness. In noisy images, increasing the number of waves present in the tissue reduces the impact of noise and improves identification of shear properties. However, due to the viscous nature of myocardium, shear waves at high amplitudes are damped out. At a loading frequency of 50 Hz and an assumed isotropic shear modulus of 30 kPa [70], the wavelength would be approximately 10 cm, which is much larger than the heart. Therefore, rather than estimate shear stiffness from potentially few wavelengths, researchers have used shear wave amplitude (SWA) as a surrogate measurement of intrinsic properties of myocardium.

SWA MRE is based on the fundamental concept that energy flow through the heart is characterised by a constant flux of elastic wave energy. For a steady-state harmonic oscillation, the energy flux ($F$) can be written as:

$$ F = \frac{1}{2} \rho \omega^2 U^2 c $$

(2.20)

where $U$ is the scalar magnitude of displacement in the three Cartesian directions ($U = \sum_j U_j^2$, $j = [1, 2, 3]$), $\rho$ is the density, $\omega$ is the angular frequency and $c$ is the shear wave speed. Since the flux is constant, the ratio of the magnitude of displacement at two time points during one cardiac cycle ($t_1$ and $t_2$) can be written as:

$$ \frac{U(t_1)}{U(t_2)} = \sqrt{\frac{c(t_2)}{c(t_1)}} $$

(2.21)

When a material is nearly incompressible, there is no change in wave amplitude due to a change in longitudinal wave speed. However, a change in shear stiffness has a power law relationship with the change in SWA. Utilising Equation (2.9), the ratio between SWA at two time points in the cardiac cycle can be written as:

$$ \frac{U(t_1)}{U(t_2)} = \left( \frac{G(t_2)}{G(t_1)} \right)^{\frac{1}{4}} $$

(2.22)

Conversely, the equation can be written in terms of the ratio of shear moduli: $G(t_1)/G(t_2) = (U(t_2)/U(t_1))^4$. This equation allows for the measurement of changes in shear modulus by comparing changes in SWA [138]. When testing this method in six healthy volunteers with a 24.3 Hz external vibration applied, the ratio of shear between $t_{systole}$ and $t_{diastole}$ was $6.3 \pm 0.9$. Additionally, it was seen that changes in shear ratios preceded geometric changes in the heart, signifying isovolumetric contraction and isometric relaxation. Like shear modulus, SWA was shown to be correlated with LV pressures ($R^2 = 0.89$) [42].

This method was applied to compare isovolumetric relaxation (IVR) and isovolumetric contraction (IVC) times in healthy volunteers and patients with mild diastolic dysfunction (n=11) [43]. Duration times of isometric contraction were not different between the two groups whereas patients with diastolic dysfunction had significantly longer times of
isometric relaxation (P < 0.01). Additionally, measurements of SWA were shown to be significantly less in patients with diastolic dysfunction compared with healthy young volunteers and age-matched healthy volunteers [41, 44]. The same research group utilised low frequency harmonic loading to induce high amplitude wave oscillations in myocardium that were imaged using a standard cine ssfp MRI sequence rather than phase contrast (displacement encoding) sequence [45]. Shear wave amplitudes were measured by drawing a line from the anterior chest wall to the centre of the LV cavity and measuring the average peak height in the myocardium. Results were normalised by SWA’s measured from a region of interest in the anterior chest wall. Similar to [43], IVR and IVC times were measured using the vibration synchronised MRI sequence. Resulting amplitudes measured using standard cine ssfp imaging were not significantly different from those measured using phase contrast MRE, indicating that information on relative stiffness of myocardium could be obtained during a typical cardiac MRI scan without the need for a longer scan time.

Using SWA’s to assess properties of myocardium has the distinct advantage of bypassing the need for inversion methods. Therefore, low frequency mechanical loading can be used in order to achieve large amplitude waves (1 mm) since the number of wavelengths in the region of interest is not an issue. However, one goal of estimating absolute material properties of myocardium is to use the values as input to patient-specific finite element models, which are then used to accurately model cardiac mechanics. Therefore, although SWA may be a useful diagnostic tool in itself, it does not measure intrinsic properties, which would contribute to the overall understanding of patient-specific mechanics and myocardial function.

### 2.4 Limitations and Gaps in Knowledge

To summarise, stiffness is an important determinant of cardiac function and may be a useful diagnostic marker of cardiac pathologies, including hypertensive heart disease and diastolic dysfunction. However, most methods of estimating myocardial stiffness either provide relative (or surrogate) measurements. The finite elasticity simulation method [7, 160] estimates absolute stiffness values, yet still requires invasive pressure measurements. MRE avoids this requirement by including accelerations due to the harmonic motion, rather than requiring force boundary conditions. Therefore, MRE is advantageous in that it provides a direct, non-invasive measurement of myocardial stiffness.

Within the field of MRE, numerous inversion methods are used. Some of the common assumptions made in various inversion methods include:

- media is unbounded
• tissue is homogeneous

• material is isotropic

• displacements due to the longitudinal wave are negligible

Various inversion algorithms have aimed to address one or more of these assumptions. One group has used the shear wave amplitude itself, rather than stiffness, to avoid need for an inversion algorithm. Most inversion methods estimate an isotropic shear modulus, which is not sufficient when describing material properties of tissues such as myocardium, due to its fibrous nature. Studies that have estimated anisotropic material properties, generally estimated two ($G_{12}$ and $G_{13}$) or three parameters (e.g. $G_{12}$, $G_{13}$ and $E_3$) and assumed that the tissue was incompressible. Additionally, all published studies investigating MRE-derived material properties of myocardium have assumed that the tissue is isotropic. Therefore, this thesis is an extension of the large body of research on MRE and is aimed at investigating transversely isotropic material properties of myocardium. In Chapters 3 and 4, the boundary value FEMU method is investigated, which takes into account the geometry of the left ventricle, incorporates an anisotropic material model with realistic fibre orientations and does not assume negligible longitudinal waves.
THE boundary value finite element model update (FEMU) method is an iterative, inverse method estimating material parameters by computing multiple forward solutions of a finite element problem, updating the material properties at each iteration, to minimise the difference between some output from the model (ε, u, etc.) and some associated experimental data. In this thesis, a FEMU method was implemented to estimate global material parameters for a homogeneous material. This chapter outlines the development of the method, including the construction of a finite element model of the left ventricle, and the simulation using Abaqus of harmonic motion assumed to occur during elastography experiments. Then, the FEMU method was validated by estimating isotropic parameters using experimental MRE phantom data, compared with two established MRE inversion methods.

3.1 Finite Element Methods for Steady State Harmonic Problems

3.1.1 Principle of Virtual Work

The force and momentum equations of equilibrium require that, for any object, the internal forces must be in equilibrium with the external forces acting on the object and its acceleration. The principle of virtual work is a ”weak form” of the equilibrium equations and it generally states that ”a continuous body is at equilibrium if the virtual work of all forces acting on the body is null for any kinematically admissible virtual displacement” [118].
\[- \int_V \sigma : \delta \varepsilon dV + \int_S T \cdot \delta u dS + \int_V b \cdot \delta u dV = \int_V \rho a \cdot \delta u dV \] (3.1)

where \( \delta \varepsilon \) is the virtual strain field and \( \delta u \) is the virtual displacement field. These can be considered as test functions, which are multiplied by the terms of the equilibrium equation. \( \sigma \) is the Cauchy stress tensor, which carries in it the material properties, \( T \) represents external traction forces on the surface \( S \), \( b \) represents body forces (such as gravity) in the volume \( V \), \( \rho \) stands for density and \( a \) is the acceleration. The first term describes the internal virtual work due to inherent elastic properties of the material. The second and third terms describe the external virtual work due to the traction forces on the boundaries and the body forces, respectively. The right hand side of the equation describes the virtual work due to acceleration. The test functions are arbitrary but must be consistent with all kinematic boundary conditions of the problem. Given the traction forces and body forces applied on an object as well as its acceleration and material properties, the principle of virtual work can be used to solve for resulting displacements of an object.

### 3.1.2 Finite Element Method

In this thesis, Abaqus 6.13 (Dassault Systèmes Simulia Corp., Providence, USA), a finite element analysis software, was used to solve for the resulting displacement field given a harmonic load, as is the case in MRE. Abaqus utilises the Galerkin finite element method, which is a common way of calculating a numeric solution to a complex set of differential equations. The exact solution to the harmonic problem requires that force and momentum be in equilibrium at all times throughout the entire geometry. However, in the FEM, the equilibrium equations are approximated by replacing them with a weaker requirement, that equilibrium must be maintained in an average sense over a finite number of divisions of the volume. Therefore, the underlying principle of FEM is that a non-regular geometry is subdivided into smaller, non-overlapping regions, referred to as elements, and the solution is approximated by satisfying the equilibrium equations for each element, often using low-order polynomial interpolation functions to approximate the displacement fields. The Galerkin method uses these approximating polynomial functions as the test functions using the principle of virtual work and enforces orthogonality between the test function and equation residual. The equation residual represents the error between the true solution and the numerical approximation. In this approach, the virtual displacements cancel through and the resulting equations are solved numerically for the displacement given the boundary conditions and estimated material properties.

Displacement field values are typically approximated within an element with respect to parameters defined at vertices, called nodes, and a mapping is used to relate global (nodal) parameters to local (element) parameters. A greater level of accuracy in the solution can
be achieved by increasing the number of nodal parameters. This can be done by refining
the mesh (i.e. adding more nodes/elements) or by introducing higher order elements (i.e.
cubic elements versus linear). However, as the number of parameters increases, so does
the computational cost. Therefore, the number of parameters should be chosen such that
the necessary level of accuracy is obtained while minimising the computational cost.

### 3.1.3 Development of a First Order Hexahedral Mesh of a Canine Left Ventricle

The first step in the finite element method is to discretise the problem into elements. The
steps for creating a first order hexahedral mesh of a canine left ventricle (LV) are presented
in this section. Using Cardiac Image Modeller (CIM v8.1.5, University of Auckland), an
in-house software, the initial model was created by fitting a 16 element prolate-spheroidal
mesh described by bi-cubic Bézier shape functions to endocardial and epicardial contours
of the LV at every cardiac time point (Figure 3.1).

![Figure 3.1: LV model created using CIM software. The yellow plane denotes the base plane of the LV.](image)

Then, the model at one time point (diastasis) was converted to a tri-cubic Hermite
mesh for refinement in CMISS (Continuum Mechanics, Image analysis, Signal processing
and System identification), an in-house finite element software (www.cmiss.org). Within
CMISS, the high-order mesh was refined three times in the circumferential ($\xi_1$) and longi-
tudinal ($\xi_2$) directions and twice in the radial ($\xi_3$) direction (Figure 3.2). The derivatives
were discarded in order to generate a first order mesh of hexahedral elements that could
be imported into Abaqus. In the original tri-cubic Hermite mesh, there was one node at
the apex, which was shared by four elements. These four elements at the apex had one
collapsed edge.
Initially, wedge elements, with six nodes, were defined at the apex to avoid using elements with collapsed edges. However, as is apparent in Figure 3.3, the mesh quality at the apex was poor due to some elements having very small volumes. During a simulation, these elements at the apex would quickly become distorted, resulting in negative Jacobian values (negative volumes) and unrealistic stress concentrations. There were two main problems with the mesh at the apex: 1) bunching or rippling of elements and 2) convergence of elements to a single point. Therefore, this section describes the steps that were taken to create a high quality LV mesh, utilising only linear hexahedral elements.

In order to avoid the problem of element bunching, the original tri-cubic Hermite mesh was first refined three times in the \( \xi_1 \) direction (circumferentially). Then, a derivative correction was applied at apical nodes for which the spatial derivatives: \( \partial y/\partial \xi_2, \partial^2 y/\partial \xi_1 \xi_2, \partial z/\partial \xi_2, \partial^2 z/\partial \xi_1 \xi_2 \) were set to values that only depended on the circumferential position, defined by \( \theta \), and a constant, \( \beta \) (Equation (3.2)).
\[
\frac{\partial y}{\partial \xi_2} = \cos \theta \quad \frac{\partial z}{\partial \xi_2} = \sin \theta \\
\frac{\partial^2 y}{\partial \xi_2 \partial \xi_1} = -\beta \sin \theta \\
\frac{\partial^2 z}{\partial \xi_2 \partial \xi_1} = -\beta \sin \theta
\] (3.2)

where \( \beta = \frac{2\pi}{n} \) and \( n \) is the number of nodes in the circumferential direction after the first refinement step.

Then, the mesh was refined three times in the \( \xi_2 \) (longitudinal) direction and twice in the \( \xi_3 \) (radial) direction and the derivatives were removed. The resulting first-order mesh had more uniform element sizes and nodal spacing at the apex and thus solved the first problem of element bunching (Figure 3.4).

To tackle the second issue, wedge elements at the apex were removed, creating a hole in the LV mesh at the apex (Figure 3.5a). Then, the nodes which surrounded this hole were extracted (Figure 3.5b). A volume was created by connecting nodes in each contour to create splines and lofting the contours together. The volume was meshed, adding a constraint that the original nodes to create the volume must be included in the mesh nodes (Figure 3.5c). The apical mesh was then "inserted" back into the LV model (Figure 3.5d). And finally, equipotential smoothing was used to smooth the mesh (Figure 3.5e) by attempting to equalise element volumes [147].

Equipotential smoothing attempts to equalise the volume of elements attached to each node by adjusting nodal locations. Since it allows movement of external nodes, the meshed volume of the LV changed by 0.0347 mL, corresponding to 0.08% of the total volume. This amount of volume change was considered acceptable. Figure 3.6 illustrates the effect of equipotential smoothing by plotting the LV mesh where the colour represents the element volume. Prior to smoothing, element volumes ranged from 0.0661 mL (at the apex) to 25.3 mL. After smoothing, element volumes ranged from 2.36 - 16.7 mL. Additionally, as expected, the surface at the apex became smoother, eliminating the sharp transition between the LV and apical meshes. The equipotential smoothing method is known to "pull in" badly shaped meshes while equalising element volumes. Smoothness was not quantified but was judged visually. Element volumes were used to determine the amount of smoothness applied since the primary purpose of the apical re-meshing steps was to avoid distorted and negative volume elements.

A bullseye layout is apparent in the element volume maps both before and after smoothing in Figure 3.6. This is due to the differences in wall thickness in different regions of the LV. The number of refinements transmurally is the same throughout the entire model. However, the wall thickness is not constant. Therefore, there is a regular pattern which shows the region of greatest wall thickness (blue) and least wall thickness (pink).
FIGURE 3.4: Mesh refinement steps with apical derivative correction.
FIGURE 3.5: a) LV mesh with apical nodes removed, b) apical nodes, c) apical mesh, d) LV mesh with apical elements inserted and e) final smoothed LV mesh

FIGURE 3.6: Plots of element volumes (mL) in the LV a) before (10.00 ± 5.85 mL) and b) after (9.85 ± 3.64 mL) equipotential smoothing was applied.
The resulting model contained 5490 nodes and 4320 first-order hexahedral elements.

### 3.1.4 Elements

With the final model of the LV, three different Abaqus element types were examined: C3D8, C3D8R and C3D8H. 'C' signifies a continuum element; '3D' means that the element is three-dimensional; and '8' implies that there are eight nodes which define the element. The 'R' stands for "reduced integration" and 'H' stands for "hybrid".

Shear locking, or overly stiff behaviour due to non-physical shear, can be a problem with fully integrated elements, when they are subjected to bending. Reduced integration elements (C3D8R) eliminate shear locking and can save computation time. Reduced integration elements in Abaqus do not compute strain at one integration point, but rather use an averaged strain-displacement matrix over the element volume (see Appendix A), thus ensuring constant strain over the entire element [48]. In reduced integration elements, elements exhibit no shear stiffening at all, introducing zero-energy deformation modes, or non-zero deformation with zero strain at the element centroid. This phenomenon is known as hourglassing.

An additional problem introduced with incompressible or nearly incompressible materials, such as biological tissues, is known as volumetric locking. In an incompressible material, the volume at each integration point is constrained, introducing eight constraints per element in fully integrated hexahedra. The problem arises in that there are only three degrees of freedom at each integration point to satisfy the volume constraints. Thus, the mesh is over-constrained and exhibits overly-stiff behaviour. Volumetric locking is less pronounced in reduced integration elements since they have fewer volumetric constraints.

In order to reduce the effect of volumetric locking, C3D8 elements in Abaqus use a "selectively reduced" integration scheme (see Appendix A). Full integration is used to calculate the deviatoric, or shear, stress and the uniform strain formulation, identical to that used for C3D8R elements, is used to compute the dilatational stress.

"Hybrid" elements are also available to use in fully or nearly incompressible materials modelled with solid elements. With this element type, the hydrostatic stress is described by an independent set of parameters (degrees of freedom to be determined during the solution procedure), and is coupled to the displacement solution through the stress equilibrium and constitutive equations. In Abaqus hybrid elements, the modified Cauchy stress is written as (Abaqus Theory Manual, v6.13):

\[
\sigma = \sigma + (1 - \rho)I\left(-\frac{1}{3}Tr(\sigma) - \hat{p}\right)
\]

where \(\sigma\) is the stress tensor, \(1/3Tr(\sigma)\) is the hydrostatic stress and \(\hat{p}\) is the independent hydrostatic pressure field. In Abaqus, \(\rho\) was chosen to be \(1e10^{-9}\), since it is sufficiently close to zero without causing equation solver difficulties. Hybrid elements solve the problem...
of volumetric locking in incompressible materials yet are more computationally expensive than C3D8 elements.

The three different element types, C3D8, C3D8R and C3D8H were tested with the canine left ventricular (LV) mesh. A harmonic displacement \((f = 80 \text{ Hz})\) of 0.2 mm was applied to the anterior epicardial face of the LV and the basal epicardial nodes were fixed. Displacement maps encoding magnitude \(\sqrt{x^2 + y^2 + z^2}\) are shown in Figure 3.7. The Poisson’s ratio, controlling incompressibility, was set to 0.49999999.

The displacement maps of the C3D8 and C3D8H elements look similar whereas slight differences can be seen in the C3D8R model displacement field. When the scale factor was increased 10x, hourglassing is apparent in the C3D8R model, particularly near the base and apex, while the C3D8H and C3D8 model elements show smooth transitions between regions (Figure 3.8).

To quantify the differences in nodal displacements, the root mean squared difference
was calculated between: C3D8H vs C3D8R, C3D8H vs. C3D8 and C3D8R vs C3D8 models. Utilising both the real and imaginary components of the resulting harmonic displacement fields, the root mean squared differences were 1.747e-6 mm, 0.1133 mm and 0.1133 mm, respectively. Therefore, the displacement fields calculated with the C3D8 and C3D8H elements were nearly identical. Although C3D8 elements could have been used, C3D8H elements were chosen since most biological tissue is nearly incompressible and C3D8H elements avoid volumetric locking entirely.

3.1.5 Steady-State Harmonic Motion

The direct steady-state dynamic analysis procedure in Abaqus 6.13 (Dassault Systèmes Simulia Corp., Providence, USA) was used to simulate MRE displacements. This is a perturbation procedure in which the response of a model to an applied harmonic load is calculated about the base state. The result is a set of complex harmonic nodal displacements, \( u \). It was assumed that, in MRE experiments, steady-state harmonic motion has been achieved by the time that phase images are collected. The transient vibrations, which occur at the beginning of the excitation, are not accounted for in a harmonic response analysis. Generally, steady-state dynamic analysis procedures provide a solution to the linear equations of motion when the loading is harmonic, which has the trigonometric form:

\[
P(t) = u_{mag} \cos(\omega t + \theta)
\]

and the equivalent complex form:

\[
S(t) = u e^{i\omega t}
\]

where \( \omega \) is the angular frequency (\( = 2\pi f \)). A phase angle (\( \theta \)) allows the loading to be described relative to a reference time point (\( t = 0 \)). The frequency of the steady-state response is assumed to be the same frequency of the applied harmonic load. The trigonometric form of the response (vector, tensor components) is thus described by the real part of the complex form.

Steady-state dynamic procedures result in frequency domain solutions that represent a single complete cycle of harmonic response. They provide solutions at the excitation frequency specified. Excitation input and response can be written in two parts, corresponding to the magnitude and phase angle, which are related to the complex form by:

\[
\begin{align*}
  u &= u_{Re} + iu_{Im} \\
u_{Re} &= u_{mag} \cos(\theta) \\
u_{Im} &= u_{mag} \sin(\theta)
\end{align*}
\]
These equations are shown graphically in Figure 3.9.

![Diagram of complex load/response](image)

**Figure 3.9:** A graphical representation of the complex load/response.

The principle of virtual work can be written in its discretised form to solve for steady-state harmonic displacements. The first term of Equation (3.1), representing internal work, can be separated into internal work done by stiffness ($K$) and that done by damping ($C$). Assuming body forces such as gravity are negligible, Equation (3.1) can be rearranged and written as:

$$-M \ddot{u} + C \dot{u} + Ku = P$$

(3.7)

where $u$ is the complex nodal displacement, incorporating both the real and imaginary components of displacement, $M$ is the mass matrix, $C$ is the damping matrix and $K$ is the stiffness matrix. The test, or weighting, functions are equivalent to the shape functions used to describe each element and are carried in the discretised matrices: $M$, $C$, $K$ and $P$. Acceleration ($\ddot{u}$) and velocity ($\dot{u}$) are related to the angular frequency and complex displacement (cancelling the $e^{i\omega t}$ term) as:

$$\ddot{u} = -\omega^2 u$$

$$\dot{u} = i\omega u$$

(3.8)

Therefore, Equation (3.7) can be rewritten as:

$$-\omega^2 Mu + i\omega Cu + Ku = P$$

(3.9)

Mass proportional damping $C$ was not included in the model. However, structural damping was included to model realistic energy loss from the system in a vibrating structure. The structural damping forms the imaginary part of the stiffness matrix, which is also known as the structural damping matrix. Structural damping forces are proportional to displacement and are in phase with velocity. Without damping, the solution would become unbounded when $\omega$ is equal to natural frequencies of the system. With structural damping included in the material model and without mass proportional damping, Equation 3.9 now becomes:
\[-\omega^2 \mathbf{M} \mathbf{u} + i \mathbf{K}_L \mathbf{u} + \mathbf{K}_s \mathbf{u} = \mathbf{P} \quad (3.10)\]

and

\[\mathbf{K} = i \mathbf{K}_L + \mathbf{K}_S = \mathbf{K}_S (is + 1) \quad (3.11)\]

This equation is more often written in terms of the structural damping coefficient \( s \) as:

\[-\omega^2 \mathbf{M} \mathbf{u} + (is + 1) \mathbf{K}_s \mathbf{u} = \mathbf{P} \quad (3.12)\]

In this formulation, \( \mathbf{K}_s \mathbf{u} \) is in phase with the displacement and \( is \mathbf{K}_s \mathbf{u} \) is in phase with the velocity [145]. The damping coefficient is a general way of describing energy loss in a system [21]. It directly measures energy dissipation with no reference to the mechanisms involved. The structural damping coefficient can be related to viscous damping:

\[\zeta = s \cdot \frac{\omega_n}{\omega} \quad (3.13)\]

where \( \zeta \) is the fractional damping coefficient (a ratio of the real damping over critical damping of the system), \( \omega_n \) is the natural frequency of the system and \( \omega \) is the forcing frequency. In the FEMU method, the structural damping coefficient \( s \) was included in the parameters to be identified since it has been shown that omitting damping in elastography inversion methods can result in estimation errors up to 25\% (at 67.5 Hz) [49].

### 3.2 FEMU Isotropic Method Validation

The finite element model update (FEMU) method was used to estimate the linear elastic isotropic shear stiffness in a cylindrical phantom using experimental MRE displacements. The results were compared with shear moduli estimated from the same phantom using two other common MRE inversion methods: 1) directional filtering with local frequency estimation (DF-LFE) and 2) multi-model direct inversion (MMDI).

#### 3.2.1 Isotropic Phantom MRE Experiment

Magnetic resonance elastography images of a PVC cylindrical gel phantom (radius = 76.2 mm, height = 127 mm) were collected using a Siemens Trio MR scanner (TR = 25 ms, TE = 21.27 ms) and a gradient recalled echo imaging sequence [23]. A pneumatic driver was used to apply a harmonic load to the phantom at 60 Hz with a 5\% power setting. Phase contrast images (native resolution = 128 voxel x 64 voxel, reconstructed resolution = 256 voxel x 256 voxel) were collected at 16 axial locations in the mid-region of the
phantom. At each location, three images were collected, which encoded phase in three orthogonal directions (Figure 3.10). The through-plane displacement was encoded in the slice direction and is referred to as the z-direction. The phase (R-L) and readout (A-P) encoding directions are called the x and y directions, respectively. Images were collected with 5 mm slice thickness and 5 mm spacing between slice centres.

![Figure 3.10: The three phase images show displacement encoded in the phase, readout and slice directions, respectively.](image)

Each phase image collected is known as a wave image and is equivalent to imaging the dynamic displacement at one time point. Data were then collected at different time points by changing the timing of the motion encoding gradient (MEG) with respect to the motion timing. Each of these points in time is known as a phase offset. In this experiment, images were collected at four phase offsets during the time-harmonic cycle (Figure 3.11). In the imaging protocol, a trigger was sent from the scanner to the external pneumatic driver. Typically in MRE, anywhere between two and eight phase offset images are collected.
A Fourier transform was used to fit a sine wave to the four phase offsets. To illustrate this process, Figure 3.11 shows four phase offset images from one image plane encoding displacements in the through-plane direction. One pixel (100,100) has been marked on each image.

Taking the Fast Fourier Transform (FFT) of these four data points results in four numbers. The first of which is the DC component of the signal whereas the second, third and fourth values are the first, second and third harmonic amplitudes, respectively. The result of the FFT is symmetric such that only the first half of the points has unique magnitudes and the rest are symmetrically redundant. In this case, the first harmonic (FH) represents the primary harmonic component found in the MRE signal. The amplitude of the harmonic is equal to the amplitude of the FH divided by the number of sampling points (N) and multiplied by two to account for the symmetric redundancy of the resulting FFT output. Assuming that the frequency of displacement is the same as the frequency of the pneumatic driver (60 Hz), the FH amplitude, a complex value, can be used to describe the sine wave which fits the four data points. The four values from the marked pixel (100,100) in Figure 3.11 have been plotted in the graph along with the fitted sine wave on an arbitrary time scale in Figure 3.12b.
Then, the complex amplitudes were converted to complex displacements with units of \( \mu m \) by first converting the pixel magnitude, which ranged from [0, 4096], to radians. Then, the amplitude in radians was related to \( \mu m \) via the motion encoding coefficient (MENC) which has units of \( \mu m/\text{rad} \). In the phantom experiment, the MENC value for 60 Hz excitation and 60 Hz encoding gradient was 13.3 \( \mu m/\text{rad} \) for a Tim Trio system with gradients of 27 mT/m (2.7 G/cm) and a slew rate of 164 \( \mu s \).

\[
d = A \cdot \left( \frac{2\pi}{4096} \right) \cdot \text{MENC}
\]

### 3.2.2 Stiffness Estimate: FEMU

A finite element model was developed that represents the geometry of the imaged portion of the cylinder. The actual cylindrical phantom had a diameter of 76.2 mm and a height of 127 mm. However, the 16 slices were acquired from the mid-region of the cylinder and covered 80 mm of the total height. Therefore, the finite element model of the phantom was defined to have a diameter of 76.2 mm and a height of 80 mm. Two different mesh resolutions were used to estimate the isotropic elastic parameters of the phantom. Mesh #1 had 236652 nodes and 232070 elements and Mesh #2, with a more coarse mesh, had 31563 nodes and 28840 elements, as illustrated in Figure 3.13.
Displacement data was interpolated at the nodes using a cubic spline interpolation. The interpolated displacements were either used as boundary conditions or reference displacements in the FEMU objective function. Displacements were constrained on the top and bottom slices as well as the surface nodes of the phantom model. The remaining internal nodes were used in the objective function.

The objective function to be minimised, \( \%RMSE(u) \), was calculated as the root mean square of the Euclidean distances between nodal displacements generated from model predictions and ground truth displacements from the MRE phantom data, and expressed as a percentage of the root mean squared ground truth displacements.

\[
\%RMSE(u) = \sqrt{\frac{\sum_{x,y,z} (u_{MRE} - u_{FEM})^2}{\sum_{x,y,z} (u_{MRE})^2}}
\]  

(3.15)

An optimisation algorithm, fmin-cobyla, provided in the Scipy optimisation package of Python, was used to estimate the material parameters by minimising Equation 3.15. This is a nonlinear constrained optimisation method that does not require knowledge of derivatives [121]. Each iteration forms a linear approximation to the objective and constraint functions by interpolation at the vertices of a simplex.

An isotropic parameter estimation was run with three independent parameters to be identified: structural damping \((s)\), Young’s modulus \((E)\) and Poisson’s ratio \((\nu)\). The initial estimates for each were 0.1, 16 kPa and 0.499, respectively. An initial step size of 5 was used and the optimisation finished when the trust region radius was smaller than 1e-2 [120]. The damping coefficient and Poisson’s ratio were scaled so that step sizes reflected a physically reasonable amount of change in each parameter: \([100 \cdot s, E, 1000 \cdot \nu]\).

The resulting parameter estimates, final \%RMSE and number of iterations required for convergence are shown in Table 3.1.
TABLE 3.1: Results from FEMU applied to experimental MRE phantom data using two different mesh resolutions.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$E$ (kPa)</th>
<th>$s$</th>
<th>$\nu$</th>
<th>% RMSE</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.655</td>
<td>0.100</td>
<td>0.500</td>
<td>16.46%</td>
<td>366</td>
</tr>
<tr>
<td>2</td>
<td>16.933</td>
<td>0.100</td>
<td>0.499</td>
<td>16.11%</td>
<td>77</td>
</tr>
</tbody>
</table>

3.2.3 Stiffness Estimate: Directional Filter + LFE

As a comparison, an established directional filtering + local frequency estimation (DF-LFE) method [97] was applied to the phantom data. A directional Butterworth band pass filter (4th order, [4,40] waves/FOV) was used to filter the displacements in eight directions in frequency space, thus removing any bulk motion and high-frequency noise. Figure 3.14 illustrates the combination of the Butterworth band pass filter and directional filter in k-space and Figure 3.15 illustrates the resulting phantom displacements from each of the eight directional filters for one slice.

Figure 3.14: a) Butterworth band pass filter, b) filter direction and c) half of the resulting directional band pass filter applied to the phase data in k-space.

Figure 3.15: Butterworth band pass filters applied in eight directions and the resulting filtered first harmonic (FH) amplitudes in one slice of the phantom. FH amplitudes shown are the real component only of displacements in the slice (through-plane) direction. Filtered FH amplitudes range between: [-500,500].

Then, the directionally filtered data were re-interpolated at four equally spaced time points, or phase offsets, and LFE (using MRE/Wave, Mayo Clinic, Rochester, USA) was used to estimate the shear stiffness using the new filtered phase offset data [76]. The
resulting stiffness maps were then weighted by the first harmonic (FH) amplitude in each direction, producing a final weighted stiffness map for each image slice. Stiffness maps were weighted in order to give a greater weight to pixels with more signal (larger displacements) than those with lower signal. The weighting for each displacement direction (x, y, z) as well as each filter direction (i = 1:8) was written as:

\[
w = \frac{FH_{di}^2}{\sum_d \sum_{i=1}^{8} FH_{di}^2}
\]  

(3.16)

Figure 3.16 shows a stiffness map from the first slice of the phantom image data. As mentioned in Chapter 2, the LFE method performs poorly at image boundaries as can be seen by the low shear estimates around the border of the phantom in Figure 3.16a. Additionally, previous studies have shown that the correct stiffness estimate is only reached one half a wavelength from the boundary of a region [94]. In one axial slice, there are approximately two wavelengths radially. Given a radius of 76.2 mm and a pixel resolution of 1 mm x 1 mm, half of one wavelength is approximately 19 pixels. Therefore, to omit the poorly estimated regions, the phantom mask was eroded by 19 pixel layers in all 16 slices of the phantom using the Matlab (2012b) function bwmorph. The heterogeneity of the stiffness estimates in the slice shown, and all slices, may be due to small inhomogeneities within the gel phantom that give rise to variations in estimated shear moduli.

\[
F_{IGURE 3.16: Resulting map of shear stiffness for one slice of the phantom data a) without and b) with boundaries omitted.}

The mean shear stiffness over the entire phantom, within the eroded mask, was calculated to be 5.34 ± 0.37 kPa. Since the PVC gel phantom can be assumed to be isotropic, shear stiffness is related to Young’s modulus by:

\[
G_{12} = \frac{E_1}{2(1 + \nu)}
\]  

(3.17)

Assuming incompressibility (\(\nu = 0.5\)), this equates to a Young’s modulus of 16.02 kPa. The resulting Young’s moduli from the FEMU method using both mesh refinements, listed
in Table 3.1, differ from the resulting LFE estimated Young’s modulus by approximately 4.0% and 5.7%.

A third method, a multi-model direct inversion method (MMDI), was used by a collaborating group to estimate the shear modulus of the same phantom, which uses direct inversion of the Helmholtz wave equation. This method requires the calculation of high-order derivatives. The MMDI method resulted in a shear modulus of 5.45 kPa ($E = 16.35$ kPa). The FEMU results are slightly higher than both the DF-LFE and MMDI methods, but all mean shear moduli differ by less than 0.25 kPa. Overall, the FEMU method provides an estimate of isotropic material properties that are comparable to shear stiffness values measured from two other common MRE inversion methods. No other stiffness estimates (e.g. dynamic mechanical analysis) were available for the phantom.

This chapter validates the FEMU method as a way to estimate global isotropic material properties from an elastography displacement field and also discussed steps taken to create a first-order hexahedral mesh of a canine LV geometry. This method is expanded in Chapter 4 to identify anisotropic material properties from simulated harmonic displacement fields in the LV model as well as experimental MRE displacements from the cylindrical phantom.
IDENTIFIABILITY OF TRANSVERSELY ISOTROPIC MATERIAL PROPERTIES FROM MRE

Aspects of this chapter have been published in:


VALIDATION of the use of the finite element model update (FEMU) method to estimate isotropic shear stiffness from phantom MRE data was presented in Chapter 3. In this chapter, the FEMU method was implemented to identify transversely isotropic material properties in an isotropic gel phantom and using simulations of harmonic motion in an LV model with a histology-derived fibre field. Then, Gaussian noise was added to the reference displacement fields and material parameter estimations were performed. The relative identifiability of each transversely isotropic material parameter was investigated, in order to demonstrate the ability of iterative FEMU inversion methods to accurately estimate global material parameters and to determine whether this is a well-posed inverse problem for which all material parameters can be uniquely determined. Constitutive parameter sweeps were analysed and characteristics of the Hessian matrix at the optimal solution were used to evaluate the determinability of each constitutive parameter. Four out of five constitutive
parameters (Young’s moduli $E_1$ and $E_3$, shear modulus $G_{13}$ and damping coefficient $s$), which describe a transversely isotropic linear elastic material, were well-determined from the MRE displacement field using an iterative FEMU inversion method. The remaining parameter, Poisson’s ratio, was least identifiable. Young’s moduli, shear moduli and the damping coefficient are well-determined from MRE data whereas Poisson’s ratio is not as well-determined and should potentially be set to a reasonable value for biological tissue (close to 0.5).

### 4.1 Methods

#### 4.1.1 Linear Elastic Constitutive Model

Myocardial stiffness is anisotropic due to its fibrous and layered architecture [88] with greatest stiffness in the fibre direction, intermediate stiffness transverse to the fibres in the plane of the layer, and least stiffness orthogonal to the layers [34]. However, secondary (sheet) and tertiary (sheet-normal) material orientations are difficult to determine using DTMRI [18] and there is currently controversy over whether material properties of myocardial laminae can be personalised [161]. Following many previous studies [50, 159, 162], a transversely isotropic material model was used in this thesis to describe the material behavior of myocardium.

At large strains, myocardium is hyperelastic, exhibiting non-linear elasticity. However, at small strains induced by elastography, a linear elastic material model was used to approximate the slope of the stress-strain curve at the current deformed state of the myocardium. An anisotropic linear elastic stiffness matrix, $\mathbf{E}$, which relates the internal stress of the material to the strain, has 21 independent parameters. However, if the material is assumed to be transversely isotropic, the stiffness matrix is reduced to the following form.

$$
\begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\sigma_4 \\
\sigma_5 \\
\sigma_6
\end{pmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{22} & C_{13} & 0 & 0 & 0 \\
C_{33} & 0 & 0 & 0 \\
C_{44} & 0 & 0 & \text{sym} \\
C_{66} & 0 & C_{66}
\end{bmatrix}
\begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4 \\
\epsilon_5 \\
\epsilon_6
\end{pmatrix}
$$

where $C_{12} = C_{11} - 2C_{44}$. Thus, there are five independent parameters: $C_{11}$, $C_{33}$, $C_{13}$, $C_{44}$ and $C_{66}$. Note that Abaqus and the methods implemented in this thesis use a modified Voigt notation for the stiffness tensor (and calculated strains and stresses), i.e. $\epsilon_4 = \epsilon_{12}$, $\epsilon_5 = \epsilon_{13}$ and $\epsilon_6 = \epsilon_{23}$.
Engineering constants (Young’s moduli, shear moduli and Poisson’s ratios) can be calculated from the compliance matrix, which is the inverse of the elastic stiffness matrix \( C = E^{-1} \).

\[
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{13} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{66} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66}
\end{bmatrix}
^{\text{-1}} =
\begin{bmatrix}
\frac{1}{E_1} & \frac{-\nu_{12}}{E_1} & \frac{-\nu_{13}}{E_3} & 0 & 0 & 0 \\
\frac{-\nu_{12}}{E_1} & \frac{1}{E_1} & \frac{-\nu_{13}}{E_3} & 0 & 0 & 0 \\
\frac{-\nu_{13}}{E_3} & \frac{1}{E_3} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{12}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{G_{13}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{13}}
\end{bmatrix}
\]

(4.2)

The five engineering constants needed to define a transversely isotropic response are: elastic parameters \( E_1 (= E_2) \), \( E_3 \), shear parameters \( G_{13} (= G_{23}) \), and Poisson’s ratios \( \nu_{12} \) and \( \nu_{13} (= \nu_{23}) \), assuming a fibre direction aligned with the \([0 \ 0 \ 1]^T\) axis. Various combinations of these parameters can be used. In nearly incompressible materials, the Poisson’s ratio in the isotropic plane, \( \nu_{12} \), is related to the Poisson’s ratio describing the fibre direction, \( \nu_{13} \), by \( \nu_{12} = 1 - (\nu_{13} + \epsilon) \). Since biological tissue is nearly incompressible, the constraint, \( \nu_{12} = 1 - \nu_{13} \), was utilised, thereby reducing the number of parameters to four. The Poisson’s ratios in the transverse-fibre directions (1-3, 2-3) are related to the Young’s moduli and the Poisson’s ratio in the fibre-transverse direction according to the following equation [90]:

\[
\frac{\nu_{ij}}{E_i} = \frac{\nu_{ji}}{E_j}
\]

(4.3)

In this study, the structural damping coefficient (s) was included in the parameters to be identified since it has been shown that omitting damping in elastography inversions can result in estimation errors up to 25% (at 67.5 Hz) [49]. Many studies have set a value for Poisson’s ratio under the assumption that any error in Poisson’s ratio will not affect the shear modulus significantly since the longitudinal wavelength (affected by Poisson’s ratio) is much longer than the shear wavelength [61, 139, 150]. However, other studies suggest that even small changes in Poisson’s ratio near the incompressible limit can result in large deviations in stress within the material [33]. Therefore, five parameters were investigated in this study: \( s \), \( E_1 \), \( E_3 \), \( G_{13} \) and \( \nu_{31} \).

Transversely isotropic parameters were identified from simulated harmonic displacements in an LV model as well as from experimental MRE displacements in an isotropic phantom. The phantom experiment described in Chapter 3 was analysed again in this chapter utilising the less refined mesh (Mesh #2). Both isotropic and transversely isotropic linear elastic constitutive relations were used. In the isotropic model, only three parameters were estimated: \( s \), \( E \) and \( \nu \). In the estimation of transversely isotropic material properties,
the material was arbitrarily aligned through the bore of the cylinder and the resulting fibre and cross-fibre stiffness values were expected to be the same.

4.1.2 Finite Element Modelling and Simulations

In the LV model, steady-state harmonic motion was simulated in an anatomically accurate canine left ventricular geometry. Physiologically realistic helical fibres [88] measured from histology were embedded using finite element interpolation of nodal parameters. Fibre angles measured with respect to the short axis plane varied from approximately -60 degrees to +60 degrees transmurally from epicardium to endocardium, respectively. The epicardial basal nodes were fixed and a sinusoidal displacement with an amplitude of 0.2 mm at 80 Hz was prescribed at 41 epicardial nodes at the apex (Figure 4.1b).

A local orientation was defined within each element where the local \([0 \ 0 \ 1]^T\) axis was designated to be aligned with the fibre direction. Stiffness values were defined based on cardiac anisotropic shear moduli measured from ultrasound elastography [31] which were derived from mechanical shear waves between 100 Hz- 400 Hz. Despite the difference in loading frequency from this study, values were comparable to anisotropic MRE measurements of skeletal muscle measured in [61] between 30 Hz - 60 Hz. The fibre direction was assigned a Young’s modulus \((E_3)\) of 10.5 kPa, moduli in the transverse directions \((E_1, E_2)\) were set to 6.5 kPa and the fibre shear moduli \((G_{13}, G_{23})\) were set to 2.5 kPa. The structural damping coefficient was assigned a value of 0.1; the Poisson’s ratio was set to 0.49999999 as cardiac tissue is largely incompressible; and a density of 1.06 g/cm\(^3\) was assumed.

Gaussian noise was added to the real and imaginary components of the reference displacement field prior to estimation of the material parameters. According to Gudbjartsson et al, noise in MR images can be adequately modelled using a Gaussian distribution, given
that the signal-to-noise ratio (SNR) is above three [60]. Epicardial displacements from the ground truth case with added noise were prescribed on the outer surface. The Gaussian distributions of noise were computed for the x, y and z directions independently, with each having a mean of zero and standard deviation computed as:

\[
\sigma_{\text{noise}} = 15\% \cdot \sigma_{\text{disp}}
\]  

(4.4)

where \(\sigma_{\text{disp}}\) was the standard deviation of the ground truth displacement field. The scaling factor of 15\% was chosen following other MRE simulation studies [156] which corresponds to an SNR of approximately five. A Monte Carlo simulation was run (30 repeated simulations) with random Gaussian noise added to the boundary conditions regenerated at each run. Initial estimates for the optimisations were randomly assigned from a normal distribution with the reference (or true) value as the mean and 20\% of the reference parameter as the standard deviation, which was arbitrarily chosen. A second Monte Carlo simulation was run in which the initial estimates were similarly varied except the Poisson’s ratio was fixed (\(\nu_{31} = 0.4999999\)).

### 4.1.3 Determinability of Material Parameters

Three criteria were evaluated in order to assess the determinability of the material parameters from the Hessian matrix, \(H\), computed at the minimum of the objective function [12, 110].

**D-Optimality Criterion.** This is related to the volume of the indifference region, defined by the hyperellipsoid with size determined by the eigenvalues of the Hessian matrix. The area is called the indifference region since varying the material parameters within this region doesn’t affect the error function significantly. Since this volume is inversely proportional to the determinant of the Hessian, a D-optimal design would maximise \(\det(H)\).

**Eccentricity Criterion.** The eccentricity, or ratio of the longest to shortest axis of the ellipsoid describing the region of indifference, is a measure of the discrepancy between the least- and best-determined parameters. The ratio of the largest eigenvalue to the smallest eigenvalue reflects the ellipsoidal eccentricity. An eccentric-optimal design would minimise \(\text{cond}(H)\). Since the five parameters evaluated in this study are of different scales (by three orders of magnitude), the eccentricity criterion was evaluated from a Hessian computed using parameter vectors that were normalised to have equal magnitude, \(H_{\text{norm}}\).

**M-Optimality Criterion.** The third criterion relates to the interaction between material parameters. An ellipsoid axis, which lies at some angle with respect to parameter axes, indicates a correlation between parameters. Interaction between parameters is minimal when the determinant of the scaled Hessian matrix, \(M = \det(\tilde{H})\), is equal to one. The \((i, j)\) entry of \(\tilde{H}\) can be written as:
\[ \tilde{h}_{ij} = \frac{h_{ij}}{\sqrt{h_{ii} h_{jj}}} \]  \hspace{1cm} (4.5)

where \( i \) and \( j \) range over the number of parameters in the optimisation.

### 4.2 Results

#### 4.2.1 Isotropic Phantom

The resulting material properties from the isotropic parameter estimation in the gel phantom were: \( s = 0.100, E = 16.655 \text{ kPa} \) and \( \nu = 0.500 \) (RMSE = 16.46\%). Figure 4.2 shows the objective function plotted from the parameter sweep using the phantom model. The objective function shows a clear minimum in the Young’s Modulus \( (E) \) direction but large valleys along the Poisson’s ratio and structural damping directions. The D-optimality value \( (\text{det}(H)) \) for identifiability was 1.028e12; the eccentricity value \( (\text{cond}(H_{\text{norm}})) \) was 26.19; and the M-optimality \( (\text{det}(\tilde{H})) \) value was 0.901.

The parameters are largely independent since \( \text{det}(\tilde{H}) \) is close to 1. The parameter independence can also be understood by observing the eigenvectors, which are each aligned primarily along one parameter axis. Overall identifiability is described by the D-optimality criterion, which is the \( \text{det}(H) \). A larger \( \text{det}(H) \) indicates a smaller indifference region and greater identifiability. A larger gradient along any one individual direction results in a larger D-optimality criterion. When the Hessian matrix is non-singular, its determinant can be written as the product of the eigenvalues. Therefore, in the case when the parameters are independent of one another, the eigenvalues from the scaled Hessian can be used to describe the relative identifiability of each parameter.

There was a large difference between the identifiability of the Young’s modulus compared to the structural damping coefficient and Poisson’s ratio (Eccentricity > 1). The structural damping coefficient was least identifiable (eigenvalue = 1.027), followed by the Poisson’s ratio (eigenvalue = 3.720), leaving Young’s modulus as the most identifiable parameter (eigenvalue = 26.89).
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4.2.2 Anisotropic Left Ventricle Simulations

Figure 4.3 shows the LV ground truth displacement maps and Figure 4.4 shows the objective function plots for the LV parameter sweep. When all five parameters were estimated using the ground truth values as the initial estimates and no Gaussian noise was added, the resulting parameters were: $s = 0.100$, $E_1 = 6.501$ kPa, $E_3 = 10.490$ kPa, $G_{13} = 2.501$ kPa and $\nu_{31} = 0.4999$. Based on the Hessian at the minimum of the objective function for the LV parameter sweep, the D-optimality criterion ($\det(H)$) for identifiability was $6.730e21$; the eccentricity value ($\text{cond}(H_{\text{norm}})$) was $256.34$; and the M-optimality ($\det(\tilde{H})$) value was $0.943$. The parameters in order from least identifiable to most identifiable for the LV model were: $\nu_{31}$, $E_3$, $s$, $G_{13}$ and $E_1$. The eccentricity was very high indicating that there was a large discrepancy between the identifiability of the most identifiable parameter ($E_1$) and the least identifiable parameter ($\nu_{31}$). The M-optimality value ($0.943$) close to one indicates weak dependence between parameters in the LV model.

Figure 4.3: a) Displacement maps at five points (a-e) during one harmonic cycle in the ground truth FE LV model. Panels a-e show a section through the long axis of the LV and the color maps represent magnitude of the displacement ($\sqrt{x^2 + y^2 + z^2}$); red: +0.2 mm, blue: 0 mm.

Figure 4.2: RMSE (%) for a) $E$ and $s$ and b) $\nu$ and $E$. Plots are shown with additional interpolated data points; black spheres indicate points at which error values were calculated.
FIGURE 4.4: A representative example of plots of the objective function. Percent RMSE is plotted for parameters: a) $G_{13}$ vs. $E_1$, b) $E_1$ vs. $s$, c) $\nu_{31}$ vs. $E_3$ and d) $G_{13}$ vs. $E_3$; black spheres indicate points at which error values were calculated. Note the difference in scales between the plots.

Parameter values resulting from the 30 material parameter estimations with simulated noise were: $s = 0.118 \pm 0.011$, $E_1 = 6.555 \pm 0.214$ kPa, $E_3 = 10.459 \pm 1.014$ kPa, $G_{13} = 2.513 \pm 0.077$ kPa and $\nu_{31} = 0.464 \pm 0.053$. The optimisation was then repeated while fixing Poisson’s ratio and only $s$, $E_1$, $E_3$ and $G_{13}$ were estimated. The resulting parameters when Poisson’s ratio was fixed were: $s = 0.120 \pm 0.015$, $E_1 = 6.538 \pm 0.054$ kPa, $E_3 = 11.027 \pm 0.628$ kPa and $G_{13} = 2.526 \pm 0.054$. Box plots in Figure 4.5 show the spread of identified parameters when Poisson’s ratio was estimated and when it was fixed. The damping coefficient was consistently overestimated (true parameter = 0.1).
4.2.3 Anisotropic Parameter Estimation from the Isotropic Phantom

The anisotropic estimation applied to the isotropic phantom MRE displacements resulted in the following material parameter estimates: \( s = 0.10, E_1 = 16.75 \text{ kPa}, E_3 = 16.75 \text{ kPa}, G_{13} = 5.65 \) and \( \nu_{31} = 0.50 \) (RMSE = 16.20%). Figure 4.6 shows the objective function plots from the anisotropic parameter sweep for the model of the phantom. The plots of the surfaces of the objective function show clear minima in some but not all parameters. It is noticeable, simply from the existence of valleys in the objective function, that not all parameters are equally identifiable.

The D-optimality value \( \det(H) \) for identifiability was 3.521e12; the eccentricity value \( \text{cond}(H_{\text{norm}}) \) was 77.82; and the M-optimality \( \det(\tilde{H}) \) value was 0.811. Since the phantom material was isotropic, there was interaction between the parameters \( E_1 \) and \( E_3 \), which then resulted in the lower M-optimality value \( (<1) \). However, the eigenvectors showed little to no interaction between the Young’s moduli, shear modulus and Poisson’s ratio. The eigenvectors also showed slight interaction between the Young’s moduli and the structural damping coefficient. The parameters in order from least to most identifiable (magnitude of eigenvalue) were: \( s, \nu_{31}, E_3, E_1 \) and \( G_{13} \). The shear parameter was much more identifiable than all other parameters, since the eigenvalue was more than 25x greater than that of the next biggest eigenvalue \( (E_1) \).
Figure 4.6: RMSE (%) is plotted for parameters: a) $G_{13}$ vs. $E_1$, b) $E_1$ vs. $s$, c) $\nu_{31}$ vs. $E_3$ and d) $G_{13}$ vs. $E_3$; black spheres indicate points at which error values were calculated.

Table 4.1: Summary of optimality criteria determined from the Hessian of the objective functions at the minimum.

<table>
<thead>
<tr>
<th></th>
<th>D-Opt</th>
<th>Eccentricity</th>
<th>M-Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>LV</td>
<td>6.730e21</td>
<td>256.34</td>
<td>0.943</td>
</tr>
<tr>
<td>Phantom-Iso</td>
<td>1.028e12</td>
<td>26.19</td>
<td>0.901</td>
</tr>
<tr>
<td>Phantom-Aniso</td>
<td>3.521e12</td>
<td>77.82</td>
<td>0.811</td>
</tr>
</tbody>
</table>

Table 4.2: Results from material parameter estimations

<table>
<thead>
<tr>
<th></th>
<th>Damping $(s)$</th>
<th>Transverse Young’s Modulus $(E_1)$</th>
<th>Fibre Young’s Modulus $(E_3)$</th>
<th>Fibre Shear Modulus $(G_{13})$</th>
<th>Poisson’s Ratio $(\nu_{31})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom Anisotropic</td>
<td>0.10</td>
<td>16.75 kPa</td>
<td>16.75 kPa</td>
<td>5.65 kPa</td>
<td>0.499</td>
</tr>
<tr>
<td>LV</td>
<td>0.118 ± 0.011</td>
<td>6.555 ± 0.214 kPa</td>
<td>10.459 ± 1.014 kPa</td>
<td>2.513 ± 0.077 kPa</td>
<td>0.464 ± 0.053</td>
</tr>
<tr>
<td>LV (fixed $\nu$)</td>
<td>0.120 ± 0.015</td>
<td>6.538 ± 0.054 kPa</td>
<td>11.027 ± 0.628 kPa</td>
<td>2.526 ± 0.054 kPa</td>
<td>$\equiv$ 0.49999999</td>
</tr>
</tbody>
</table>
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4.3 Discussion

Myocardium is known to have anisotropic material properties, which has been shown to be important in the efficient mechanical performance of the heart [67]. Results from the LV simulations demonstrated the identifiability of fibre and cross-fibre material parameters based solely on the displacement field of a distortional wave as obtained in MRE.

High eccentricity values for the LV model and phantom indicate that some parameters were more identifiable than others. More specifically, from the eigenvectors and eigenvalues, the Poisson’s ratio was the least identifiable parameter in the LV anisotropic inversion whereas the Young’s modulus in the transverse direction (\(E_1\)) and the fibre shear modulus \((G_{13})\) were the most identifiable parameters. From the anisotropic parameter sweep of the phantom, the structural damping coefficient, \(s\) was the least identifiable parameter while \(G_{13}\) was the most identifiable. The lack of identifiability of the Poisson’s ratio can be understood visually based on the large valley seen along the direction of the Poisson’s ratio in the plots of the objective function from the parameter sweeps in Figure 4.2 and Figure 4.4. The valleys indicate that changing the Poisson’s ratio close to 0.5 had little to no effect on the wave propagation in the simulated harmonic data. Additional experimental simulations were run (data not shown) where reference values of 0.4999 and 0.495 were chosen for Poisson’s ratios. Around 0.4999, the Poisson’s ratio was still not identifiable, indicated by a valley in the objective function and small associated eigenvalue. However, at \(\nu = 0.495\), changes in Poisson’s ratio had a greater effect on the wave propagation on the scale of the LV model and, consequently, the objective function. However, since values of Poisson’s ratio closer to 0.5 are more physiologically realistic, this chapter investigated the identifiability of a value closer to 0.5.

For the LV model, the transversely isotropic material parameter estimations resulted in mean values close to the true parameters. Only the structural damping coefficient was systematically overestimated. This experiment validated the relative identifiability of the parameters shown by the parameter sweeps. The \(E_1\) and \(G_{13}\) parameters were best identified, whereas \(E_3\) showed larger variance (Figure 4.5). Using this optimisation algorithm, \(\nu_{31}\) was not well identified in the LV model.

Overall, this work indicates that using displacement data from MRE to identify the shear modulus and Young’s moduli is a well-posed problem. However, the parameters are not equally identifiable. As well as providing information on the relative identifiability of anisotropic parameters from MRE displacement data, this method also provides a way of measuring global anisotropic properties in patient-specific models that does not assume an infinite medium or lack of wave reflections and attenuation. However, due to the lack of identifiability of a Poisson’s ratio close 0.5, when using the boundary value FEMU method, future studies should set a reasonable value and not optimise for this parameter.

Limitations of this study include the assumptions made in the constitutive equation.
Although myocardium is known to be non-linearly hyperelastic under large deformations, linear elasticity is considered to be adequate in the current application, given the small strains induced by MRE. In practice, MRE data can be acquired at different time points in the cardiac cycle in order to estimate the nonlinear variation in stiffness throughout the cycle. There is evidence that myocardium is fully orthotropic with different stiffnesses in fibre, cross-fibre, and laminar directions [34]. However, there is controversy about whether more than one family of laminae are present [62] and many groups have therefore employed transversely isotropic constitutive equations [162]. Since DTMRI measurement of secondary and tertiary material structure orientations is difficult [18], we restricted our analysis to transversely isotropic materials.

Another limitation of this model is the fact that the damping coefficient is considered isotropic. In one study [61] identifying three complex moduli ($E^*_3$, $G^*_12$ and $G^*_13$) to describe a transversely isotropic material, the structural damping coefficient (also called the loss factor) was greater for the fibre shear ($G_{13}$) than for the shear in the isotropic plane ($G_{12}$), indicating that damping in skeletal muscle may be anisotropic. Future studies could include anisotropic damping. However, whether or not the damping coefficient provides clinically relevant information is controversial and may depend on the type of tissue being imaged. Some studies have reported correlations between inflammation and changes in viscoelastic parameters (e.g. [164]), such as the loss modulus, while others have observed no relationship (e.g. [104]). Stiffness (particularly in the fibre and cross-fibre directions) has tangible meaning as it gives insight into changes in muscle fibres (fibre direction) as well as collagen in-growth (cross-fibre direction). Additionally, the value chosen for the damping coefficient in the LV model ($s = 0.1$) was less than values often measured in biological tissue (e.g. [61]) and was closer to damping coefficients measured in agar phantoms. It was assumed, however, that this difference would not affect the parameter identifiability and overall results.

Isotropic myocardial shear stiffness has successfully been measured from MRE experiments [43, 44, 77, 79, 80, 99] and so it is assumed that sufficient wave propagation can be achieved experimentally. However, the loading applied to the LV model in this experiment is idealised and does not necessarily represent the true harmonic motion that would occur in the left ventricle during cardiac MRE. In the future, various loading conditions should be tested to evaluate their effect on parameter identifiability in an LV model.

One open question is whether an anisotropic model provides substantively better results, over an isotropic model, given a set of MRE data. As a simple test, an isotropic shear modulus was also estimated for the LV model reference displacements, which were generated using the transversely isotropic material model. Estimating a single shear modulus (along with a damping coefficient and isotropic Poisson’s ratio), without Gaussian noise but varying the initial parameter estimate, resulted in an average %RMSE of 14% (n
comparing with an average %RMSE of 1% (n = 10) when estimating five material parameters in the anisotropic model. Therefore, the use of a transversely isotropic material model greatly improved the ability to accurately model wave propagation in a transversely isotropic medium, as noted by the smaller %RMSE. However, in future, the Akaike information criterion (AIC) [19] should be investigated to determine whether an anisotropic shear modulus adds additional benefit over an isotropic model in a given application. The AIC takes into account both the %RMSE and the simplicity (number of parameters) in the model.

This study demonstrates that, in a nearly incompressible medium, four \( (s, E_1, E_3, G_{13}) \) out of five material properties used to describe a transversely isotropic linear elastic material are uniquely identifiable from simulated MRE displacement fields using a FEA model of harmonic steady-state wave propagation. As a material diverges from incompressibility (the Poisson’s ratio decreases), the Poisson’s ratio becomes more identifiable. When Gaussian noise was added to the LV optimisations, the solution was more dependent on the initial estimate. However, fixing Poisson’s ratio only improved estimation of \( E_1 \). In a transversely-isotropic model, there is a reasonable degree of confidence when predicting the transverse Young’s modulus \( (E_1) \) as well as the fibre shear \( (G_{13}) \) using this method; however, less confidence in the prediction of the fibre Young’s modulus \( (E_3) \) and the damping coefficient \( (s) \). These results are consistent with a previous Monte Carlo simulation study \( (n = 30) \) [150] which identified three parameters to describe a transversely isotropic linear elastic material: \( \mu \), the shear modulus in the isotropic plane, \( \phi \), related to the shear anisotropy and \( \zeta \), related to the tensile anisotropy. From the estimations with added Gaussian noise \( (SNR = 10) \), mean global estimates of \( \mu \) and \( \phi \) were within 25% of the true values. However, the mean global estimate of \( \zeta \) was always underestimated and varied by 40%. Estimating \( E_3 \) necessitates the existence of fast shear waves [139, 149–151], which induce fibre stretching, in the MRE displacement field. In the LV simulations in this study, a lack of adequate fast shear waves may account for the fact that \( E_3 \) was consistently less identifiable than \( E_1 \) and \( G_{13} \). As has been presented in these recent studies investigating transversely isotropic properties estimated from MRE, other loading configurations should also be tested, which may improve the identifiability of the fibre Young’s modulus.

The methodology proposed in this chapter builds upon previous FEA methods discussed in Chapter 2 by using displacements from MRE as boundary conditions along with the true geometry and fibre architecture of the heart to estimate transversely isotropic material properties. By incorporating data from three MR imaging modalities, cine SSFP, phase-contrast MRE, and DTMRI, this method aims to avoid assumptions of an infinite medium and material isotropy, in order to accurately model the geometry and mechanics of the heart during MRE and subsequently identify anisotropic material properties.

There are three inherent limitations of the boundary value FEMU method. Firstly, it
preferentially weights nodes where boundary conditions are applied since they are treated as "more accurate" than nodes used in the objective function. Boundary conditions are chosen somewhat arbitrarily from the set of measured displacements which creates bias since each voxel is subject to the same degree of noise. Additionally, the FEMU method implemented in this thesis necessitates that Poisson’s ratio either be estimated or set to a value. MRE displacement fields do not provide enough information to confidently estimate Poisson’s ratio since the longitudinal wavelength is much longer than the imaged region. However, setting Poisson’s ratio to an incorrect value may also lead to errors in parameter estimates, particularly $E_1$ and $E_3$. Finally, the boundary value FEMU method is iterative and therefore computationally expensive. A direct method, known as the virtual fields method, therefore, will be explored in Chapters 5 and 6. It uses all data points equally and, thus, does not preferentially weight some voxels over others. It also allows one to only solve for the deviatoric components without setting Poisson’s ratio or solving for it.
In this chapter, both analytic and optimised (numeric) versions of the isotropic virtual fields method are implemented to estimate a complex shear modulus, containing both real and imaginary components, from a 3D harmonic displacement field. The method requires a set of measured full-field displacements to directly solve for material properties. The primary advantage of this method over the boundary value FEMU method is that the subjective choice of boundary conditions is not required and all data points are weighted equally. Additionally, it is a direct (non-iterative) method, which is less computationally intensive than the FEMU method. The method was implemented with simulated displacements in an isotropic beam and left ventricular model. Further, the method was tested with MR elastography data collected from an isotropic phantom.

5.1 Analytic Virtual Fields Method

5.1.1 Formulation

The virtual fields method (VFM) was developed by Grédiac et al. [55] as a method for the identification of material properties from mechanical tests using imaging data. The advantage of the VFM approach is that image data are used throughout the domain, resulting in a more direct estimation procedure compared with the traditional method of solving boundary value problems. The VFM utilises the principle of virtual work, which generally states that ”a continuous body is at equilibrium if the virtual work of all forces acting on the body is null for any kinematically admissible virtual displacement” [118]. The principle of virtual work, identical to Equation 3.1, is written in this chapter denoting the virtual displacement field as $\mathbf{u}^*$ to be consistent with other VFM papers.

$$-\int_V \sigma : \varepsilon^* dV + \int_S \mathbf{t} \cdot \mathbf{u}^* dS + \int_V \mathbf{b} \cdot \mathbf{u}^* dV = \int_V \rho \mathbf{a} \cdot \mathbf{u}^* dV \quad (5.1)$$
\( \sigma \) are the internal stresses, \( t \) are the applied traction forces, \( b \) are the body forces, \( \rho \) is the density and \( a \) is the acceleration. \( \epsilon^* \) and \( u^* \) are the virtual strains and virtual displacements, respectively. The first term represents the virtual work done by internal forces; the second and third terms represent virtual work done by external forces; and the right-hand side term represents the virtual work done by acceleration. The virtual fields must be 1) kinematically admissible (i.e. consistent with the boundary conditions of the problem) and 2) piecewise-\( C^0 \) continuous. In biological tissue, body forces such as gravity are in equilibrium with reaction forces imposed by surrounding tissue. For most MRE problems, the body forces, \( b \), can be assumed to be negligible since we assume that they don’t cause a resulting displacement, particularly in the time scale measured during one harmonic cycle.

\[
- \int_V \mathbf{\sigma} : \mathbf{\epsilon}^* dV + \int_S \mathbf{T} \cdot \mathbf{u}^* dS = \int_V \rho \mathbf{a} \cdot \mathbf{u}^* dV \tag{5.2}
\]

Additionally, one common strategy is to set the virtual displacement field to zero at any locations where the boundary traction forces are unknown, thereby eliminating the second term of the equation. In harmonic problems involving linear elastic media (such as elastography), the resultant displacement frequency is the same as the load frequency. The acceleration can be written as the product of the angular frequency squared and measured displacement field \( (\omega^2 \mathbf{u}) \).

\[
- \int_V \mathbf{\sigma} : \mathbf{\epsilon}^* dV = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \tag{5.3}
\]

where \( \omega = 2\pi f \) and \( f \) is the frequency of excitation in Hz. Equation (5.3) relies on four measurements: the internal stress field (which carries in it the unknown material parameters), density, angular frequency and the resulting displacement field.

The VFM was initially used to estimate material properties from MR elastography displacements by implementing analytic virtual displacement fields [117, 132]. Sinusoidal analytic virtual fields were applied to simulations of harmonic displacements in a cylindrical geometry and Lamé parameters were estimated (normalised by density \( \rho \)), \( \lambda / \rho \) and \( \mu / \rho \). It was shown that the method was accurate except at interfaces between different materials within the cylinder [132]. In another study, analytic virtual displacement fields were strategically chosen such that the bulk component of the internal stress term was zero, eliminating the need to estimate the longitudinal wavelength [117]. Additionally, different analytic virtual displacement fields were investigated, which varied by \( k \), the virtual wave number. The methods in [117] are outlined below and were implemented similarly to validate the method in a cantilever beam model in this thesis.

An isotropic linear elastic material law was used to describe the constitutive behaviour:

\[
\mathbf{\sigma} = K \text{Tr}(\mathbf{\epsilon}) \mathbf{I} + 2G[\mathbf{\epsilon} - \frac{1}{3} \text{Tr}(\mathbf{\epsilon}) \mathbf{I}] \tag{5.4}
\]
where $K$ represents the bulk modulus and $G$, the shear modulus. By substituting the constitutive equation into the left hand side of the principle of virtual work (Equation (5.3)), the term for internal stress can be written as:

$$
\int_V \sigma : \epsilon^* dV = K \int_V \text{Tr}(\epsilon) \text{Tr}(\epsilon^*) dV + 2G \int_V (\epsilon : \epsilon^* - \frac{1}{3} \text{Tr}(\epsilon) \text{Tr}(\epsilon^*)) dV \tag{5.5}
$$

$K$ is dependent on the Poisson’s ratio $\nu$, and consequently, the longitudinal wavelength.

In elastography experiments, the longitudinal wavelength is much longer (approximately 300x) than the shear wavelength, and is therefore difficult to estimate since the geometry being imaged is much smaller than the longitudinal wavelength. Equation (5.4) is of a form that is advantageous in VFM applications since the internal stress is written as a linear combination of the bulk ($K$) and shear ($G$) components.

With the VFM, a virtual displacement field can be chosen such that the internal virtual stress due to the bulk modulus is negligible. This condition was easily met for a simple rectangular geometry by ensuring that the trace of the virtual strain field was zero ($\text{Tr}(\epsilon^*) = 0$).

$$
\int_V \text{Tr}(\epsilon) \text{Tr}(\epsilon^*) dV = 0 \tag{5.6}
$$

In [117], this was done by only including one shear term in the virtual displacement field which ensured that $\epsilon_{11}^*, \epsilon_{22}^*$ and $\epsilon_{33}^*$ were zero so that $\text{Tr}(\epsilon^*) = \epsilon_{11}^* + \epsilon_{22}^* + \epsilon_{33}^* = 0$. In the cube geometric model in [117], the resulting virtual displacement field applied was:

$$
u_1^* = (y - L_y) \sin \left(\frac{2k\pi}{L_y} y\right) \quad \nu_2^* = 0 \quad \nu_3^* = 0 \tag{5.7}
$$

where $L_y$ was the length of the cube, $y$ was the position in the y-direction and $k$ was the virtual wave number, which controlled the spatial frequency. A sine function, polarised in the x-direction, was used since it closely matched the harmonic displacement field measured experimentally, in which an x-displacement was applied on one face of the cube. The only non-zero component of the resulting virtual strain field was:

$$
2\epsilon_{12}^* = \sin \left(\frac{2k\pi}{L_y} y\right) + \frac{2k\pi}{L_y} (y - L_y) \cos \left(\frac{2k\pi}{L_y} y\right) \tag{5.8}
$$

With the chosen virtual displacement field, Equation (5.5) was then simplified to:

$$
-2G \int_V \epsilon_{12} \epsilon_{12}^* dV = -\rho \omega^2 \int_V u_1 u_1^* dV \tag{5.9}
$$

A discrete sum was used to approximate the integrals in the equation of virtual work. Equations (5.8) and (5.7) were substituted into (5.9) and the equation was written in terms of the homogeneous shear modulus, $G$. 
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\[
G = \frac{\rho \omega [u_1(y - L_y) \sin \left( \frac{2k\pi}{L_y} y \right)]}{2\epsilon_{12} \sin \left( \frac{2k\pi}{L_y} y \right) + \frac{2k\pi}{L_y} (y - L_y) \cos \left( \frac{2k\pi}{L_y} y \right)} = \frac{a}{b} \tag{5.10}
\]

Overbars indicate spatial averaging. In [117], \( k \) was chosen to be six since there were approximately six wavelengths in the y-direction. An index of the sensitivity of the method to accurately estimate shear modulus from shear wave propagation was defined as the product of \( a \) and \( b \), the numerator and denominator in Equation (5.10). At low sensitivities, the estimated shear moduli showed large variations. High sensitivity values indicated that the analytic virtual displacement field applied on the measured field at time point \( n_i \) provided adequate information with which to estimate the shear wavelength. Spatial averages were computed for regions with sensitivity above specified thresholds. Testing thresholds between \( 0.1 \cdot \max(a \cdot b) \) and \( 0.9 \cdot \max(a \cdot b) \) resulted in shear moduli ranging between 1647 Pa - 1693 Pa. These initial studies showed promising results for a fast inversion method which does not rely on multiple iterations or application of boundary conditions in order to determine material properties from MRE data. Analytic virtual fields that a) enforce zero virtual displacement on the boundaries as well as b) dissociate shear from bulk stress can easily be developed in regular geometries.

5.1.2 Results

The analytic virtual fields method was implemented with a cantilever beam model as well as isotropic phantom MRE data and the method was compared to results from the boundary value finite element model update (FEMU) method presented in previous chapters. A major point of difference between this work and previous studies using the analytic VFM to estimate parameters from elastography data is that, in this thesis, complex displacement fields, which describe amplitude and phase of the harmonic motion of each pixel/data point, were used as input rather than time discretised displacement fields as in [117]. The resulting estimated shear modulus is then complex; the real part is often called the storage modulus and the imaginary part is the loss modulus. The ratio of the imaginary to the real part is the loss factor or damping coefficient. Therefore, by solving the complex problem once, two material properties can be obtained. In this chapter, results will be reported as a single shear modulus (which is the storage modulus) and the damping coefficient (\( s \)). Previous studies have discretised the complex displacement field at numerous (e.g. \( n = 50 \)) time points and solved the VF equations for both storage and loss moduli at each discretised time point using a viscoelastic formulation [29]. However, this method uses complex displacement fields to avoid the estimation of parameters at each discretised time point, thus saving computation time.
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5.1.2.1 Beam Simulations

An ideal simulation of wave propagation in a finite element cantilever beam model was used to test and develop isotropic VFM inversion methods for application to MRE data. The beam model (50 mm x 50 mm x 200 mm) was vibrated in the y-direction on the left hand end (+z) of the beam. The nodes on the right hand end were pinned (dx = dy = dz = 0).

![Finite element model simulating wave propagation in a cantilever beam geometry. The colour scale encodes y-displacements.](5.1)

In the beam model, the shear modulus, damping coefficient, Poisson’s ratio and density were set to 4.0003 kPa, 0.1, 0.4999 and 1.0e-6 kg/mm$^3$, respectively, and linear hexahedral (C3D8) elements were used. The analytic VFM was implemented as described above and, without any Gaussian noise added to the ground truth displacements, the resulting complex shear modulus was $4.0003 + 0.4000i$ kPa, which equates to $G = 4.0003$ kPa and $s = 0.1$. These resulting values were precisely the same as those input to the model.

To investigate the impact of noise, various amounts of Gaussian noise were added to the reference displacement field. The analytic VFM and the FEMU method, were used to determine the shear modulus of the beam for a Monte Carlo simulation ($n = 30$) for each amount of Gaussian noise. In both methods, the only assumed/known parameters were density (1.0e-6 kg/mm$^3$) and the frequency of excitation (80 Hz). For the VFM, the virtual wave number, $k$, was varied between 5 - 14 since there were approximately 9 wavelengths along the z-axis of the beam. For the FEMU method, the initial material parameters for the optimisation were chosen randomly from a Gaussian distribution centered at the true values (of damping, Young’s modulus and Poisson’s ratio) with a standard deviation of 25% of the true value.

The standard deviation of Gaussian noise ($\sigma_{\text{noise}}$) added to the reference displacements was:

$$\sigma_{\text{noise}} = N\% \cdot \sigma_{\text{disp}} \quad (5.11)$$
where \( N \) was varied between 15\% - 50\% and \( \sigma_{\text{disp}} \) was the standard deviation of measured displacements. For one noise case (\( N = 15\% \)), box plots are shown in Figure 5.2 for the resulting estimated shear moduli, damping coefficients and sensitivity values \((a \cdot b)\) versus the virtual wave numbers, \( k \).

**Figure 5.2**: Box plots \((n = 30)\) show a) shear moduli (kPa) b) structural damping coefficient and c) sensitivity versus the virtual wave number \((k)\) using an analytic virtual field described by Equation (5.7). Results are shown for \( N = 15\% \).

Figure 5.2c shows that the sensitivity is greatest when the virtual wave number was equal to the approximate number of wavelengths along the length of the beam \((k = 9)\). Both Figures 5.2a and 5.2b illustrate that as virtual wave numbers deviated from nine, the variance in both the estimated shear modulus and damping coefficient became large. Additionally, mean estimated shear moduli and damping coefficients were most accurate (i.e. closer to 4.0003 kPa and 0.1, respectively) when \( k = 9\). Similarly, sensitivity of the method to estimate a complex shear modulus was greatest when \( k = 9\). Therefore, with this particular analytic virtual displacement field, the estimated shear modulus was highly dependent on the choice of the virtual wave number. Plots for all other amounts of noise \((N = 15\% - 50\%)\) were similar to Figure 5.2.

Figure 5.3 shows the estimated shear moduli and damping coefficients using the ana-
lytic VFM from the Monte Carlo simulation with \( k = 9 \), for the different specified values of noise, \( N \).

**Figure 5.3**: a) Shear moduli and b) damping coefficients (\( n = 30 \)) estimated with the analytic VFM for each amount of Gaussian noise (\( N = 15\% - 50\% \)) applied to the simulated ground truth displacements. Results are shown for \( k = 9 \).

Figure 5.3 illustrates that with an appropriate virtual displacement field (\( k = 9 \)) and 50\% Gaussian noise added to the displacement data, the mean shear modulus was accurately estimated with an error less than 2.5\%. As expected, the variance in the estimated shear modulus and damping coefficient increased as the amount of Gaussian noise increased.

Similar amounts of noise were then added to the beam displacement data and the FEMU method was used to estimate the shear modulus. The parameters estimated using the FEMU method were the damping coefficient (\( s \)), Young’s modulus (\( E \)) and Poisson’s ratio (\( \nu \)). Since the beam material was isotropic, the shear values shown in Figure 5.4 were calculated as:

\[
G = \frac{E}{2(1 + \nu)} \tag{5.12}
\]
FIGURE 5.4: a) Shear moduli and b) structural damping coefficients (n = 30) estimated with the FEMU method for each amount of Gaussian noise applied to the simulated ground truth displacements. Initial parameter estimates were chosen randomly from a Gaussian distribution centered at the true value with a standard deviation of 25% of the true value.

One primary difference between the analytic VFM and FEMU methods (Figure 5.3 versus Figure 5.4) was the handling of Poisson’s ratio. In the VFM, the analytic virtual field was chosen such that the bulk component of the internal stress was zero, thus eliminating the need to estimate Poisson’s ratio altogether. However, Poisson’s ratio was estimated in the FEMU method within constraints ($\nu < 0.5$). Consequently, shear moduli were over-estimated but never greatly underestimated since Poisson’s ratios were only allowed to be underestimated. Additionally, estimated parameters were largely dependent on the starting value of Poisson’s ratio. To investigate the impact of Poisson’s ratio on the estimation of the shear modulus, the FEMU Monte Carlo optimisations were repeated while fixing Poisson’s ratio ($\nu = 0.4999$).
Figure 5.5: a) Shear moduli and b) damping coefficients (n = 30) estimated with the FEMU method for each amount of Gaussian noise applied to the simulated ground truth displacements. Initial parameter estimates were chosen randomly from a Gaussian distribution centered at the true value with a standard deviation of 25% of the true value. Poisson’s ratio was set to 0.4999.

When the Poisson’s ratio was fixed, the shear modulus for the isotropic beam was accurately estimated, even in the presence of large amounts of noise. The values were estimated more accurately and with less variance than the analytic VFM. However, the damping coefficient was consistently overestimated. The reason for this systematic difference is not understood. Despite the accuracy of the FEMU method in estimating shear modulus when the Poisson’s ratio is known, the boundary value method is computationally expensive whereas the VFM is a direct (non-iterative) method.

5.1.2.2 Isotropic Phantom MRE

An analytic virtual displacement field was then implemented with the experimental MRE phantom data, which dissociates the bulk and shear components of internal stress while respecting a zero displacement condition on the side walls of the phantom. Since the phantom data were collected from a middle section of the cylindrical phantom, the upper and lower surfaces were assumed to be unconstrained. An analytic virtual displacement field was developed which was null at the boundaries and varied as a function of radial position. Displacements were prescribed in the z direction only, resulting in shear strains: \( \varepsilon_{13} \) and \( \varepsilon_{23} \).

\[
\begin{align*}
 u^*_z &= (r - R) \cos \left( \frac{2\pi kr}{R} \right) \\
 u^*_x &= 0 \\
 u^*_y &= 0
\end{align*}
\]  (5.13)

where \( r \) is the radial position of each node calculated as \( \sqrt{x^2 + y^2} \) and \( R \) is the maximum radius of the phantom at the boundary (76.2 mm). Virtual wave numbers were sampled around \( k = 2 [1.5,2.5] \) since the true phantom displacement data showed approximately two wavelengths across one radius in plots of both real and imaginary displacement. The
resulting shear modulus, damping coefficient and sensitivity were calculated for all values of $k$.

**Figure 5.6:** a) Virtual displacement field with $k = 1.7$ and b) z-displacement measured from one axial slice in the phantom MRE data.

At $k = 1.7$, when sensitivity was greatest, the shear modulus and damping coefficient were 5.38 kPa and -0.25, respectively. The estimated shear modulus of the phantom was very similar to those estimated by the FEMU, multi-model direct inversion (MMDI) and directional filter with local frequency estimation (DF-LFE) methods (FEMU: 5.55 kPa, MMDI: 5.45 kPa, DF-LFE: 5.34 kPa). Negative structural damping coefficients are physically impossible since they would represent an increase in energy within the system. Resulting negative damping coefficients may indicate that the model of damping chosen, a structural damping coefficient, does not adequately model the dissipative behaviour in the gel phantom. However, the structural damping model is simple to implement, is commonly used in MRE inversion methods and has, therefore, been used throughout the remainder of this thesis.

Then, the same analytic virtual displacement field was used ($k = 1.7$) to calculate the shear modulus for each element layer in the phantom, denoted as subzones (Figure 5.7).
The phantom shear modulus values measured through the MMDI, FEMU and DF-LFE methods are shown by black, red and green lines, respectively in a) and the value of the structural damping coefficient measured using the FEMU method is shown as a red line in b).

The shear moduli estimated for each element layer varied between 4.93 and 5.89 kPa and the resulting mean shear modulus was 5.41 kPa. The mean damping coefficient was -0.0274. Since the virtual displacement field was identical for each slice and only varied with respect to the radial position, the variation in the resulting estimated shear moduli can be attributed to the differences in the measured displacement field in each slice. Figure 5.8 shows the real component of the measured MRE displacement fields at the 2nd and 7th subzones, which correspond to the minimum and maximum estimated shear moduli. Similarly, Figure 5.9 shows the imaginary component of the measured MRE displacements at the 1st and 11th subzones, again at the minimum and maximum estimated damping coefficients.
FIGURE 5.8: Shear moduli (kPa) plotted per subzone along with shear moduli estimated through the MMDI, FEMU and DF-LFE methods. MRE (through-plane) measured real displacement fields are shown for the 2nd and 7th subzones.

FIGURE 5.9: Damping coefficient plotted per subzone along with structural damping estimated through the FEMU methods. MRE (through-plane) measured imaginary displacement fields are shown for the 1st and 11th subzones.
The number of wavelengths was roughly estimated from the MRE measured through-plane displacement fields by counting the number of peaks (or troughs) between the centre and the periphery. In the second subzone, there were approximately two full wavelengths shown in the real component of displacement, whereas, in the seventh subzone, there were only one and a half wavelengths. When viewing all of the slice displacement fields, an inverse relationship can be seen between the estimated shear modulus and the approximate number of wavelengths in the MRE displacement field. As the number of wavelengths increased, the estimated shear modulus (using virtual wave number: \( k = 1.7 \)) decreased. Slices with approximately 1.7 wavelengths resulted in estimated shear values closest to the reference values. Conversely, structural damping did not appear to depend on the number of wavelengths in the imaginary component of the measured displacement field as seen in Figure 5.9. In fact, the approximate number of wavelengths in the imaginary displacement field remained relatively constant with around two wavelengths in all slices. However, the estimated damping coefficient varied widely. The coefficient of variation, calculated as the ratio of the standard deviation to the mean, for the estimated shear modulus over the entire region (0.05) was significantly less than that for the damping coefficient (2.64). This indicates that estimation of the damping coefficient may be more sensitive to noise within the signal than the shear modulus when using the analytic VFM.

The analytic VFM was most accurate when the virtual displacement field matched the wave pattern of the measured, or ground truth, displacements. In the beam, parameter estimates were most accurate at \( k = 9 \) since there were approximately 9 wavelengths along the length of the beam. In the phantom, the regions with the most accurately estimated shear moduli corresponded to those which had approximately 1.7 wavelengths between the centre and periphery, the same as the virtual wave number, \( k \). This method, which provided accurate identification of an isotropic shear modulus in both a cantilever beam model and a cylindrical phantom experiment, becomes cumbersome when both the geometry of the structure and wave patterns increase in complexity. To deal with this, the optimised virtual fields method, which calculates the virtual displacement field numerically, was then implemented.

5.2 Optimised Virtual Fields Method

5.2.1 Formulation

"Optimised" and "special" virtual fields have been formulated to estimate the shear modulus in irregularly shaped structures in the presence of noisy MRE data [29]. The same linear elastic constitutive model was used as in [117], separating the bulk from the shear stress. Additionally, a constraint, which requires that all virtual displacements on boundary
nodes be zero, was applied, thus eliminating the traction term. Therefore, incorporating the constitutive equation into Equation (5.3) resulted in the following equation:

\[
K \int_V Tr(\epsilon) Tr(\epsilon^*) dV + 2G \int_V (\epsilon : \epsilon^* - \frac{1}{3} Tr(\epsilon) Tr(\epsilon^*)) dV = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \quad (5.14)
\]

It should be noted that this step assumes constant bulk and shear moduli over the region of interest. To simplify the notation, Equation (5.14) was written as:

\[
K f_K(\epsilon, \epsilon^*) + G f_G(\epsilon, \epsilon^*) = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \quad (5.15)
\]

It is also useful to write the measured displacement field as a sum of the displacements due to the bulk and shear waves, \( \mathbf{u} = \mathbf{u}_K + \mathbf{u}_G \). This assumes that displacement components of the bulk and shear waves are independent and can be linearly superimposed. The separation of \( \mathbf{u}_K \) and \( \mathbf{u}_G \) will prove useful when deriving equations for the optimised virtual displacement field.

\[
K f_K(\epsilon, \epsilon^*) = \int_V \rho \omega^2 \mathbf{u}_K \cdot \mathbf{u}^* dV
\]

\[
G f_G(\epsilon, \epsilon^*) = \int_V \rho \omega^2 \mathbf{u}_G \cdot \mathbf{u}^* dV \quad (5.16)
\]

**Special Virtual Fields** In order to directly solve for the shear modulus while neglecting the effect of the bulk modulus, special constraints on the virtual field were applied so that:

\[
f_K(\epsilon, \epsilon^*) = 0 \\
f_G(\epsilon, \epsilon^*) = 1 \quad \text{(5.17)}
\]

Incorporating these conditions into Equation (5.15), the shear modulus was simply calculated as:

\[
G = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \quad (5.18)
\]

**Optimised Virtual Fields** There are an infinite number of possible virtual displacement fields that satisfy these constraints (\( f_K = 0, f_G = 1 \)). Therefore, the method was extended to solve for the virtual displacement field that minimised the variance in the estimated shear modulus. The variance of the identified shear modulus can be written as:

\[
V(G_{app}) = E\left( [G_{app} - E(G_{app})]^2 \right) \quad (5.19)
\]

where \( E(X) \) is the expectation of \( X \). Estimates of the isotropic shear modulus were assumed to be unbiased, which allowed one to replace \( [G_{app} - E(G_{app})] \) by \( [G_{app} - G] \).
Appendix B, following steps in [29], shows that \([G_{app} - G]\) can be written solely in terms of the shear stress, which is a function of the noise in the measured strain field and the virtual strain field: \(f_G(\epsilon_{no}, \epsilon^*)\). The resulting equation for the variance in estimated shear moduli was written as:

\[
V(G_{app}) = G^2 E\left(f_G^2(\epsilon_{no}, \epsilon^*)\right) \tag{5.20}
\]

By expanding Equation (5.20) and assuming that noise in the displacement field, with standard deviation \(\gamma_u\), has an unbiased (zero-centred) Gaussian distribution, it was shown that the final equation for variance in the estimated shear modulus was explicitly written as:

\[
V(G_{app}) \propto \gamma_u^2 \Delta V^2 \sum_{\text{voxels} \subset V} \left[\left(\frac{1}{\Delta x^2}\right)(\epsilon^{*11} - \frac{1}{3}\text{Tr}(\epsilon^*))^2 + \left(\frac{1}{\Delta y^2}\right)(\epsilon^{*22} - \frac{1}{3}\text{Tr}(\epsilon^*))^2 + \left(\frac{1}{\Delta z^2}\right)(\epsilon^{*33} - \frac{1}{3}\text{Tr}(\epsilon^*))^2 + \left(\frac{4}{\Delta x^2} + \frac{4}{\Delta y^2}\right)\epsilon^{*12} + \left(\frac{4}{\Delta x^2} + \frac{4}{\Delta z^2}\right)\epsilon^{*13} + \left(\frac{4}{\Delta y^2} + \frac{4}{\Delta z^2}\right)\epsilon^{*23}\right] \tag{5.21}
\]

where \(\Delta V\) was the voxel volume, \(\Delta x \cdot \Delta y \cdot \Delta z\). The step by step derivation of Equations (5.20) and (5.21) and their equivalence in the case of complex parameters can be found in Appendix B. The estimated parameter variance can also be written as:

\[
V(G_{app}) = \gamma_u^2 u^*T[H]u^* \tag{5.22}
\]

where \(H\) is the matrix of derivatives used to compute Equation (5.21), dependent on the chosen material model and element shape functions. \(H\) is dependent on the material model as well as the chosen basis functions, but is independent from the measured displacement field. Then, an optimised virtual field was found such that Equation (5.21) was minimised while adhering to the specified constraints. Since \(H\) is positive-definite [10], the virtual displacement field vector is in fact the saddle point of the Lagrangian:

\[
\mathcal{L} = \gamma^2 u^*T[H]u^* + \Lambda^T([A]u^* - Z) \tag{5.23}
\]

\(\Lambda\) is a vector of Lagrangian multipliers, \(Z\) is a vector of right hand side constraint values and \(A\) is the matrix constructed from the following constraints (discussed in detail in Appendix B) in the presence of Gaussian noise:

- \(f_K(\epsilon, \epsilon^*) + f_K(\epsilon_{no}, \epsilon^*) = 0 \) (Equation (B.2))
\( f_G(\epsilon, \epsilon^*) + f_G(\epsilon_{no}, \epsilon^*) = 1 \) \hspace{1cm} (Equation (B.2))

\[
\int_V u^*_x dV = 0, \quad \int_V u^*_y dV = 0, \quad \int_V u^*_z dV = 0 \quad \text{(Equation (B.9))}
\]

\( u^*(\Omega) = 0 \) \hspace{1cm} \text{(displacement on the boundaries is null)}

Implementation of constraints is shown in greater detail in Appendix C. The virtual displacement field was obtained by solving the following linear system of equations:

\[
\begin{bmatrix}
[H] & [A]^T \\
[A] & [0]
\end{bmatrix}
\begin{bmatrix}
u^* \\
\Lambda
\end{bmatrix} = \begin{bmatrix}0 \\
Z\end{bmatrix}
\]

(5.24)

In [29], this method was applied to simulated harmonic displacements with added Gaussian noise as well as experimental MRE displacements from a gel cube. In the simulations, independent distributions of Gaussian noise were added to each displacement frame (8 frames in total) and the standard deviation of the noise added to the displacements was 0.2% of the loading amplitude. The first harmonic amplitude was extracted using a temporal Fourier analysis and the harmonic displacement field was interpolated at discrete time points \(n = 50\) over one harmonic cycle. If needed, spatial smoothing was applied (a subjective decision of the operator). Finally, a material map of the parameters was calculated over a moving volume of interest using the optimised VFM at each discrete time point. The number of voxels in each subregion was varied as well as the voxel size in order to determine the optimal region size for accurately determining heterogeneous material properties over the cube. The method was also extended to estimate viscoelastic parameters from time discretised harmonic displacements, including both a storage \((G')\) and a loss \((G'')\) modulus.

**Findings**  
When the relative error in the storage shear modulus, \(G'\), expressed as a percentage of the true shear modulus, was plotted against the number of voxels per wavelength \((\lambda)\), Connesson et al. [29, 30] showed that approximately 5 voxels per wavelength resulted in a relative error of 10%. It was also shown that, as the displacement amplitude decreased along the length of the cube (due to material damping), the time-dependency (on \(n\)) increased. In addition, a bias appeared on the identified modulus. As the SNR decreased, the identified storage shear moduli converged to the acceleration noise, which was close to zero. It was also shown that using one individual frame would be insufficient to adequately identify the material parameters. A higher number of free nodes in the subregion allowed for better noise robustness. Additionally, a smaller number of free nodes increased time dependency.

The recommendations based on their findings were as follows: 1) images should be acquired to obtain at least 8 voxels per wavelength, 2) the mobile subregion should be chosen so that it is at least half of one wavelength, and 3) the most accurate identified material
parameters arose when the amplitude of the virtual displacement field was minimal. The conclusions for the identification of the loss shear modulus \((G''')\) were mainly similar to those for the storage shear modulus except for 1) a lack of bias and 2) a greater relative error in the estimated moduli.

**Sensitivity** In this thesis, parameter sensitivity values \((\eta)\) were also calculated [10] for various loading conditions. It can be seen from Equation (5.22) the the standard deviation of noise in the measured displacement field can be factored out of the equation for estimated parameter variance. Generally, \(V(G_{app})\) can be understood as the uncertainty in the identification procedure and \(\gamma_u\) as the uncertainty in the displacement measurements. Therefore, the variance is proportional to the displacement noise and can be written as:

\[
V(G_{app}) = \gamma_u^2 \eta^2
\] (5.25)

\(\eta\), then, describes the sensitivity of the method to noise in the measured displacement field. Unlike sensitivity values discussed and reported in [117], low values of \(\eta\) are preferable since they indicate a low sensitivity of the method to noise.

### 5.2.2 Results

The optimised VFM was implemented with a cantilever beam geometry, experimental phantom MRE data as well as simulated harmonic displacements in a left ventricular (LV) model.

#### 5.2.2.1 Beam Simulations

The beam model used for the analytic VFM (Figure 5.1) was also used to test the optimised VFM. With the same loading condition and in the absence of Gaussian noise, the estimated shear modulus and damping coefficient were precisely 4.0003 kPa and 0.1, respectively. Just as analytic virtual displacement fields that matched the pattern in the reference displacement fields led to accurate estimation of the shear modulus in Section 5.1, the optimised VFM naturally produces a virtual displacement field mimicking the wave pattern in the reference displacement field (Figure 5.10).
Complex Displacements vs. Discretisation  
Previous studies discretised the complex displacement field into 50 time points [29, 30, 117] and noted the time dependence of the estimated shear moduli. However, in the studies mentioned, there were no comparisons between estimated shear moduli obtained from complex displacement fields and shear moduli estimated from time discretised displacement fields. Therefore, as a comparison, complex displacements were discretised at 20 time points, and the optimised VFM was used to estimate a shear modulus at each time point. These results were then compared with complex shear moduli estimated from a single complex displacement field.

Over the 20 discretised time points, shear moduli ranged between 3.02 kPa and 4.95 kPa, excluding two values. At n = 6 and n = 16, shear moduli were estimated to be -53.70 kPa. Likely reasons for this gross underestimation are discussed below. These points were not shown in Figure 5.11. Excluding these two time points, the mean estimated shear modulus was 3.963 kPa.
FIGURE 5.11: Shear moduli were calculated using the optimised VFM at 20 individual time points over one harmonic cycle for the beam model. Reference values are shown by red dotted lines.

Compared with the complex displacement method, estimates varied largely over one harmonic cycle. Using the optimised VFM with time discretised displacements returns the storage modulus and does not give information about material damping. Therefore, the viscoelastic time discretised method, presented in [29], was then implemented with the beam model in order to estimate the damping coefficient ($G''/G'$). The resulting estimated shear moduli and damping coefficients for 20 time points are shown in Figure 5.12.
In the viscoelastic and time discretised method, large errors in the estimated shear moduli were seen at three time points (6, 11 and 16): \( G_6 = -2.719 \times 10^{15} \) kPa, \( G_{11} = -1.308 \times 10^{15} \) kPa and \( G_{16} = 5.729 \times 10^{15} \) kPa. These points were not shown in Figure 5.12. Likewise, estimated values of the structural damping coefficient also erred the most at time points 6, 11 and 16.

Connesson et al. [29] reported that estimated shear values erred the most when the displacement magnitudes at a given time point were close to zero. Therefore, box plots of both the real and imaginary components of displacement (containing all three orthogonal components) are shown in Figure 5.13. The real and imaginary components are used in the viscoelastic formulation. It is apparent that at time points 0, 6, 11 and 16, either the real or imaginary component of displacement is close to zero. The lack of displacement information resulted in incorrect estimates of the shear modulus and damping coefficient at these time points.

It should be noted that at time point \( n = 1 \), the amplitude of the imaginary component of the measured displacement field was precisely zero. Therefore, rather than obtaining large errors in estimated shear and damping coefficients, the imaginary component of the complex shear modulus was zero and the real component of the shear modulus was only dependent on the amplitude of the real displacements. When the three outlying values
were omitted from the viscoelastic time discretised method, the mean shear estimate of the remaining time points was 3.998 kPa. The mean damping coefficient was 0.113.

**FIGURE 5.13**: Boxplots of a) real and b) imaginary displacements at 20 time points.

For three reasons, the time discretised method was not pursued further. The time discretised method requires more computational resources than the method utilising complex displacement fields, since a value is estimated at each individual time point, rather than only once for the complex displacement method. Additionally, with the complex displacement method, a complex shear modulus is estimated, providing estimates of both the shear modulus and the structural damping coefficient in one step. Additionally, the complex optimised VFM resulted in a more accurate estimate of the shear modulus in this cantilever beam problem. Overall, the complex VFM was more accurate than the time discretised viscoelastic method and was less computationally expensive. From this point forward, only the complex VFM is investigated.

**Beam Loading Test**  With the cantilever beam model, simulations were run in Abaqus 6.13 in order to examine the effects of the loading configuration and resulting wave propagation on isotropic shear estimation. Figure 5.14 shows the cantilever beam model highlighting three faces (top, side, end) upon which loads were prescribed. An x, y and/or z displacement was applied on either, one, two or all three faces. These combinations resulted in 511 loading configurations.
The optimised VFM analysis, estimating a complex shear modulus, was run with each of the 511 reference displacement fields. The estimated shear moduli ranged between 4.0000 - 4.0004 kPa, with the ground truth value at 4.0003 kPa. Estimated damping coefficients ranged between 0.0999 - 0.1001, while the reference value was 0.1000. There were minimal differences in the estimated parameters due to the loading conditions. Both parameters were estimated within 0.1% of the true values for all simulations.

Figure 5.15 plots sensitivity values, normalised by the complex shear modulus and illustrates that not all loading conditions had equal sensitivity to noise. It is apparent that as $\eta/G$ increased, the estimated parameters also diverged from the reference values. Additionally, when the loading configurations were ordered by sensitivity (data not shown), from least to greatest, it became apparent that the loading cases with an x-displacement applied on the top face and a y-displacement applied on the side face led to the lowest sensitivity to noise values.

A z-displacement on the end face did not result in low sensitivity values, which could be due to the geometry of the beam. For example, x- prescribed displacements on the top face of the beam induced a shear wave which was polarised in the x-direction and propagated in the y-direction. Similarly, y- prescribed displacements on the side face resulted in a shear wave which was polarised in the y-direction and propagated in the x-direction. Both the x- and y- dimensions of the beam are less than the z-dimension (50 mm versus 200 mm). The waves induced by these two loads do not damp out quickly since a) there is no pinned boundary condition on the faces opposite the loading and b) the dimensions of the beam are short enough that the waves do not have space to damp out. Conversely, a shear wave travelling along the length of the beam, induced by a z- prescribed displacement on the end face would damp out along the length of the beam, partially due to the length and partially due to the pinned boundary condition on the opposite face. One possible explanation is that the damping of the wave results in smaller displacements and, consequently, a higher sensitivity to noise.
**Beam Loading Test with Gaussian Noise**  A Monte Carlo experiment was run \((n = 10)\) in which random, independent sets of Gaussian noise, calculated according to Equation 5.11 \((N = 15\%)\), were added to the reference displacement fields for each loading condition. In total, 5,110 isotropic material parameter estimations were run, 10 for each loading configuration. Scatter plots of resulting estimated shear moduli and damping coefficients are shown in Figures 5.16 and 5.17, respectively.

A beam model is shown on the left of every row of scatter plots to illustrate the displacement boundary conditions applied on the side face (only). In each row of scatter plots, the loading on the side face is similar whereas the loads on the top and end faces differ along the row. Each scatter plot in Figure 5.16 and Figure 5.17 then contains results from 64 loading combinations where the boundary conditions differ on the end and top faces.

---

**Figure 5.15**: Estimated a) shear moduli and b) damping coefficients are plotted versus \(\eta/G\) for each of the 511 loading simulations.
Figure 5.16: The eight scatter plots show the resulting estimated shear moduli from Monte Carlo simulations (n = 10) for all 511 loading cases. On the left hand side, a beam is shown with the loading applied to the side face which is common to all simulations in the corresponding row of scatter plots. Red lines represent the ground truth shear modulus (4.0003 kPa).
Figure 5.17: The eight scatter plots show the resulting estimated damping coefficients from Monte Carlo simulations (n = 10) for all 511 loading cases. On the left hand side, a beam is shown with the loading applied to the side face which is common to all simulations in the corresponding row of scatter plots. Red lines represent the ground truth damping coefficient (0.1 kPa).
The results illustrate that, in the presence of Gaussian noise, the accurate estimation of both the shear modulus and the damping coefficient in this beam model is highly dependent on the loading applied. For 438 out of 511 loading configurations, the standard deviations of estimated shear moduli were very small (< 0.1 kPa). Similarly, more than half of all simulations resulted in standard deviations of estimated damping coefficients below 0.01. However, the addition of Gaussian noise did not have a uniform effect on all simulations. Depending on the wave field present, the inclusion of noise in the signal caused an offset of the estimated shear modulus from the reference values. For some loading configurations, this offset remained minimal. However for others, the shear modulus was underestimated by up to 37%.

The loading configurations that resulted in the lowest sensitivity ($\eta/G$) values did not necessarily result in the simulations with estimated shear moduli closest to the reference value (Figure 5.18). The simulations with lowest sensitivity resulted in mean estimated shear moduli which were offset slightly from the reference value. However, a general trend can be seen that as the sensitivity values increased, the mean estimated shear modulus diverged from the reference value and was often underestimated. Conversely, as the parameter sensitivity to noise increased, mean values of estimated damping coefficients were often overestimated.

![Figure 5.18](image)

**Figure 5.18:** Mean estimated a) shear moduli and b) damping coefficients for all 511 loading configurations with added Gaussian noise are plotted versus normalised sensitivity values. Reference values are shown by red dotted lines.

Conversely, in Figure 5.19, it can be seen that the simulations with low sensitivity values resulted in the lowest standard deviations of estimated values in the Monte Carlo experiment. Therefore, if a loading configuration is chosen that has a low sensitivity value, it will not necessarily ensure accuracy of estimated parameters in the presence of noise using the optimised VFM, but it is likely to result in estimated values with small variance.
5.2.2.2 Isotropic Phantom MRE

The optimised VFM was used to estimate the shear modulus of the isotropic phantom from the experimental MRE displacements. When all nodes from the phantom mesh were included in the optimised VFM estimation, the resulting shear modulus and damping coefficient were: 5.41 kPa and 0.073, respectively. The shear moduli estimated with FEMU, MMDI and DF-LFE methods were 5.55 kPa, 5.45 kPa and 5.34 kPa, respectively. The shear modulus was also calculated for non-overlapping subzones comprised of three node layers. The phantom finite element model was composed of repeating disc-shaped node layers so each subzone was uniform in size and number of nodes. The mean shear modulus estimated using subzones was 5.32 kPa and the estimated damping coefficient was 0.07. All shear moduli estimated for all subzones ranged between 5.04 - 5.49 kPa. Figure 5.20 illustrates estimated shear moduli and damping coefficients for all subzones.
F I G U R E 5.20: Estimated a) shear moduli and b) damping coefficients for each non-overlapping subzone (bottom to top) in the cylindrical phantom. Each subzone consists of three node layers. Shear moduli estimated using the MMDI, FEMU and DF-LFE methods are shown for comparison.

Sensitivity values were evaluated for each subzone of the phantom and ranged between 20.6 - 30.5. There was no observed relationship between the sensitivity value for each subzone and the relative accuracy of the shear parameter estimation.

5.2.2.3 Left Ventricle Simulations

Simulations of steady-state harmonic motion were performed in an anatomically realistic canine left ventricular geometry. An isotropic Young’s modulus of 8.0 kPa [31] was assigned to the model and the Poisson’s ratio was set to 0.4999 since myocardium is nearly incompressible. The corresponding reference shear modulus was, therefore, 2.667 kPa. A structural damping coefficient of 0.1 was applied to obtain realistic dissipation of energy. Following a similar procedure as that for the beam model, 63 different loading configurations were tested to determine the effect of different wave patterns on the identification of the shear modulus and damping coefficient. Loads in the form of nodal displacements were prescribed on the anterior and apical surfaces in the x, y and/or z directions. Anterior surface and apical node sets are shown in Figure 5.21
Without Gaussian noise added to the reference displacements, estimated shear moduli ranged between 2.666 - 2.671 kPa and estimated damping coefficients ranged between 0.099 - 0.101. Therefore, all estimated values were close to the reference parameters. Sensitivity values from all 63 LV simulations, normalised by the complex shear modulus, are plotted in Figure 5.22. Generally, sensitivity values were (approximately 3x) larger in the LV model than in the cantilever beam.

Gaussian noise ($\sigma_N = 15\% \cdot \sigma_{disp}$) was added to the reference displacements for all 63 loading configurations and 10 simulations were run. Scatter plots of the resulting estimated shear moduli and damping coefficients are shown in Figure 5.23.
Figure 5.23: Estimated a) shear moduli and b) damping coefficients from simulated harmonic displacements in an LV model with 63 different loading configurations. 15% Gaussian noise was added to the reference displacements. Reference values are shown by red dotted lines.

It is apparent that, with the addition of noise, the estimated shear moduli, generally, had means which were offset from the reference value but showed small standard deviations. Simulation numbers 4, 12, 20, 28, 36, 44, 52 and 60 resulted in the most accurate mean estimated shear values (error < 16%). The simulations that resulted in the most accurate estimates of the shear modulus had one loading condition in common: an x-displacement applied to the anterior face. Interestingly, when displacements were prescribed in the x-, y- and z-directions on the anterior face, the shear modulus was always overestimated by nearly 200% (in the presence of Gaussian noise). It can be concluded that inducing a displacement field with a complex set of waves does not necessarily improve the estimation of an isotropic shear modulus using the isotropic optimised VFM with a complex geometry such as the LV. At some loading configurations, estimated damping coefficients exhibited large variances. Overall, the results showed a clear dependence of accurate estimation of shear moduli and damping coefficients on the loading condition applied using this method.

Like the beam experiment, the loading configurations that resulted in the lowest sensitivity ($\eta/G$) values did not necessarily correspond to the simulations with the most accurate estimated shear moduli (Figure 5.24). Conversely, in Figure 5.25, it is apparent that as $\eta/G$ increased, the standard deviation of estimated parameters also increased.
To further test the idea that loading configurations with lower sensitivity values are less sensitive to noise, two loading configurations (#58 and #60) were chosen and a Monte Carlo simulation (n = 3300) was run in which varying amounts of noise (N = 15% - 50%) were added to the reference displacements. Loading case #60 was chosen since it resulted in the most accurate estimation of the shear modulus when 15% Gaussian noise was added to the reference displacements and loading case #58 was chosen since it resulted in the lowest parameter sensitivity to noise. Results for loading case #60 are shown in Figure 5.26 and results for #58 are shown in Figure 5.27.
FIGURE 5.26: Estimated a) shear moduli and b) damping coefficients from simulated harmonic displacements in an LV model with varying amounts of Gaussian noise added to the reference displacements (for loading case #60). Reference values are shown by red dotted lines.

FIGURE 5.27: Estimated a) shear moduli and b) damping coefficients from simulated harmonic displacements in an LV model with varying amounts of Gaussian noise added to the reference displacements (for loading case #58). Reference values are shown by red dotted lines.

Simulations for loading case #60 resulted in shear moduli which were slightly underestimated whereas shear moduli for loading case #58 were overestimated. The damping coefficient was consistently overestimated for both simulations. The standard deviations, calculated over the 30 Monte Carlo runs for each amount of Gaussian noise, were plotted versus the amount of added Gaussian noise in Figure 5.28. Plots are shown with linear regression fits. The standard deviation of estimated shear moduli and damping coefficients increased linearly as the amount of Gaussian noise increased. It is apparent that the standard deviation in estimated values increased at a slower rate for case #58 than for case #60 with increasing amounts of Gaussian noise. This result was expected since case #58 resulted in a lower sensitivity value.
The LV results with added Gaussian noise differed somewhat from those seen in the cantilever beam model. Each of the 63 loading cases with 15% Gaussian noise added to the reference displacements either over- or underestimated both the shear modulus and damping coefficient. For the LV, no loading condition resulted in precisely accurate material properties. This could be due to effects of the irregular geometry on the wave propagation. Additionally, in the LV model, there were fewer unconstrained nodes with which to estimate the wavelength than there were in the beam model, which may have led to bias in the estimation of both the shear modulus and the damping coefficient since it was previously shown that parameter estimates improved as the number of free nodes increased [29].

5.3 Discussion

In this chapter, the isotropic VFM was developed for use with analytic as well as numerically derived optimised virtual displacement fields. The method addresses the three primary disadvantages of the boundary value FEMU method, as outlined in Chapter 4:

- It is a direct method (computationally inexpensive)
- All data points are weighted equally
- The method bypasses the need to estimate the longitudinal wavelength by using specialised constraints on the virtual displacement field \( f_K = 0 \)

There are numerous inversion methods, which were discussed in Chapter 2, to estimate isotropic material properties directly (e.g. direct inversion, LFE, etc.). These methods primarily assume that the tissue is incompressible. Additionally, the optimised VFM is advantageous over direct inversion since it does not require computation of high order
derivatives of the measured displacement field. Compared with LFE, the optimised VFM returns a complex shear modulus. The development of an optimised virtual displacement field which minimises the variance in the estimated shear modulus also provides motivation for the development of this method since phase contrast MRI images which encode elastography displacement fields are inherently noisy.

It was shown in both the cantilever beam and LV geometric models that, even in the isotropic case, accurate estimation of a complex shear modulus in the presence of Gaussian noise is dependent on the loading condition applied. Using the optimised VFM, not all loading conditions were equally sensitive to the addition of Gaussian noise. Using this information along with the sensitivity values could help to guide the placement of drivers in clinical MRE scans to enable the most reliable stiffness estimates.

Compared to the previous implementation of the optimised VFM [29], this study implemented a formulation in which a complex shear modulus was estimated by using a complex displacement field as the input. In a simple cantilever beam model, the complex results were more accurate than those measured for time harmonic displacement fields, which were largely dependent on the time point in the harmonic cycle. Additionally, since the complex form only requires one direct solve, it was more computationally efficient than the time discretised method.

One potential disadvantage of the method used is the constraint to set boundary node virtual displacements to zero. Although this greatly simplifies the equation for the principle of virtual work, it also, particularly in the LV model, reduces the number of free nodes with which to define the virtual displacement field. It was shown in [29] that accuracy of the parameter estimate in a subregion was largely dependent on the number of free nodes within that region. Therefore, to utilise the the boundary constraint, a higher spatial resolution is needed in order to not lose accuracy.

One large disadvantage of this method was the offset in estimated parameter values seen in both the cantilever beam and LV models when Gaussian noise was added to the reference displacement fields. The magnitude and direction of the offsets were not predicted by the sensitivity values and were only dependent on the loading configuration (see Figures 5.16, 5.17 and 5.23). As the amount of noise increased, the offset remained stationary (see Figures 5.26 and 5.27). These results differ from those presented in [29] in which the estimated storage modulus diverged from the true value as the amount of Gaussian noise increased. At low levels of noise, there was no offset observed. Additionally, the storage modulus was always underestimated whereas in this study, depending on the loading configuration, the shear modulus was either over- or underestimated. Numerous tests were done in an attempt to explain this offset including investigating two methods of adding Gaussian noise to the displacements, both directly onto the complex displacement field and onto the discretised “phase offset” displacement fields. Additionally, various forms of the optimisation matrix,
were also tested. However, the offset was observed in all tests when Gaussian noise was added. In [29], displacements were spatially smoothed using a Gaussian filter prior to analysis using the optimised VFM. In this study, no spatial smoothing was performed. Additional smoothing may have resulted in smaller, or non-existent, offsets in the estimated shear moduli and damping coefficients in the presence of Gaussian noise. In the formulation of Equation (5.21), an assumption of unbiased measurements was made in order to simplify the equation for parameter variance: \( [G_{app} - E(G_{app})] = [G_{app} - G] \). However, the offsets observed in the presence of noise indicate that this assumption may not be valid.

Despite this, the optimised VFM accurately estimated the shear modulus (5.41 kPa) from the MRE phantom data which is inherently noisy when compared to values estimated using three other common inversion methods: FEMU (5.45 kPa), MMDI (5.55 kPa) and DF-LFE (5.34 kPa), providing some confidence in the method. This method was subsequently used as a building block to develop the optimised VFM to estimate anisotropic material properties from MRE data.
Aspects of this chapter have been published in:


The isotropic optimised virtual fields method, discussed in the Chapter 5, was developed further to estimate transversely isotropic material parameters in simulated harmonic displacements as well as MRE data from an isotropic phantom. Two material models were implemented with the optimised VFM, one which estimated all five independent parameters of the elasticity matrix and one which estimated three parameters, thereby eliminating the need to estimate the longitudinal wavelength, which is dependent on Poisson’s ratio. Similarly to results from the previous chapter, the accurate estimation of transversely isotropic parameters was shown to be highly dependent on the applied loading. Transversely isotropic parameters were estimated in the phantom data with two arbitrarily assigned material orientations. In the left ventricular (LV) and cantilever beam models, parameters were estimated from simulated displacement fields. The impact of varying loading conditions, initial parameter estimates and loading frequency were investigated.
6.1 Formulation and Implementation

Like the isotropic VFM, the anisotropic VFM also utilises the principle of virtual work in order to solve for the material properties from a set of full-field displacements (or strains):

\[- \int_V \sigma : \epsilon^* dV + \int_S T \cdot u^* dS + \int_V b \cdot u^* dV = \int_V \rho a \cdot u^* dV \]  

(6.1)

There are an infinite number of complex-valued virtual displacement fields \((u^*)\) which satisfy the principle of virtual work in Equation (6.1). In the optimised VFM, the optimal virtual displacement field is calculated numerically by finding the field which minimises an objective function while satisfying a number of prescribed constraints. To simplify the problem, the virtual displacement field was set to zero on the boundaries, eliminating the boundary traction term \((\int_S T \cdot u^* dS)\) and providing the first constraint. Body forces \((b)\) were assumed to be negligible and the forcing frequency was assumed to be the same as the resulting displacement frequency. Thus, Equation (6.1) was simplified to:

\[- \int_V \sigma : \epsilon^* dV = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \]  

(6.2)

where \(\sigma\) is the internal stress, \(\epsilon^*\) is the virtual strain field, \(\rho\) is the material density, \(\omega\) is the loading frequency and \(u^*\) is the virtual displacement field. Therefore, Equation (6.1) relies on four quantities: the internal stress field (which depends on the unknown material parameters), density, frequency of excitation and the resulting displacement field.

6.1.1 Five Parameter Model

The internal stress term was expanded to introduce terms of the symmetric elasticity matrix.

\[ \int_V \sigma : \epsilon^* dV = \int_V \left( C_{11} \epsilon_{11} \epsilon_{11}^* + C_{22} \epsilon_{22} \epsilon_{22}^* + C_{12} \epsilon_{22} \epsilon_{11}^* + C_{13} \epsilon_{33} \epsilon_{11}^* + C_{13} \epsilon_{11} \epsilon_{33}^* + C_{23} \epsilon_{33} \epsilon_{22}^* + C_{23} \epsilon_{22} \epsilon_{33}^* + C_{33} \epsilon_{33} \epsilon_{33}^* + 2 C_{44} \epsilon_{12} \epsilon_{12}^* + 2 C_{55} \epsilon_{13} \epsilon_{13}^* + 2 C_{66} \epsilon_{23} \epsilon_{23}^* \right) dV \]  

(6.3)

Using equalities for a transversely isotropic material, with the preferred direction oriented in the \(C_{33}\) direction, and a modified Voigt notation: \(C_{11} = C_{22}, C_{12} = C_{11} - 2 C_{44}, C_{13} = C_{23}\) and \(C_{55} = C_{66}\). Grouping terms with similar material constants, Equation (6.3) was substituted into Equation (6.2) to give:

\[ C_{11} f_{C_{11}}(\epsilon, \epsilon^*) + C_{33} f_{C_{33}}(\epsilon, \epsilon^*) + C_{44} f_{C_{44}}(\epsilon, \epsilon^*) + C_{66} f_{C_{66}}(\epsilon, \epsilon^*) + C_{13} f_{C_{13}}(\epsilon, \epsilon^*) = \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}^* dV \]  

(6.4)
where the functions $f_{C_{11}}$, $f_{C_{33}}$, $f_{C_{44}}$, $f_{C_{66}}$ and $f_{C_{13}}$ are linear functions of the strain fields and can be written explicitly as:

$$f_{C_{11}}(\epsilon, \epsilon^*) = \int_V (\epsilon_{11}\epsilon_{11}^* + \epsilon_{22}\epsilon_{22}^* + \epsilon_{11}\epsilon_{22}^*)dV$$

$$f_{C_{33}}(\epsilon, \epsilon^*) = \int_V \epsilon_{33}\epsilon_{33}^*dV$$

$$f_{C_{44}}(\epsilon, \epsilon^*) = \int_V (\epsilon_{12}\epsilon_{12}^* - 2\epsilon_{22}\epsilon_{11}^* - 2\epsilon_{11}\epsilon_{22}^*)dV$$

$$f_{C_{66}}(\epsilon, \epsilon^*) = \int_V (\epsilon_{13}\epsilon_{13}^* + \epsilon_{23}\epsilon_{23}^*)dV$$

$$f_{C_{13}}(\epsilon, \epsilon^*) = \int_V (\epsilon_{33}\epsilon_{11}^* + \epsilon_{33}\epsilon_{22}^* + \epsilon_{11}\epsilon_{33}^* + \epsilon_{22}\epsilon_{33}^*)dV$$

(6.5)

In the VFM, a different virtual displacement field is required to solve for each unknown material parameter. Thus, for five parameters, five separate virtual displacement fields, noted by the superscripts 1-5 (e.g. $u^{*1}$), are required to solve for the five unknown material parameters: $C_{11}$, $C_{33}$, $C_{44}$, $C_{66}$ and $C_{13}$. The resulting system of equations is:

$$\begin{bmatrix}
    f_{C_{11}}(\epsilon, \epsilon^{*1}) & f_{C_{33}}(\epsilon, \epsilon^{*1}) & f_{C_{44}}(\epsilon, \epsilon^{*1}) & f_{C_{66}}(\epsilon, \epsilon^{*1}) & f_{C_{13}}(\epsilon, \epsilon^{*1}) \\
    f_{C_{11}}(\epsilon, \epsilon^{*2}) & f_{C_{33}}(\epsilon, \epsilon^{*2}) & f_{C_{44}}(\epsilon, \epsilon^{*2}) & f_{C_{66}}(\epsilon, \epsilon^{*2}) & f_{C_{13}}(\epsilon, \epsilon^{*2}) \\
    f_{C_{11}}(\epsilon, \epsilon^{*3}) & f_{C_{33}}(\epsilon, \epsilon^{*3}) & f_{C_{44}}(\epsilon, \epsilon^{*3}) & f_{C_{66}}(\epsilon, \epsilon^{*3}) & f_{C_{13}}(\epsilon, \epsilon^{*3}) \\
    f_{C_{11}}(\epsilon, \epsilon^{*4}) & f_{C_{33}}(\epsilon, \epsilon^{*4}) & f_{C_{44}}(\epsilon, \epsilon^{*4}) & f_{C_{66}}(\epsilon, \epsilon^{*4}) & f_{C_{13}}(\epsilon, \epsilon^{*4}) \\
    f_{C_{11}}(\epsilon, \epsilon^{*5}) & f_{C_{33}}(\epsilon, \epsilon^{*5}) & f_{C_{44}}(\epsilon, \epsilon^{*5}) & f_{C_{66}}(\epsilon, \epsilon^{*5}) & f_{C_{13}}(\epsilon, \epsilon^{*5})
\end{bmatrix}
\begin{bmatrix}
    C_{11} \\
    C_{33} \\
    C_{44} \\
    C_{66} \\
    C_{13}
\end{bmatrix} = \begin{bmatrix}
    \int_V \rho \omega^2 u \cdot u^{*1}dV \\
    \int_V \rho \omega^2 u \cdot u^{*2}dV \\
    \int_V \rho \omega^2 u \cdot u^{*3}dV \\
    \int_V \rho \omega^2 u \cdot u^{*4}dV \\
    \int_V \rho \omega^2 u \cdot u^{*5}dV
\end{bmatrix}$$

(6.6)

Specialisation constraints, described in detail in [11, 55], were imposed in the optimised VFM to give a well-posed system of equations with which to solve for the unknown material parameters. For example, in the case of five parameters, specialisation constraints for $u^{*1}$ were written such that:

$$f_{C_{11}}(\epsilon, \epsilon^{*1}) = 1$$

$$f_{C_{33}}(\epsilon, \epsilon^{*1}) = 0$$

$$f_{C_{44}}(\epsilon, \epsilon^{*1}) = 0$$

$$f_{C_{66}}(\epsilon, \epsilon^{*1}) = 0$$

$$f_{C_{13}}(\epsilon, \epsilon^{*1}) = 0$$

(6.7)
Specialisation constraints for each consecutive virtual displacement field \((u^{*2}, u^{*3}, u^{*4}\) and \(u^{*5}\)) were developed by exchanging the place of the one in Equation (6.7). With these constraints, Equation (6.6) was written as:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
C_{11} \\
C_{33} \\
C_{44} \\
C_{66} \\
C_{13} \\
\end{bmatrix}
= \begin{bmatrix}
\int_V \rho \omega^2 u \cdot u^{*1} dV \\
\int_V \rho \omega^2 u \cdot u^{*2} dV \\
\int_V \rho \omega^2 u \cdot u^{*3} dV \\
\int_V \rho \omega^2 u \cdot u^{*4} dV \\
\int_V \rho \omega^2 u \cdot u^{*5} dV \\
\end{bmatrix}
\tag{6.8}
\]

The resulting parameters were simply computed by evaluating each right hand side term of Equation (6.8). Details on the implementation of specialisation and other constraints are described in Appendix C.

In order to numerically calculate an optimised field, an equation was developed that describes the variance in the estimated parameters. The optimal virtual displacement field was one that minimised the variance [10]. To write the variance in terms of each virtual displacement field, Equation (6.4) was rewritten, separating the raw signal (\(\epsilon\)) and accompanying noise (\(\epsilon_{no}\)).

\[
C_{11}(f_{C11}(\epsilon_{no}, \epsilon^*) + f_{C11}(\epsilon, \epsilon^*)) + C_{33}(f_{C33}(\epsilon_{no}, \epsilon^*) + f_{C33}(\epsilon, \epsilon^*)) + C_{44}(f_{C44}(\epsilon_{no}, \epsilon^*) + f_{C44}(\epsilon, \epsilon^*)) + C_{66}(f_{C66}(\epsilon_{no}, \epsilon^*) + f_{C66}(\epsilon, \epsilon^*)) + C_{13}(f_{C13}(\epsilon_{no}, \epsilon^*) + f_{C13}(\epsilon, \epsilon^*)) = \int_V \rho \omega^2 u_{no} \cdot u^* dV + \int_V \rho \omega^2 u \cdot u^* dV
\tag{6.9}
\]

Noise components in the strain fields were assumed to be independent Gaussian distributions with positive standard deviations, \(\gamma\). Noise in each respective strain field was assumed to have equal variance (\(\gamma_{\epsilon_{11}} = \gamma_{\epsilon_{22}} = \gamma_{\epsilon_{33}} = \gamma_{\epsilon_{12}} = \gamma_{\epsilon_{13}} = \gamma_{\epsilon_{23}}\)) and it was assumed that measurements were unbiased, and that noise was uncorrelated from one measurement to another. With the specialisation constraints applied to the case with noise, the difference between the estimated and reference parameters \((Q_{app} - Q) = [C_{11}, C_{33}, C_{44}, C_{66}, C_{13}]\) was written in terms of solely the noise in the signal and the virtual strain field, \(\epsilon^*\). The superscript \(\text{app}\) indicates the approximate values of the estimated parameters. The full derivation of Equation (6.10) is shown in Appendix B.

\[
Q_{app} - Q_a = - C_{11} f_{C11}(\epsilon_{no}, \epsilon^*) - C_{33} f_{C33}(\epsilon_{no}, \epsilon^*) - C_{44} f_{C44}(\epsilon_{no}, \epsilon^*) - C_{66} f_{C66}(\epsilon_{no}, \epsilon^*) - C_{13} f_{C13}(\epsilon_{13}, \epsilon^*) + \int_V \rho \omega^2 u_{no} \cdot u^* dV
\tag{6.10}
\]

where \(a \in [1, 5]\). For example, \(Q_1 = C_{11}\). The noise in the acceleration (right hand side term) was previously shown to be negligible in MRE displacement fields [29]. Therefore,
the final term of Equation 6.10 was omitted. The variance of an estimated parameter can be written as:

\[
V(Q_{app}) = E\left(\left[Q_{app} - E(Q_{app})\right]^2\right)
\]  

(6.11)

where \(E(x)\) represents the expectation of \(x\). If it is assumed that there is no bias in the measurement, then \(E(Q_{app}) = Q\) and it follows that

\[
V(Q_{app}) = E\left(\left[Q_{app} - Q\right]^2\right).
\]  

(6.12)

Substituting Equation (6.10) into Equation (6.12) resulted in the following generalised equation.

\[
V(Q_{app}) = E\left(\left[Q_{app} - Q\right]^2\right) = \gamma^2 (Q_{app})^T [E(N^T N)] Q_{app}
\]  

(6.13)

where \(\gamma\) represents the uncertainty in the strain measurements and

\[
N = \begin{bmatrix}
    f_{C11}(\epsilon_{no}, \epsilon^*) \\
    f_{C33}(\epsilon_{no}, \epsilon^*) \\
    f_{C44}(\epsilon_{no}, \epsilon^*) \\
    f_{C66}(\epsilon_{no}, \epsilon^*) \\
    f_{C13}(\epsilon_{no}, \epsilon^*)
\end{bmatrix},
Q_{app} = \begin{bmatrix}
    C_{app}^{11} \\
    C_{app}^{33} \\
    C_{app}^{44} \\
    C_{app}^{66} \\
    C_{app}^{13}
\end{bmatrix}.
\]  

(6.14)

The minimisation matrix, \(H\), was written as:

\[
H = (Q_{app})^T [E(N^T N)] Q_{app}
\]  

(6.15)

Therefore, an optimal virtual field was found such that Equation (6.15) was minimised while adhering to the constraints (Equation (6.7) and \(u^* = 0\) on boundaries). Following [10], the virtual displacement field vector turns out to be the saddle point of the Lagrangian:

\[
L = \frac{\gamma^2}{2} u^*^T [H] u^* + \Lambda^T ([A] u^* - Z)
\]  

(6.16)

where \(H\) is the matrix of estimated shear variance to be minimised (Equation (6.15)), \(\Lambda\) is a vector of Lagrangian multipliers, \(Z\) is a vector of right hand side constraint values and \(A\) is a matrix that included specialisation constraints (Equation (6.7)) and boundary constraints, \(u^*(\Omega) = 0\).

Therefore, the virtual displacement field was obtained by solving the following linear system of equations:

\[
\begin{bmatrix}
    [H] & [A]^T \\
    [A] & [0]
\end{bmatrix}
\begin{bmatrix}
    u^* \\
    \Lambda
\end{bmatrix} = \begin{bmatrix}
    0 \\
    Z
\end{bmatrix}
\]  

(6.17)
Since the parameters in $Q$ are involved in the minimisation matrix, $H$, an iterative process was implemented. An initial set of parameters $Q_{app}$ were applied to calculate an initial $H$ matrix. The resulting $H$ matrix was used to estimate the material properties. This step was repeated until the maximum change in estimated parameters was less than 0.1% between two consecutive iterations. Additionally, a maximum number of allowable iterations was set to 30. If this value was exceeded, parameters for the given model, or region, were disregarded.

The results from the five-parameter formulation were written in terms of two shear moduli ($G_{12}$ and $G_{13}$), two Young’s moduli ($E_1$ and $E_3$) and a Poisson’s ratio ($\nu_{31}$) since these parameters have relevant physical meaning (i.e. stiffness in shear, stiffness in tensile stretching and volume change). Conversely, the parameters of the elasticity matrix, $C_{11}$, $C_{33}$ and $C_{13}$, represent a combination of tensile stiffness and volume effects and do not have a simple physical meaning. The shear moduli, Young’s moduli and Poisson’s ratio can be calculated from the compliance matrix, which is the inverse of the elasticity matrix containing $C_{11}$, $C_{33}$, etc. (Equation 4.2).

Equation (6.13) can be rewritten to clearly show that the variance in the estimated parameter is proportional to the error in the measured strain field:

\[
V(Q_a) = \gamma^2 \eta_a^2
\]  

(6.18)

If the variance, $V(Q_a)$, is understood as the uncertainty of the method in estimating a given parameter and $\gamma$ is the uncertainty in the strain measurements, then $\eta_a$ is the sensitivity of the estimated parameters to noise in the measurements. In this study, parameter sensitivity values were normalised by their respective parameters (e.g. $\eta/C_{11}$), which allows for the direct comparison of parameter sensitivity values within each material model formulation. However, this does not allow for the direct comparison of sensitivity values between the two material models (e.g. between $\eta/C_{11}$ and $\eta/\tau$).

### 6.1.2 Three Parameter Model

A second material model formulation, developed in [47], was used which separates the dilatational from the deviatoric properties. The equations were derived from a hyperelastic material formulation at the reference configuration. The equations in [47] were rewritten as a linear combination of four parameters: $\kappa$, $G_{12}$, $G_{13}$ and $\tau$, where $\tau = G_{12} \cdot E_3/E_1$ and describes the anisotropic tensile ratio equal, and $\kappa$ is defined as the ratio of the hydrostatic stress to the unit volume change.
\[ C_{11} = \kappa + \frac{8}{9} G_{12} + \frac{4}{9} \tau \]
\[ C_{12} = \kappa - \frac{10}{9} G_{12} + \frac{4}{9} \tau \]
\[ C_{13} = \kappa + \frac{2}{9} G_{12} - \frac{8}{9} \tau \]
\[ C_{33} = \kappa - \frac{4}{9} G_{12} + \frac{16}{9} \tau \]
\[ C_{44} = G_{12} \]
\[ C_{66} = G_{13} \]

Specialisation constraints, like those in Equation (6.7), were applied to the three-parameter model. However, due to the lack of confidence in estimation of the longitudinal wavelength, and hence \( \kappa \), only \( G_{12}, G_{13} \) and \( \tau \) were estimated. Therefore, with three virtual displacement fields (\( u^{*1}, u^{*2}, u^{*3} \)) and corresponding strain fields (\( \epsilon^{*1}, \epsilon^{*2}, \epsilon^{*3} \)), the parameters were calculated as:

\[ G_{12} = \int_V \rho \omega^2 u \cdot u^{*1} dV \]
\[ G_{13} = \int_V \rho \omega^2 u \cdot u^{*2} dV \]
\[ \tau = \int_V \rho \omega^2 u \cdot u^{*3} dV \] (6.20)

6.1.3 Implementation

**Beam Simulations**  To test the implementation of these two methods, simulations of steady-state harmonic motion were run with a cantilever beam model using Abaqus 6.13 (Dassault Systèmes Simulia Corp., Providence, USA). The material orientation was aligned down the longest dimension (z-axis) of the beam. Since it is known that both fast and slow shear waves are necessary for the accurate estimation of transversely isotropic material properties [139, 151], 511 simulations were run in order to illustrate the effect of the loading configuration and resulting wave propagation direction on the estimation of anisotropic material properties. Figure 6.1 shows the beam finite element model with three faces highlighted: the end (red), side (black) and top (blue). An x, y and/or z displacement was applied on either, two or all of the three faces. These combinations resulted in 511 different loading configurations. For this test, initial parameter estimates were set to the reference values. In the figure, element material axes are shown by red arrows pointing along the length of the beam in the +z direction.
Using six of the 511 loading configurations, a Monte-Carlo simulation (n=30) was run with Gaussian noise ($\sigma_{\text{noise}} = 15\% \cdot \sigma_{\text{disp}}$) added to the reference displacement fields. Reference material properties were assigned to be: $E_1 = 12.00$ kPa, $E_3 = 36.00$ kPa, $G_{12} = 3.27$ kPa, $G_{13} = 12.00$ kPa and $\nu_{31} = 0.4999$. The structural damping coefficient was set to 0.1 and a density of 1.00 $g/cm^3$ was used.

**Isotropic Phantom MRE** The two transversely isotropic inversion methods were then tested with MRE images collected from an isotropic phantom. Performing the inversion on an anisotropic phantom provides a form of validation since shear moduli, and (separately) the two Young’s moduli should be equal (i.e. $G_{12} = G_{13}$ and $E_1 = E_3$), whereas values measured estimated for an anisotropic phantom cannot be directly validated.

The MRE images of a PVC cylindrical gel phantom were obtained using a 3T MR scanner (Tim Trio, Siemens Healthcare, Erlangen, Germany) with gradients of 27 mT/m (2.7 G/cm) and a slew rate of 163 $\mu$s (TE/TR = 21.27/25 ms). A pneumatic driver system (Resoundant Inc., Rochester, MN) was used to apply a harmonic load to the bottom surface of the phantom at 60 Hz. Phase-contrast images (native resolution = 128 voxels x 63 voxels, reconstructed resolution = 256 voxels x 256 voxels, slice thickness = 5 mm, FOV = 250 mm x 250 mm) were collected at 16 longitudinal locations in the mid-region of the phantom. The cylindrical phantom had a radius of 76.2 mm and a height of 127 mm. At each location, 12 images were collected that encoded phase in three orthogonal directions at four phase offsets relative to the induced harmonic motion. A discrete Fourier transform was used to fit a sinusoid to the four phase offsets at each pixel in each direction. A finite element mesh was developed to represent the geometry of the imaged portion of the cylindrical phantom.

Since the phantom was isotropic, two different arbitrary material orientations were assigned, shown in Figure 6.2. The volume was broken up into 18 equally sized sub-regions and both formulations of the transversely isotropic optimised VFM were used to
analyse each sub-region.

**Figure 6.2:** Sketches of the two arbitrarily assigned material orientations are shown as well as phase images with "fibre" orientations drawn on top. "Fibre" orientations are aligned with the global a) z: <0, 0, 1> and b) x: <1, 0, 0> directions, respectively.

**Left Ventricular Simulations** Next, both methods were used to estimate transversely isotropic material properties from simulated harmonic displacements in an anatomically realistic canine left ventricle finite element model embedded with fibre orientations measured from histology [88]. In order to guide future cardiac MRE studies, various loading conditions and frequencies were tested to evaluate their impact on the accuracy of parameter estimates as well as the sensitivities of the parameters to noise. Fibre orientations were embedded in the geometric finite element model by interpolating nodal parameters. Reference stiffness values were defined based on cardiac anisotropic shear moduli measured from ultrasound elastography [31]. The fibre direction was assigned a Young’s modulus \((E_3)\) of 10.5 kPa. The Young’s moduli in the transverse directions \((E_1, E_2)\) were set to 6.5 kPa, and the fibre shear moduli \((G_{13}, G_{23})\) were set to 2.5 kPa. The structural damping coefficient was set to 0.1; the Poisson’s ratio was set to 0.4999 as cardiac tissue is largely incompressible; and a density of 1.06 g/cm\(^3\) was prescribed. The large ratio of the bulk modulus to the transverse shear modulus \((\kappa/G_{12} \gg 100)\) demonstrates that the fast shear wave is near the incompressible limit [150].

A loading test was carried out in which 63 different loading combinations of x, y and/or z displacements were prescribed on the apical and anterior surfaces (Figure 6.3). These surfaces were chosen since wave propagation observed in cardiac MRE experiments
originates from approximately the anterior and apical surfaces of the LV. Gaussian noise was added to the real and imaginary components for six selected loading cases. Noise in MR images can be adequately modelled as Gaussian, given that the signal-to-noise ratio is above 3 [60]. The Gaussian distribution of noise had a mean of zero and a standard deviation ($\sigma_{\text{noise}}$) computed as:

$$\sigma_{\text{noise}} = 15\% \cdot \sigma_{\text{disp}}$$  \hspace{1cm} (6.21)

where $\sigma_{\text{disp}}$ was the standard deviation of the ground truth displacement field. Then, for one loading condition, various frequencies were tested in order to assess the impact on parameter identification.

![LV finite element model illustrating a) anterior surface nodes, b) apical surface nodes and c) fibre field measured from histology.](image)

**Figure 6.3:** LV finite element model illustrating a) anterior surface nodes, b) apical surface nodes and c) fibre field measured from histology.

### 6.2 Results

#### 6.2.1 Beam Simulations

Of the 511 simulations without Gaussian noise, numerous loading cases resulted in accurate parameter estimates for both material model formulations. Variance in estimated shear moduli over the different loading configurations was less for the three-parameter formulation than the five-parameter formulation. Values of $E_3$ errored up to 25% from the reference value whereas all estimated values of $\tau$ were within 5% of the true value. However, $\tau$ showed biased estimation with the majority of cases overestimating the parameter. Despite this, the three-parameter formulation resulted in more accurate estimates of transversely isotropic material properties in the cantilever beam geometry. Complex parameters were estimated for both the five- and three-parameter formulations. However, for conciseness, this chapter presents the storage moduli (i.e. the real part of the complex moduli) only. However, damping coefficients, calculated as the ratio of the imaginary part to the real part of each complex modulus, are presented in Appendix D.
FIGURE 6.4: Histograms of estimated parameters for all 511 loading cases using the five-parameter formulation. Reference values are shown as red dotted lines.

FIGURE 6.5: Histograms of estimated parameters for all 511 loading cases using the three-parameter formulation. Reference values are shown as red dotted lines.

It should be noted that, using the five-parameter formulation, the matrix to solve for the numeric virtual fields (Equation (6.17)) was badly scaled (COND = 1e-20), since, in nearly incompressible media, $C_{11}$, $C_{33}$ and $C_{13}$ approach infinity while $C_{44}$ and $C_{66}$ generally range between 1 - 10 kPa for biological tissue. Despite the ill-conditioning of the matrix, the method converged in two to three iterations for each loading case. Since the three-parameter formulation does not estimate the Poisson’s ratio, the problem was well conditioned. On average, the three-parameter estimation method took three iterations to converge.

Normalised sensitivity values were also calculated for each parameter and are shown in Figures 6.6 and 6.7. Sensitivity values for the five-parameter formulation are shown...
with respect to the five independent parameters of the elasticity matrix \((C_{11}, C_{33}, C_{13}, C_{44}\text{ and } C_{66})\). Normalising sensitivity values has the effect of putting all values on the same scale, enabling comparisons between the sensitivity of each parameter. Normalisation, however, does not allow for directly comparing sensitivity values between the five- and three-parameter material formulations.

Both Figures 6.6 and 6.7 reveal that the shear moduli were less sensitive to noise, seen by smaller normalised sensitivity values, than all other parameters. \(C_{11}, C_{33}\) and \(C_{13}\) sensitivity values were nearly equivalent for all loading cases. With the three-parameter formulation, \(\tau\) resulted in larger parameter sensitivity for some loading cases.

The magnitude of sensitivity values was larger for the five-parameter formulation than the three-parameter formulation since the sensitivity is calculated from the parameter variance matrix \((\eta^2 = (Q^{app})^T E(N^T N)Q^{app})\), which contains the estimated parameters, themselves. In a nearly incompressible material, \(C_{11}, C_{33}\) and \(C_{13}\) approach infinity, resulting in large values in the variance matrix. Conversely, since all material properties in the three-parameter formulation are between 0-10 kPa, the resulting sensitivity values are within similar ranges. It can be also be seen in Figures 6.6 and 6.7 that, although many loading conditions resulted in accurate estimation of transversely isotropic material parameters, they did not result in equal sensitivity to noise.

**Figure 6.6:** The estimated parameters from the elasticity matrix plotted versus their respective normalised sensitivity values (e.g. \(\eta/C_{11}\)). Reference values are shown as red dotted lines.
Six loading configurations were then chosen for analysis with Gaussian noise added to the reference displacements. Six simulations (113, 189, 211, 412, 447 and 451) were chosen as they resulted in either the most accurate identification of reference parameters (minimum cumulative RMS error) or they resulted in overall low normalised sensitivity values. The loads for these simulations along with their reference displacement fields are shown in Figure 6.8.
Figure 6.8: Beam models showing loading configurations and reference displacements for simulations used in the noise analysis. Red arrows indicate shear and black arrows indicate loads normal to the surface. Reference displacements encode magnitude ($\sqrt{x^2 + y^2 + z^2}$).
A Monte Carlo simulation (n = 30) was run for each of the six loading configurations and independent Gaussian noise copies were added to the reference displacement fields at each run. The initial parameter estimates were varied within a normal distribution centred at the reference value ($\bar{x} = Q_{REF}, \sigma = 20\% \cdot Q_{REF}$). Resulting estimated moduli for all simulations which converged in under 30 iterations are illustrated by box plots in Figures 6.9 and 6.10. $G_{13}$ was the most accurately estimated parameter using both material model formulations. The loading configurations had a large impact on the mean and standard deviation of estimated parameters. Additionally, a loading case which resulted in accurate estimation of material properties in the five-parameter formulation did not necessarily result in accurate estimation with the three-parameter model (e.g. simulation #189). Estimated Poisson’s ratios showed large variance and were often outside of physically realistic ranges. With the three-parameter material formulation, loading cases #189, #412 and #447 resulted in large errors in estimated values of $G_{12}$.

**Figure 6.9:** Results from all converged Monte Carlo simulations, using the five-parameter formulation, for six beam loading cases showing a) transverse shear moduli ($G_{12}$), b) fibre shear moduli ($G_{13}$), c) transverse Young’s moduli ($E_1$), d) fibre Young’s moduli ($E_3$) and e) fibre-transverse Poisson’s ratio ($\nu_{31}$). Reference values are shown by red dotted lines.
FIGURE 6.10: Results from all converged Monte Carlo simulations, using the three-parameter formulation, for each beam loading case (1-4) showing a) transverse shear moduli \(G_{12}\), b) fibre shear moduli \(G_{13}\) and c) anisotropic tensile ratio \(\tau\). Reference values are shown by red dotted lines.

Not all simulations converged in under 30 iterations. Table 6.1 lists the number of simulations which converged as well as the mean number of iterations (± one standard deviation) required for convergence for both the three- and five-parameter formulations. In the three-parameter formulation, three loading configurations (#189, #412 and #447) converged in all or nearly all of the Monte Carlo simulations whereas the other three configurations (#113, #211 and #451), converged in only 3, 6 and 12 simulations out of 30, respectively. These latter three simulations showed larger parameter sensitivity to noise values than the former three in Figure 6.7. In the five-parameter formulation, 16 simulations (out of 30) converged on average for the six loading configurations.

### Table 6.1: The number of simulations in the Monte Carlo experiment \(n = 30\) which converged for the five- and three-parameter formulations are shown as well as the mean number of iterations for convergence (± one standard deviation).

<table>
<thead>
<tr>
<th>Simulation Number</th>
<th>5 Parameter Method</th>
<th>3 Parameter Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>113</td>
<td>17 (12.2 ± 6.9)</td>
<td>3 (19.0 ± 4.4)</td>
</tr>
<tr>
<td>189</td>
<td>15 (14.1 ± 8.4)</td>
<td>30 (9.5 ± 2.7)</td>
</tr>
<tr>
<td>211</td>
<td>19 (12.4 ± 7.5)</td>
<td>6 (15.7 ± 7.2)</td>
</tr>
<tr>
<td>412</td>
<td>15 (10.0 ± 5.4)</td>
<td>30 (6.8 ± 0.7)</td>
</tr>
<tr>
<td>447</td>
<td>14 (13.1 ± 5.9)</td>
<td>27 (13.1 ± 2.8)</td>
</tr>
<tr>
<td>451</td>
<td>17 (11 ± 5.3)</td>
<td>12 (23.0 ± 3.6)</td>
</tr>
</tbody>
</table>

### 6.2.2 Isotropic Phantom MRE

Using the five-parameter formulation, four out of 18 sub-regions did not converge to a solution for both arbitrarily defined material orientations. In the three-parameter formulation, two sub-regions did not converge to a solution when the fibre direction was oriented along the global z-axis (axially) and all sub-regions converged when the material was oriented...
along the global x-axis (transverse to the axis of the cylinder). Overall, the three-parameter formulation converged in a greater number of sub-regions, and required fewer iterations (see Table 6.2).

**Table 6.2**: The number of sub-regions of the phantom that converged in less than 30 iterations for the five- and three-parameter formulations are shown together with the mean number of iterations for convergence (± one standard deviation). Material orientation labels are illustrated in Figure 6.2.

<table>
<thead>
<tr>
<th>Material Orientation</th>
<th>5 Parameter Method</th>
<th>3 Parameter Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0, 0, 1&gt;</td>
<td>14 (9.71 ± 6.37)</td>
<td>16 (9.50 ± 6.93)</td>
</tr>
<tr>
<td>&lt;1, 0, 0&gt;</td>
<td>14 (10.86 ± 6.41)</td>
<td>18 (5.00 ± 1.91)</td>
</tr>
</tbody>
</table>

Resulting estimated moduli for all sub-regions that converged to a solution are shown in Figures 6.11 and 6.12. The mean shear moduli resulted in values very close to those estimated by three other inversion methods, including a finite element model update method [103] (FEMU: 5.55 kPa), a multi-modal direct inversion method [39] (MMDI: 5.45 kPa), and a directional filter with local frequency estimation method [97] (DF-LFE: 5.34 kPa). Since the phantom was isotropic, the pairs of shear moduli \((G_{12} \text{ and } G_{13})\), and Young’s moduli \((E_1 \text{ and } E_3)\), were each expected to be equal. The mean estimated shear moduli from the five-parameter formulation differed by only 0.2 kPa. However, the mean estimated Young’s modulus in the material orientation \((E_3)\) was greater than that in the transverse direction \((E_1)\) for both material orientations. The Poisson’s ratios were consistently overestimated. The true value of \(\nu_{31}\) should be very close to 0.5, since the PVC gel was approximately incompressible. In the three-parameter formulation, the estimated values of \(G_{12}\) varied widely across the sub-regions when the material orientation was aligned with the global z-axis (axially), whereas \(G_{13}\) values were accurately estimated with little variance for both material orientations. Estimated values of \(\tau\) were centred at the reference value but showed large variation.
Figure 6.11: Results from all converged sub-regions in the isotropic phantom, using the five-parameter formulation, for both material orientations illustrated below each graph, showing a) transverse shear moduli ($G_{12}$), b) fibre shear moduli ($G_{13}$), c) transverse Young’s moduli ($E_1$), d) fibre Young’s moduli ($E_3$) and e) fibre-transverse Poisson’s ratio ($\nu_{31}$). Values measured by three other methods (MMDI, FEMU and DF-LFE) are shown by dotted lines.

Figure 6.12: Results from all converged sub-regions in the isotropic phantom, using the three-parameter formulation, for both material orientations illustrated below each graph, showing a) transverse shear moduli ($G_{12}$), b) fibre shear moduli ($G_{13}$) and c) anisotropic tensile ratio ($\tau$). Values measured by three other methods (MMDI, FEMU and DF-LFE) are shown by dotted lines.

Normalised parameter sensitivity values were calculated for each sub-region and are plotted in Figures 6.13 and 6.14. For the five-parameter formulation, it should be noted that the parameter sensitivities are plotted on different scales for $C_{11}$, $C_{33}$ and $C_{13}$ in comparison to that for the shear moduli, $C_{44}$ and $C_{66}$. Shear moduli demonstrated much lower sensitivities to noise than the other parameters. Additionally, since there were no constraints on the values of $C_{11}$, $C_{33}$ and $C_{13}$, these values can be negative and still result in accurate Young’s moduli. Parameter sensitivity values are reported as the absolute value since negative sensitivity does not have an interpretable meaning.
In the three-parameter formulation, \( G_{12} \) resulted in much greater sensitivity to noise when the material was aligned with the global z-axis (axially) than when it was oriented with the global x-axis (transverse). Parameter sensitivities were small for \( G_{13} \) irrespective of the chosen material direction. This can be understood by the fact that the relative amplitude of the displacement in the global x- and y- directions was significantly less than the global z-direction displacements. The driver was placed on the bottom of the cylindrical phantom and the largest amplitude displacements occurred in the z-direction. Therefore, when the material orientation was aligned with the global z-axis (axial direction), the esti-

---

**FIGURE 6.13:** Resulting estimated moduli: a) \( C_{11} \), b) \( C_{33} \), c) \( C_{13} \), d) \( C_{44} \) (\( = G_{12} \)) and e) \( C_{66} \) (\( = G_{13} \)) plotted versus the normalised sensitivity values. Parameters measured by three other methods (MMDI, FEMU and DF-LFE) are shown by dotted lines in plots d) and e).

**FIGURE 6.14:** Resulting estimated moduli: a) \( G_{12} \), b) \( G_{13} \) and c) \( \tau \) plotted versus the normalised sensitivity values. Parameters measured by three other methods (MMDI, FEMU and DF-LFE) are shown by dotted lines.
ation of the transverse shear modulus \((G_{12})\) was solely dependent on small-amplitude displacements in the global x- and y-directions. When the material was in the global x-direction, both shear moduli were accurately estimated with small variances. In this case, the large amplitude through-plane motion contributed to the estimation of \(G_{12}\). The estimated values of \(\tau\) showed large variance throughout the phantom. \(\tau\) resulted in large sensitivity values for both material orientations. However, with the three-parameter formulation, the mean values of the estimated shear moduli and \(\tau\) were close to those estimated using the MMDI, FEMU and DF-LFE methods.

6.2.3 Left Ventricle Simulations

In the LV model loading test without added Gaussian noise, eight of the 63 simulations did not converge within 30 iterations for the three-parameter formulation. The remaining simulations converged in 3 - 20 iterations. The simulations that did not converge were those which had zero displacements applied to the anterior face. All simulations converged within two or three iterations for the five-parameter formulation, and the resulting mean parameters (± one standard deviation) were: \(E_1 = 6.59 \pm 0.24\) kPa, \(E_3 = 10.80 \pm 0.48\) kPa, \(G_{12} = 1.94 \pm 0.07\) kPa, \(G_{13} = 2.52 \pm 0.05\) kPa and \(\nu_{31} = 0.4999 \pm 4.4e-6\) (note reference values: \(E_1 = 6.5\) kPa, \(E_3 = 10.5\) kPa, \(G_{12} = 1.92\) kPa, \(G_{13} = 2.5\) kPa and \(\nu_{31} = 0.4999\)). For the three-parameter formulation, the resulting mean parameters (± one standard deviation) were: \(G_{12} = 2.20 \pm 0.29\) kPa, \(G_{13} = 2.79 \pm 0.38\) kPa and \(\tau = 3.65 \pm 0.41\) kPa (reference: \(\tau = 3.11\) kPa). The five-parameter formulation resulted in a more accurate estimation of shear moduli than the three-parameter formulation. In the three-parameter formulation, \(\tau\) was consistently overestimated and all three moduli erred by up to 33%.

Normalised sensitivity values were calculated for each parameter and are shown in Figures 6.15 and 6.16. Shear parameters resulted in lower sensitivity to noise than \(C_{11}\), \(C_{33}\) and \(C_{13}\). In the three parameter formulation, all moduli had comparable sensitivity values.
**Figure 6.15:** The estimated parameters from the elasticity matrix are plotted versus their respective normalised sensitivity values (e.g. $\eta/C_{11}$). Reference values are shown as red dotted lines.

**Figure 6.16:** The estimated parameters ($G_{12}$, $G_{13}$ and $\tau$) are plotted versus their respective normalised sensitivity values (e.g. $\eta/G_{12}$). Reference values are shown as red dotted lines.

Monte Carlo simulations were run ($n = 30$) using six different loading configurations. Independent distributions of Gaussian noise were added to the reference displacements for each simulation. These six loading configurations were chosen since they resulted in either accurate parameter identification in the loading test or low cumulative sensitivity values. Figure 6.17 illustrates the loads applied as well as the reference displacement fields.
Figure 6.17: LV models showing loading configurations and reference displacements for simulations: #4, #15, #22, #31, #38 and #60 used in the noise analysis. Reference displacements encode the magnitudes of displacement ($\sqrt{x^2 + y^2 + z^2}$).
The number of cases that converged in less than 30 iterations, as well as the mean number of iterations ($\pm$ one standard deviation) required for convergence are shown in Table 6.3. Loading cases #60 and #4 resulted in the most accurate estimation of three- and five-parameters (Figure 6.17), respectively, in the loading test without noise. However, these cases also resulted in large normalised sensitivity values for the three-parameter formulation. The other four loading cases chosen (15, 22, 31 and 38, Figure 6.17) resulted in low cumulative sensitivity values for both methods. These four loading cases, with low parameter sensitivity to noise, converged in nearly all three-parameter simulations. Therefore, for the three-parameter formulation, there was a clear relationship between the parameter sensitivity to noise and the convergence. The five-parameter formulation converged in between 13 - 20 simulations out of 30 for these four loading cases. The convergence of the five-parameter formulation appeared to be uncorrelated with the parameter sensitivity to noise.

TABLE 6.3: Number of simulations in the Monte Carlo experiment ($n = 30$) that converged for the five- and three-parameter formulations, as well as the mean number of iterations for convergence ($\pm$ one standard deviation).

<table>
<thead>
<tr>
<th>Simulation Number</th>
<th>5 Parameter Formulation</th>
<th>3 Parameter Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>19 (9.1 ± 3.8)</td>
<td>5 (16.4 ± 6.1)</td>
</tr>
<tr>
<td>15</td>
<td>20 (9.7 ± 5.6)</td>
<td>30 (5.1 ± 2.9)</td>
</tr>
<tr>
<td>22</td>
<td>20 (12.8 ± 7.5)</td>
<td>29 (6.8 ± 1.3)</td>
</tr>
<tr>
<td>31</td>
<td>17 (8.4 ± 4.7)</td>
<td>30 (4.5 ± 1.0)</td>
</tr>
<tr>
<td>38</td>
<td>13 (12.2 ± 6.0)</td>
<td>29 (6.1 ± 0.7)</td>
</tr>
<tr>
<td>60</td>
<td>21 (10.9 ± 6.0)</td>
<td>5 (18.0 ± 8.1)</td>
</tr>
</tbody>
</table>

Results from the simulations that converged are illustrated as box plots in Figures 6.18 and 6.19. In the five-parameter formulation, estimates of $G_{12}$ and $E_1$ varied widely for two simulations. $G_{13}$ was consistently estimated accurately with relatively small variance. $E_3$ values varied widely and were generally overestimated. Poisson's ratios were centred at the reference value ($\nu_{31} = 0.4999$) but varied by up to 40%. In the three-parameter formulation, the resulting estimated parameters for the four loading cases with low sensitivity to noise resulted in estimated values with very little variance but the means were offset from the reference values. Only loading cases #4 and #60 showed large variance in estimated values of $\tau$. 
Figure 6.18: Results from all converged Monte Carlo simulations, using the five-parameter formulation, for six LV loading cases showing a) transverse shear moduli (\(G_{12}\)), b) fibre shear moduli (\(G_{13}\)), c) transverse Young’s moduli (\(E_1\)), d) fibre Young’s moduli (\(E_3\)) and e) fibre-transverse Poisson’s ratio (\(\nu_{31}\)). Reference values are shown as red dotted lines.

Figure 6.19: Results from all converged Monte Carlo simulations, using the three-parameter formulation, for six LV loading cases showing a) transverse shear moduli (\(G_{12}\)), b) fibre shear moduli (\(G_{13}\)) and c) anisotropic tensile ratio (\(\tau\)). Reference values are shown as red dotted lines.

Superposition of Loading Cases  One previous study on the identification of transversely isotropic material properties from slow and fast shear waves [149] has shown improvement of identification when several displacement fields, corresponding to different excitation boundary conditions, were superimposed. To test this, wave fields which resulted in accurate estimation of single parameters, in either the three- or five-parameter formulation, were superimposed. From these superimposed wave fields, three and five parameters were estimated. Table 6.4 shows simulations which resulted in the most accurate parameter estimates for each parameter shown to its left.

The reference displacement fields were then superimposed (column-wise in Table 6.4) for the three- and five-parameter formulations, respectively, prior to estimating parame-
In this LV experiment, the superposition of reference displacement fields did improve accuracy of parameter estimates. Results from individual simulations as well as the combined displacement field are shown in Tables 6.5 and 6.6. However, some of the more complicated loading conditions studied also provided good results, so that superposition did not necessarily give any more information than a complex loading case on its own.

**Table 6.4:** Loading configurations resulting in the most accurate parameter estimates for the five- and three-parameter formulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation Number</th>
<th>Parameter</th>
<th>Simulation Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{12}$</td>
<td>7</td>
<td>$G_{12}$</td>
<td>25</td>
</tr>
<tr>
<td>$G_{13}$</td>
<td>14</td>
<td>$G_{13}$</td>
<td>7</td>
</tr>
<tr>
<td>$\tau$</td>
<td>28</td>
<td>$E_1$</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_3$</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 6.5:** Resulting parameter estimates from the three-parameter formulation for simulations #7, #14, #28 and the superimposed combination of those displacement fields.

<table>
<thead>
<tr>
<th>Displacement Field</th>
<th>$G_{12}$</th>
<th>$G_{13}$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1.92 kPa</td>
<td>2.50 kPa</td>
<td>3.11 kPa</td>
</tr>
<tr>
<td>#7</td>
<td>1.92 kPa</td>
<td>2.54 kPa</td>
<td>3.92 kPa</td>
</tr>
<tr>
<td>#14</td>
<td>2.01 kPa</td>
<td>2.48 kPa</td>
<td>2.31 kPa</td>
</tr>
<tr>
<td>#28</td>
<td>1.91 kPa</td>
<td>2.31 kPa</td>
<td>3.16 kPa</td>
</tr>
<tr>
<td>Combined</td>
<td>1.82 kPa</td>
<td>2.30 kPa</td>
<td>3.49 kPa</td>
</tr>
</tbody>
</table>

**Table 6.6:** Resulting parameter estimates from the five-parameter formulation for simulations #4, #7, #25, #57 and the superimposed combination of those displacement fields.

<table>
<thead>
<tr>
<th>Displacement Field</th>
<th>$G_{12}$</th>
<th>$G_{13}$</th>
<th>$E_1$</th>
<th>$E_3$</th>
<th>$\nu_{31}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1.92 kPa</td>
<td>2.50 kPa</td>
<td>6.50 kPa</td>
<td>10.50 kPa</td>
<td>0.4999</td>
</tr>
<tr>
<td>#4</td>
<td>1.93 kPa</td>
<td>2.51 kPa</td>
<td>6.51 kPa</td>
<td>10.55 kPa</td>
<td>0.4999</td>
</tr>
<tr>
<td>#7</td>
<td>1.92 kPa</td>
<td>2.50 kPa</td>
<td>6.53 kPa</td>
<td>10.87 kPa</td>
<td>0.4999</td>
</tr>
<tr>
<td>#25</td>
<td>1.92 kPa</td>
<td>2.51 kPa</td>
<td>6.51 kPa</td>
<td>10.65 kPa</td>
<td>0.4999</td>
</tr>
<tr>
<td>#57</td>
<td>1.92 kPa</td>
<td>2.50 kPa</td>
<td>6.50 kPa</td>
<td>10.65 kPa</td>
<td>0.4999</td>
</tr>
<tr>
<td>Combined</td>
<td>1.90 kPa</td>
<td>2.49 kPa</td>
<td>6.43 kPa</td>
<td>10.58 kPa</td>
<td>0.4999</td>
</tr>
</tbody>
</table>

**Varying Gaussian Noise** Varying amounts of noise were added to the reference displacement field for one loading case (#15) and parameters were estimated using the five- and three-parameter formulations. The percentage, which defines the ratio between the standard deviation of noise ($\sigma_{\text{noise}}$) to the standard deviation of the displacements ($\sigma_{\text{disp}}$) as shown in Equation (6.21), was varied between 15% - 50%. As the amount of Gaus-
sian noise was increased, the standard deviation of estimated parameters generally increased and the means remained the same. In the five-parameter formulation, on average, 19 out of 30 simulations in each Monte Carlo experiment converged, and there was no trend seen between the amount of noise and the number of converged simulations. In the three-parameter formulation, either 29 or 30 out of 30 simulations converged, which also illustrated that there was no impact of the additional noise on convergence. \( \tau \) and \( E_3 \) were consistently overestimated for each amount of Gaussian noise in the three- and five-parameter formulations, respectively.

Box plots of the resulting parameter estimates with each amount of noise are shown in Figures 6.20 and 6.21.

**Figure 6.20:** Resulting estimated values of a) \( G_{12} \), b) \( G_{13} \), c) \( E_1 \), d) \( E_3 \) and e) \( \nu_{31} \) using the five-parameter formulation with varying amounts of Gaussian noise (\( N = 15\% - 50\% \)) added to the reference displacements. Reference values are shown as red dotted lines.

**Figure 6.21:** Resulting estimated values of a) \( G_{12} \), b) \( G_{13} \) and c) \( \tau \) using the three-parameter formulation with varying amounts of Gaussian noise (\( N = 15\% - 50\% \)) added to the reference displacements. Reference values are shown as red dotted lines.

The coefficient of variation, calculated as \( \frac{\sigma}{\bar{x}} \), was plotted (Figure 6.22) for each pa-
rameter versus the amount of Gaussian noise added to the reference displacements in order to compare the change in relative variances. Linear regressions were computed for each parameter in order to illustrate the general trend with increasing Gaussian noise.

![Figure 6.22: Coefficients of variation of estimated parameters in the a) five-parameter and b) three-parameter formulation plotted versus amount of Gaussian noise added to the reference displacements (N = 15% - 50%).](image)

$G_{12}$ and $G_{13}$, estimated by both methods, resulted in small coefficients of variation, which only increased minimally as the amount of Gaussian noise increased. Additionally, $\tau$ also resulted in small coefficients of variation over all amounts of noise. Conversely, $E_1$, $E_3$ and $\nu_{31}$ had larger coefficients of variation, which increased at a greater rate as the amount of noise increased, marked by larger slopes in the linear regressions. These results, in agreement with the parameter sensitivity values shown in Figures 6.15 and 6.16, support the definition of $\eta$ as a measure of the sensitivity of the method to Gaussian noise in the signal.

**Initial Parameter Estimate** As was mentioned in the previous section on the formulation and implementation, the anisotropic optimised VFM is an iterative method which requires initial parameter estimates. All results thus far from experiments with Gaussian noise added to the reference displacement fields have utilised a random initial estimate for each parameter which was chosen from a Gaussian distribution centred at the true value with a standard deviation equal to 20% of the reference value. Without noise, the loading test was run using the true parameters as the initial estimates. As a comparison, both five and three parameters were estimated for the LV model without Gaussian noise using all 63 loading conditions. Varying the initial estimate did not have an impact on the number of iterations until convergence for the three-parameter material formulation. However, with the five-parameter material model, varying the initial estimate increased the number of iterations until convergence from two to three. Additionally, all final estimated parameters for both the three- and five-parameter formulations were identical to those estimated when the initial estimates were the true values. Therefore, it can be deduced that varying the
initial parameter estimate had neither an impact on the resulting values nor a significant effect on the number of iterations until convergence.

**Frequency Analysis** The experiments run to this point have all used reference displacement fields obtained by applying a harmonic displacement at 80 Hz since this frequency has previously been used with *in vivo* cardiac MRE experiments [98, 99]. However, more wavelengths can be obtained in the volume by increasing the frequency of excitation. To test the impact on parameter identification, a sweep of frequencies from 60 Hz - 200 Hz was analysed and both the three- and five-parameter formulations of the optimised VFM were used to estimate anisotropic material properties using the loading condition from simulation #15.

Without added Gaussian noise, the estimated values of the shear moduli and Young’s moduli varied over the frequency range but there was no clear difference in parameter estimates with increasing frequency. However, when the normalised parameter sensitivity values were plotted versus frequency (Figure 6.23), it was apparent that the sensitivity of $C_{11}$, $C_{33}$ and $C_{13}$ decreased significantly for the five-parameter formulation as the frequency of excitation increased. There was no trend in sensitivity values versus frequency in the three-parameter formulation. However, overall sensitivity was lowest at 80 Hz. Since calculation of parameter sensitivity values includes the estimated parameters, $Q^{app}$, (see Equation (6.13)) normalised parameter sensitivity values cannot be directly compared between the five- and three-parameter formulations.

**Figure 6.23:** Normalised parameter sensitivity values are plotted versus the excitation frequency for both the a) five-parameter and b) three-parameter formulation. Note that in a) the sensitivity values are overlapping for $\eta/C_{11}$, $\eta/C_{33}$ and $\eta/C_{13}$. Consequently, only those for $\eta/C_{13}$ can be seen.

Gaussian noise was added to the reference displacements and a Monte Carlo simulation ($n = 30$) was run for each frequency. Table 6.7 shows the number of simulations that converged, out of 30, as well as the mean number of iterations until convergence ($\pm$ one standard deviation). It can be seen that as the frequency increased, the number of converged
simulations for the five-parameter formulation also increased. Conversely, no simulations converged for the three-parameter formulation at 160 Hz, 180 Hz and 200 Hz.

Table 6.7: The number of simulations in the Monte Carlo experiment (n = 30) that converged for the five- and three-parameter formulations are shown as well as the mean number of iterations for convergence (± one standard deviation).

<table>
<thead>
<tr>
<th>Frequency</th>
<th>5 Parameter Method</th>
<th>3 Parameter Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 Hz</td>
<td>15 (13.7 ± 7.5)</td>
<td>27 (12.1 ± 4.5)</td>
</tr>
<tr>
<td>80 Hz</td>
<td>20 (9.7 ± 5.6)</td>
<td>30 (5.1 ± 2.9)</td>
</tr>
<tr>
<td>100 Hz</td>
<td>16 (11.1 ± 5.5)</td>
<td>30 (5.2 ± 1.7)</td>
</tr>
<tr>
<td>120 Hz</td>
<td>18 (9.7 ± 3.9)</td>
<td>20 (10.2 ± 5.3)</td>
</tr>
<tr>
<td>140 Hz</td>
<td>19 (9.1 ± 2.7)</td>
<td>26 (11.0 ± 2.9)</td>
</tr>
<tr>
<td>160 Hz</td>
<td>17 (8.7 ± 3.5)</td>
<td>0 (NA)</td>
</tr>
<tr>
<td>180 Hz</td>
<td>23 (11.4 ± 7.2)</td>
<td>0 (NA)</td>
</tr>
<tr>
<td>200 Hz</td>
<td>28 (10.2 ± 5.1)</td>
<td>0 (NA)</td>
</tr>
</tbody>
</table>

Figures 6.24 and 6.25 show box plots of the resulting estimated material parameters for the five- and three-parameter formulations, respectively. With the five-parameter material formulation, $G_{13}$ was most accurately estimated and had the smallest variance at 200 Hz. However, estimated values of $E_3$ showed the most variation at 200 Hz. At 100 Hz and 160 Hz, $G_{12}$ and $E_1$ were underestimated. Similar to results when varying loading conditions were applied, estimated Poisson’s ratios were centred at the true values yet varied widely. With the three-parameter formulation, loading at 80 Hz resulted in the most accurate estimation of all three parameters: $G_{12}$, $G_{13}$ and $\tau$. Results at 60 Hz showed the largest variance compared with resulting estimated parameters at other frequencies.

A greater number of wavelengths, induced by applying a higher excitation frequency, resulted in a lower sensitivity to noise in the five-parameter formulation. Conversely, the three-parameter formulation did not converge for any simulations at higher frequencies despite the fact that the sensitivity plots did not reveal any trend in parameter sensitivity values with increasing frequency. This could be due to the fact that the three-parameter formulation does not accurately model the wave propagation in the LV at higher frequencies, suggesting that the bulk modulus may have a greater effect on dynamic deformations at higher frequencies.

At higher frequencies, more wavelengths were present in the LV. However, mesh resolution was not altered. Therefore, there were less elements per wavelength with which to estimate material properties. Although both material parameter formulations would have been affected by low mesh resolution, the three-parameter formulation may have been more sensitive to this. To test this, the same frequency test could be carried out with a finer LV mesh. Inspecting the parameters ($G_{12}$, $G_{13}$ and $\tau$) during the course of the 30 iterations,
it was clear that the result would not have been affected by changing the maximum number of iterations (= 30). Parameters varied widely between consecutive iterations and did not appear to be convergent.

6.3 Discussion

In both the five- and three-parameter formulations of the VFM for parameter estimation applied to MRE phantom data, the mean estimated shear moduli were similar to those estimated for the same phantom using the MMDI (5.45 kPa), FEMU (5.55 kPa) and DF-LFE (5.34 kPa) methods. However, variance in estimated parameters over the sub-regions was
dependent on the arbitrarily assigned material orientation, and subsequently, the magnitude of displacements used to calculate each parameter. All estimated values for \(G_{12}, G_{13}\) and \(\tau\) in the phantom were within physical limits and were centred around the reference values, whereas values of \(E_3\) and \(\nu_{31}\) showed large variance and were sometimes outside of physical ranges. Therefore, with the phantom data, the three-parameter formulation gave the most accurate results. In future studies, multiple experiments will be run with varying loading conditions on the phantom in order to investigate parameter estimation with superposition of multiple displacement fields [149].

Implementation of the anisotropic optimised VFM with the LV model illustrated the capability of its application to cardiac MRE. The heart presents challenges such as its thin-walled geometry and complex fibre architecture. However, it was shown in this study that accurate results can be obtained given knowledge of the material orientations (from DTI, rule based methods or histology), the geometry from MRI images, and an appropriate loading condition.

Without Gaussian noise, the five-parameter material model resulted in more accurate estimation of parameters over all the loading cases. If a Poisson’s ratio was chosen closer to 0.5, such as 0.499999999, the three-parameter method may have provided better results. Also, it may be a result of the complex geometry of the left ventricular model. An investigation into the impact of loading was also carried out in a simple cantilever beam geometry (results not shown). In the beam results, the three-parameter formulation resulted in more accurate parameter estimates than the five-parameter formulation. Therefore, the thin-walled LV geometry may have an adverse impact on the estimation of \(\tau\) (in the three-parameter formulation) due to lack of wavelengths in the transmural direction.

The five-parameter formulation only converged in between 13-20 (out of 30) simulations in each Monte Carlo experiment. Several alternative convergence criteria, such as only measuring change between consecutive estimated shear moduli, were also tested (data not shown). However, none of the methods tested increased the number of simulations that converged. This could be due to the fact that the optimisation matrix (Equation (6.15)) contains each of the approximate parameters, \(Q^{\text{app}}\). If one value in \(Q^{\text{app}}\) varies widely from iteration to iteration (e.g. one that is dependent on Poisson’s ratio), then all virtual displacement fields will be affected (i.e. \(u^*1, u^*2, u^*3, u^*4\) and \(u^*5\)). Therefore, one future development could be to formulate the optimisation matrix, \(H\), in a way which does not depend on \(C^{\text{app}}_{11}, C^{\text{app}}_{33}\) and \(C^{\text{app}}_{13}\).

Isotropic myocardial shear stiffness has previously been measured from MRE experiments [5, 44, 77, 98, 99, 163] and so it is assumed that sufficient wave propagation in the heart can be achieved experimentally. Additionally, it is known that the heart undergoes nonlinear deformation throughout the cardiac cycle. However, with an 80 Hz excitation frequency, it can be assumed that the myocardium is stationary since motion of the heart due
to the cardiac cycle is on the order of 1 Hz. Therefore, only the small amplitude harmonic deformations are taken into account. The loading conditions applied to the LV model in this experiment do not necessarily represent the exact harmonic motion that would occur in the LV during cardiac MRE. However, the anterior and apical surfaces were chosen since, in cardiac MRE experiments, waves generally propagate from the anterior surface through the myocardium to the posterior free wall. Depending on driver placement, waves have also been observed travelling from the apex towards the base. This was an initial test of feasibility to estimate transversely isotropic properties in a realistic LV geometry with a physiological fibre field in the presence of noise.

Current methods for estimating myocardial stiffness in-vivo require invasive pressure measurements to estimate hyperelastic non-linear quasi-static material parameters by matching modelled inflation to the cardiac geometry measured from MR images given the pressure loading conditions [162, 166]. Despite measuring linear elastic versus hyperelastic material properties, MR elastography provides a non-invasive means of measuring linear dynamic cardiac tissue stiffness, eliminating the need for invasive LV pressure measurements. This study shows the feasibility of non-invasively estimating linearly elastic transversely isotropic material properties from harmonic displacement fields in an LV model.

Two recent studies [149, 150] estimated transversely isotropic properties using simulated harmonic displacements. Tweten et al. [149] estimated anisotropic parameters to within 25% without added noise in a simple cubic geometry. Our study aimed to verify that similar results could be obtained in an LV geometry with complex fibre architecture. In the absence of noise, all parameters were identified to within 33% of the reference values. In this study, when Gaussian noise was added to the reference displacement fields, moduli estimated with the three-parameter formulation in the LV model were consistently either over- or underestimated. One possible cause may be the limited mesh resolution in the LV model. A previous study [29] reported that the accuracy of isotropic parameter estimates using the optimised VFM is dependent on the number of elements per wavelength. Eight elements per wavelength resulted in approximately 5% error in the estimation of an isotropic shear modulus. In some regions of the LV model, there are as few as four elements per wavelength, depending on the loading configuration. Additionally, any nodes on the boundary of the FE model were prescribed a virtual displacement of zero since traction forces were unknown. Thus, in the LV model, there were only three free nodes in the transmural direction with which to estimate the wavelength, which may not be sufficient.

It is known that both fast and slow shear waves must be present to accurately identify transversely isotropic material properties. However, with the complex fibre distribution in the LV, it may be that fast (or slow) shear waves do not exist in all regions of the myocardium for a given loading condition, which may give rise to errors in parameter estimation. One previous study used superposition of fast and slow shear waves to test
anisotropic inversion methods [149]. Similarly, further tests could be carried out in which
displacement fields from the 63 loading conditions in the LV model could be superimposed
to estimate the transversely isotropic material properties. *In vivo*, however, complex and
multiple loading cases may be difficult to acquire as there are limited options for passive
driver placement on the chest wall. However, superposition of displacement fields may
provide more accurate parameter estimates.

The results from this study showed that the accurate identification of material param-
eters using MRE data interpreted with the optimised VFM is largely dependent on the
loading configuration as well as the formulation of the constitutive relation. Both the three-
and five-parameter formulations were affected differently by the waves present in the ma-
terial, as is illustrated by the parameter sensitivities to noise for each loading condition. In
general, the parameters $C_{11}$, $C_{33}$ and $C_{13}$, and subsequently $E_1$, $E_3$ and $\nu_{31}$, were much
more sensitive to noise than the shear moduli using the five-parameter material formula-
tion. This was expected since the parameters in the upper left quadrant of the elasticity
matrix ($C_{11}$, $C_{33}$ and $C_{13}$) are dependent on accurate estimation of the longitudinal wave-
length, which is much longer than the object of interest in nearly incompressible media. In
the three-parameter formulation, all three parameters showed relatively similar parameter
sensitivities to noise. When loading conditions that resulted in low parameter sensitivity
values were selected, all or nearly all simulations converged in the presence of Gaussian
noise. Conversely, the five-parameter formulation converged in just over half of the Monte
Carlo runs, and convergence appeared to be less dependent on the parameter sensitivity. As
frequency increased, there was a significant decrease in parameter sensitivity to noise of
$C_{11}$, $C_{33}$ and $C_{13}$ in the five-parameter formulation. The decrease in parameter sensitivity
at higher frequencies resulted in a greater number of converged runs in the Monte Carlo
test with Gaussian noise.

Overall, these results show the feasibility of estimating transversely isotropic material
properties from simulated harmonic displacements in the LV model as well as from MRE
displacements measured from an isotropic phantom using the anisotropic optimised VFM.
Unlike other inversion methods, the optimised VFM does not assume that the medium is
isotropic and infinite and does not require calculation of high order derivatives of the dis-
placement field, compared to direct inversion methods. Additionally, the three-parameter
formulation bypasses the need to estimate the longitudinal wavelength. In future stud-
ies, these methods will be applied to estimate *in vivo* anisotropic myocardial mechanical
properties non-invasively, given diffusion tensor MRI as well as MRE images.
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CONCLUSIONS

7.1 Summary

In this thesis, two anisotropic inversion methods were investigated, a boundary value finite element model update (FEMU) method as well as an optimised virtual fields method (VFM), to estimate global transversely isotropic material properties from magnetic resonance elastography (MRE) data given knowledge of the local material orientations.

Firstly, Chapter 4 quantified the relative identifiability of transversely isotropic material parameters and showed that, despite the error function having a unique minimum, not all parameters were equally identifiable. The fibre Poisson’s ratio ($\nu_{31}$) was least identifiable whereas the fibre shear modulus ($G_{13}$) was most identifiable. However, setting the Poisson’s ratio did not significantly improve the accuracy of identified parameters in the presence of Gaussian noise.

Secondly, analytic and optimised virtual fields methods were implemented in conjunction with a constitutive relation that separated contributions of the bulk and shear stresses (Equation (5.12)). Chapter 5 showed that, even in the isotropic case, the sensitivity of the method to Gaussian noise was dependent on the loading condition applied. The analytic VFM resulted in accurate shear moduli estimates for the isotropic phantom when compared with results from the FEMU, MMDI (multi-model direct inversion) and DF-LFE (directional filter and local frequency estimation) methods. However, resulting damping coefficients were often negative, illustrating that the model of damping used (a complex modulus carrying a loss coefficient) may not accurately describe the damping behaviour within the phantom. With the analytic VFM, it was shown that accurate estimates of the complex shear modulus were obtained when the chosen virtual displacement field pattern closely matched the measured displacement field.

Analytic virtual fields are difficult to develop for complex geometries such as the heart. Therefore, the optimised VFM [29] was investigated in order to directly solve for a virtual
displacement field, which minimises the variance in the estimated shear modulus. One primary difference between the VFM implemented in this thesis and previous studies [29, 117] is that, in this study, complex measured displacement fields were used in order to estimate a single complex shear modulus rather than viscoelastic material properties at discretised time points. Estimating complex parameters is faster since it requires solving the inverse problem only once. For both the cantilever beam and LV models, the optimised VFM accurately estimated the complex shear modulus over a range of loading conditions. However, in the presence of Gaussian noise, accurate estimation was dependent on the loading configuration. Each loading configuration showed a different parameter sensitivity to noise and the standard deviation of estimated parameters, not the error, was correlated with the parameter sensitivity.

When applying the complex optimised VFM to the phantom MRE data, estimated values over each subzone agreed well with shear moduli estimated using three other inversion methods: FEMU, MMDI and DF-LFE. Compared to the cantilever beam geometry, estimated shear moduli and damping coefficients, in the presence of Gaussian noise, showed more variation in the LV model, which is most likely due to there being fewer free nodes in the LV compared to the beam geometry. Overall, Chapter 6 showed that the optimised VFM could be used to estimate a complex isotropic shear modulus for a) simulated displacements in a cantilever beam geometry, b) experimental phantom MRE data and c) simulated harmonic displacements in a realistic canine LV geometry.

Finally, Chapter 6 extended the optimised VFM to estimate transversely isotropic material properties from complex harmonic displacement fields using two different material models, estimating either five or three parameters. Similar to Chapter 5, both material formulations were used to estimate transversely isotropic properties in a) a cantilever beam geometry with fibres aligned down the length of the beam, b) experimental phantom MRE data with two arbitrarily assigned material orientations and c) a canine LV geometry with fibre orientations measured from histology. Loading tests were performed with both the cantilever and LV geometric models in order to compare parameter sensitivity to noise for each loading case. It was shown that parameter sensitivity did not predict estimation error.

In nearly all simulations, a driving frequency of 80 Hz was specified since previous cardiac MRE experiments have been performed at this frequency. In addition, a frequency sweep was performed and transversely isotropic parameters were estimated at frequencies between 60 Hz - 200 Hz. The five-parameter estimation method improved with increasing frequency, most likely due to the fact that more wavelengths were included in the volume with increasing frequency. Tests also showed that the optimised VFM was insensitive to the initial parameter estimates.

In summary, accuracy as well as variance in the estimated parameters is largely dependent on the loading configuration applied. Estimation using the three-parameter model
seems more robust at 80 Hz, but the five-parameter formulation may perform better at higher frequencies. Results from Chapter 6 show that estimating transversely isotropic material parameters in the LV is feasible given knowledge of the fibre orientations (e.g. using DTI) and a sufficient loading condition. However, the LV presents challenges since it has a complex geometry as well as varying fibre orientation. Therefore, inducing both fast and slow shear waves in vivo may be challenging.

7.2 Contributions to the Field

Although numerous other inversion methods exist, both for isotropic and anisotropic materials, many make assumptions, such as incompressibility and waves travelling in an infinite medium. In this thesis, the boundary value FEMU method avoided both of these assumptions since it took into account the boundary of the structure and included estimation of a Poisson’s ratio. To the author’s knowledge, this was the first study to quantify identifiability of transversely isotropic parameters from simulated and measured MRE data.

Chapter 5 provided a robust analysis of various loading conditions applied to a cantilever beam as well as a LV model. These results could be used to drive future studies and provide suggestions on optimal driver design and placement for cardiac MRE studies. The optimal load, resulting in the most accurate parameter estimation, contained a longitudinal displacement on the anterior face of the LV (in the x-direction). Current pneumatic drivers in cardiac MRE induce a compression load, which displaces the tissue in the radial direction on the anterior face. This study showed that shear parameter estimates could be improved by altering the loading delivered to the myocardium.

In Chapter 6, an anisotropic inversion method was introduced that a) does not rely on high order derivatives of the displacement field, b) takes into account complex fibre architecture (such as in myocardium) and c) weights all data points equally. Two material model formulations were implemented. The first estimated all five independent terms of the elasticity matrix for a transversely isotropic material. Each of the terms was complex and carried an associated damping coefficient. The second constitutive relation was organised in a way that dissociated the bulk term. It was shown that the optimised VFM shows promise as a fast, accurate inversion method for estimating anisotropic material properties from in vivo MRE displacement fields.

7.3 Limitations

One limitation is that MRE provides an estimate of material properties at an instance by measuring harmonic displacements about a deformed state. In myocardium, the deformed state is nonlinearly dependent on the loading condition (i.e. cavity pressure). Therefore, in-
interpreting the parameters requires knowledge of, and controlling for, the state of ventricular loading. At this point, material parameters estimated from MRE provide only "effective" stiffness.

It was noted that for the isotropic and anisotropic optimised VFM results, parameter sensitivity to noise was correlated with the standard deviation of the estimated values from the Monte Carlo simulation, but was not correlated with error. Therefore, loading configurations that have little sensitivity to noise may not produce accurate results with the optimised VFM yet will have small variance. This could be due to the derivation of the parameter sensitivity matrix, for which it is assumed that $E(X) = X$. If estimated parameters in the presence of noise are not centred around the true value, then this assumption is no longer valid and presents a major limitation to this method.

Another limitation of the VFM is the necessity of having full-field deformation measurements. Cardiac MRE experiments generally obtain between 1 - 6 short axis MRE slices, which do not provide displacement fields over the entire LV volume. Therefore, either the optimised VFM must be applied over a portion of the volume that contains displacement information or displacements must be interpolated at all points in the model. It was shown in [29] that the accuracy of the isotropic VFM increased with a greater number of free nodes. Reducing the amount of displacement information reduces the specificity of the method. High resolution in vivo MRE images are difficult to obtain due to long scan times. However, with improvements in MRE sequences, higher resolution images (with potentially isotropic voxel sizes [5]) can be obtained, providing enough information to make the optimised VFM a reliable inversion method for estimating anisotropic properties of myocardium.

An additional limitation is that the methods tested to this point have assumed knowledge of the fibre orientations. In vivo DTMRI is being developed but is not yet available in clinical practice. Advances in DTMRI sequences will be necessary in order to acquire the information needed to estimate anisotropic material properties. Conversely, a rule-based fibre model could be used, assuming that the patient has no pathologies that alter the fibre orientations.

7.4 Future Work

In future studies, an anisotropic phantom (e.g. [25, 109]) as well as biological anisotropic media, such as bovine muscle, could be used to further validate these results and other inversion methods utilising MRE, DTI and SSFP data. Additionally, the methods can be applied for the estimation of both isotropic and anisotropic material properties from in vivo porcine MRE images.
TRILINEAR hexahedral (brick) elements were used in all FE models in this thesis. A Cartesian natural coordinate system ($\xi$, $\eta$, $\zeta$) was used and linear shape functions ($N$) were applied to relate element displacement to nodal displacements. For this thesis, three different element types were implemented and investigated: C3D8F, C3D8R and C3D8. The defining differences between them are the ways that nodal displacements are mapped to element strains at either the element centroid or the Gauss points.

**C3D8F Elements**  For C3D8F elements, the shape functions, $N$, can be summarised in a single expression by:

$$N^e_i = \frac{1}{8}(1 + \xi\xi_i)(1 + \eta\eta_i)(1 + \zeta\zeta_i) \quad (A.1)$$

where $\xi$, $\eta$ and $\zeta$ ($[-1,1]$) represent the coordinates of the integration points in the natural coordinate system.
In this element formulation, Gaussian quadrature is used to define locations of integration points. Therefore, the FE equations are solved at either 1, 8 or 27 integration points within the element. Individually, the shape functions are written as:

\[
N_1 = \frac{1}{8}(1 - \xi)(1 - \eta)(1 - \zeta)
\]
\[
N_2 = \frac{1}{8}(1 + \xi)(1 - \eta)(1 - \zeta)
\]
\[
N_3 = \frac{1}{8}(1 + \xi)(1 + \eta)(1 - \zeta)
\]
\[
N_4 = \frac{1}{8}(1 - \xi)(1 + \eta)(1 - \zeta)
\]
\[
N_5 = \frac{1}{8}(1 - \xi)(1 - \eta)(1 + \zeta)
\]
\[
N_6 = \frac{1}{8}(1 + \xi)(1 - \eta)(1 + \zeta)
\]
\[
N_7 = \frac{1}{8}(1 + \xi)(1 + \eta)(1 + \zeta)
\]
\[
N_8 = \frac{1}{8}(1 - \xi)(1 + \eta)(1 + \zeta)
\]  

(A.2)

The matrix of shape functions is:

\[
\mathbf{N} = \begin{bmatrix} N_1 & N_2 & N_3 & N_4 & N_5 & N_6 & N_7 & N_8 \end{bmatrix}
\]  

(A.3)

where

\[
\mathbf{N}_i = \begin{bmatrix} N_i & 0 & 0 \\ 0 & N_i & 0 \\ 0 & 0 & N_i \end{bmatrix}
\]  

(A.4)

The element strain, for any element type, is generally calculated as:
\[ \epsilon = B u_e \]  

(A.5)

where \( B \) is the strain matrix which relates nodal displacements to element strain and \( u_e \) is a vector of nodal displacements in the orthogonal directions of the global coordinate system. The matrix is composed of the partial derivatives of the shape functions with respect to the global Cartesian directions:

\[
B = \begin{bmatrix}
\frac{\partial N_i}{\partial x} & 0 & 0 \\
0 & \frac{\partial N_i}{\partial y} & 0 \\
0 & 0 & \frac{\partial N_i}{\partial z}
\end{bmatrix}
\]

(A.6)

and

\[
B = \begin{bmatrix}
B_1 & B_2 & B_3 & B_4 & B_5 & B_6 & B_7 & B_8
\end{bmatrix}
\]

(A.7)

Since the partial derivatives of the shape functions with respect to the global Cartesian coordinates are not known directly, they can be calculated using the chain rule. The partial derivatives of the shape functions with respect to the natural coordinates \((\xi, \eta, \zeta)\) as well as the partial derivatives of the global nodal coordinates with respect to the natural coordinates can both be calculated.

The derivatives of shape functions with respect to the global coordinates are derived as follows:

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix}
\]

(A.8)

where the Jacobian matrix, \( J \), is:

\[
J = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}
\]

(A.9)

The Jacobian matrix represents the linear transformation of the element from global coordinates to natural coordinates. The partial derivatives of \( x, y \) and \( z \) with respect to \( \xi, \eta \) and \( \zeta \) are found by differentiation of coordinate locations expressed through shape functions and nodal coordinate values:
\[
\begin{align*}
\frac{\partial x}{\partial \xi} &= \sum \frac{\partial N_i}{\partial \xi} x_i, & \frac{\partial x}{\partial \eta} &= \sum \frac{\partial N_i}{\partial \eta} x_i, & \frac{\partial x}{\partial \zeta} &= \sum \frac{\partial N_i}{\partial \zeta} x_i, \\
\frac{\partial y}{\partial \xi} &= \sum \frac{\partial N_i}{\partial \xi} y_i, & \frac{\partial y}{\partial \eta} &= \sum \frac{\partial N_i}{\partial \eta} y_i, & \frac{\partial y}{\partial \zeta} &= \sum \frac{\partial N_i}{\partial \zeta} y_i, \\
\frac{\partial z}{\partial \xi} &= \sum \frac{\partial N_i}{\partial \xi} z_i, & \frac{\partial z}{\partial \eta} &= \sum \frac{\partial N_i}{\partial \eta} z_i, & \frac{\partial z}{\partial \zeta} &= \sum \frac{\partial N_i}{\partial \zeta} z_i.
\end{align*}
\]  

(A.10)

The Matlab code to calculate the strain matrix for C3DF elements is shown below.

```matlab
1 % Evaluate the derivative of the shape functions at m, n, o
2 dN = 0.125*[-1*(1-n)*(1-o) (1-n)*(1-o) (1+n)*(1-o) -1*(1+n)*(1-o) ... -1*(1-n)*(1+o) (1-n)*(1+o) (1+n)*(1+o) -1*(1+n)*(1+o);...
3 -1*(1-m)*(1-o) -1*(1+m)*(1-o) (1+m)*(1-o) (1-m)*(1-o) ...
4 -1*(1-m)*(1+o) -1*(1+m)*(1+o) (1+m)*(1+o) (1-m)*(1+o);
5
6 % Calculate Jacobian for current element
7 jac = dN*[X Y Z];
8
9 % Multiply inverse of jacobian times the derivative of shape functions
10 dNdXYZ = jac\dN;
11
12 % Determinant of Jacobian
13 detJ = det(jac);
14
15 % Calculate B matrix (strain matrix)
16 B = []; for c = 1:nodesPerElem %Loop through number of nodes per element
17 Bi = [dNdXYZ(1,c) 0 0; ...
18 0 dNdXYZ(2,c) 0; ...
19 0 0 dNdXYZ(3,c); ... dNdXYZ(2,c) dNdXYZ(1,c) 0; ...
20 dNdXYZ(3,c) 0 dNdXYZ(1,c); ... dNdXYZ(3,c) dNdXYZ(2,c)];
21 B = [B Bi];
22 end
```

\textbf{C3D8R Elements} \ Reduced integration elements (i.e. C3D8R elements) utilise a uniform strain formulation [48] so that the strain calculated is constant over the entire element. The FE equations are only solved once over for the element, rather than at multiple Gauss points.
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The shape functions for the uniform strain element are written as:

\[ N = \frac{1}{8} \sum + \frac{1}{4} \xi \Lambda_1 + \frac{1}{4} \eta \Lambda_2 + \frac{1}{4} \zeta \Lambda_3 + \frac{1}{2} \eta \zeta \Gamma_1 + \frac{1}{2} \xi \zeta \Gamma_2 + \frac{1}{2} \eta \xi \Gamma_3 + \frac{1}{2} \xi \eta \Gamma_4 \]  
(A.11)

where

- \[ \Sigma = [+1, +1, +1, +1, +1, +1, +1, +1] \]
- \[ \Lambda_1 = [-1, +1, +1, -1, +1, +1, +1, -1] \]
- \[ \Lambda_2 = [-1, -1, +1, +1, -1, +1, +1, +1] \]
- \[ \Lambda_3 = [-1, -1, -1, +1, +1, +1, +1, +1] \]
- \[ \Gamma_1 = [+1, +1, -1, -1, -1, -1, +1, +1] \]
- \[ \Gamma_2 = [+1, -1, -1, +1, +1, +1, +1, +1] \]
- \[ \Gamma_3 = [+1, -1, +1, -1, +1, +1, -1, +1] \]
- \[ \Gamma_4 = [-1, +1, -1, +1, +1, +1, +1, -1] \]

The strain matrix, \( B \), is calculated over the element as:

\[
B = \begin{bmatrix}
x_{jzK} \\
z_{jxK} \\
x_{jyK}
\end{bmatrix} C
\]  
(A.13)

where

\[
C = \varepsilon_{ijk} \int \int \int \frac{\partial N_i}{\partial \xi} \frac{\partial N_j}{\partial \eta} \frac{\partial N_K}{\partial \zeta} d\xi d\eta d\zeta
\]  
(A.14)

Uppercase subscripts range from \[ [1,8] \] and lowercase subscripts range from \[ [1,3] \]. \( \varepsilon_{ijk} \) represents the determinant of the \( 3 \times 3 \) Jacobian matrix. It can be noted that \( C \) is the same for all hexahedra. Practically, this was implemented by solving for values in one column of the \( \partial N_i / \partial X_i \) matrix and then permuting the nodal ordering to obtain the values for each subsequent column.
%% Compile matrix of derivatives of shape functions with respect ... 
% to X, Y and Z

dNdXYZ = zeros(3, 8);
for i = 1:8
    % Row 1
    dNdXYZ(1,i) = 1/12 * (y(np(i,2)) * ((z(np(i,6)) - z(np(i,3))) ... 
      - (z(np(i,4)) - z(np(i,5))) + y(np(i,3)) * (z(np(i,2)) - ... 
      z(np(i,4)) + y(np(i,4)) * ((z(np(i,3)) - z(np(i,8))) - ... 
      (z(np(i,5)) - z(np(i,2))) + y(np(i,5)) * ((z(np(i,8)) - ... 
      z(np(i,6)) - (z(np(i,2)) - z(np(i,4))) + y(np(i,6)) * ... 
      (z(np(i,5)) - z(np(i,2))) + y(np(i,8)) * (z(np(i,4)) - ... 
      z(np(i,5))) );

    % Row 2
    dNdXYZ(2,i) = 1/12 * (z(np(i,2)) * ((x(np(i,6)) - x(np(i,3))) ... 
      - (x(np(i,4)) - x(np(i,5))) + z(np(i,3)) * (x(np(i,2)) - ... 
      x(np(i,4)) + z(np(i,4)) * ((x(np(i,3)) - x(np(i,8))) - ... 
      (x(np(i,5)) - x(np(i,2))) + z(np(i,5)) * ((x(np(i,8)) - ... 
      x(np(i,6)) - (x(np(i,2)) - x(np(i,4))) + z(np(i,6)) * ... 
      (x(np(i,5)) - x(np(i,2))) + z(np(i,8)) * (x(np(i,4)) - ... 
      x(np(i,5))) );

    % Row 3
    dNdXYZ(3,i) = 1/12 * (x(np(i,2)) * ((y(np(i,6)) - y(np(i,3))) ... 
      - (y(np(i,4)) - y(np(i,5))) + x(np(i,3)) * (y(np(i,2)) - ... 
      y(np(i,4)) + x(np(i,4)) * ((y(np(i,3)) - y(np(i,8))) - ... 
      (y(np(i,5)) - y(np(i,2))) + x(np(i,5)) * ((y(np(i,8)) - ... 
      y(np(i,6)) - (y(np(i,2)) - y(np(i,4))) + x(np(i,6)) * ... 
      (y(np(i,5)) - y(np(i,2))) + x(np(i,8)) * (y(np(i,4)) - ... 
      y(np(i,5))) );
end

% Calculate B matrix (strain matrix)
B = [];
for c = 1:size(dNdXYZ,2) % Loop through number of nodes per element
    Bi = [dNdXYZ(1,c) 0 0; ... 
      dNdXYZ(2,c) 0 0; ... 
      dNdXYZ(3,c) 0 0];
    B = [B Bi];
end
**C3D8 Elements**  
C3D8 elements are also known as "selectively reduced" integration elements. The deviatoric components of the strain tensor are calculated using full integration (8/27 Gauss points) and the dilatational (volumetric) components are calculated using the uniform strain method (discussed in the previous section). Therefore, it is a combination of the previous two methods discussed. In Matlab, two strain vectors are calculated using both the uniform strain, or reduced integration, $B_r$ matrix and the full integration $B_f$ matrix as shown below.

```matlab
1 % Calculate strain: B*U
2 eV_f = Bf*Ue; % Strain of measured displacements using full integration
3 eV_r = Br*Ue; % Strain of measured displacements using reduced integration
```

Then, the fully integrated strain was used to compute the deviatoric stress (and corresponding constraints) while the reduced integration strain was used to compute the dilatational stress (and corresponding constraints).

In all three element formulations of the strain matrix, the transformation of integrals from the global coordinate system to the natural coordinate system was performed with the use of the determinant of the Jacobian matrix, which represents the change in volume at the current Gauss point.

$$dV = dx dy dz = |J| d\xi d\eta d\zeta$$  \hspace{1cm} (A.15)

All three element strain formulations were tested with the virtual fields method. With harmonic displacements simulated in (cantilever beam and LV) finite element models, results from the VFM were most accurate when the element type used in the VFM matched the element type used in the original FE model to generate the reference displacements. Conversely, if C3D8R elements were used in the analysis and C3D8 elements in the generation of reference displacements, additional errors arose. C3D8F elements were not used since they were not available in Abaqus to generate reference displacement fields. When each element strain formulation was tested with the MRE phantom data, only slight differences were observed in the resulting shear parameter estimates. Figure A.2 illustrates resulting estimated shear moduli for each subzone of the phantom for both C3D8 and C3D8R element strain formulations.
FIGURE A.2: Plot of estimated shear moduli for C3D8 and C3D8R element types.

Although all three element types were tested with the virtual fields method, results in Chapters 5 and 6 show results from analysis using the C3D8 strain formulation only. This element strain formulation was chosen since simulated harmonic displacements were generated in Abaqus and C3D8 elements were used. This type was then used with the phantom data for consistency. In Chapter 3, it was also shown that C3D8R elements resulted in hourglassing.
PARAMETER VARIANCE MATRICES

The novelty and primary benefit of the optimised VFM is the ability to solve directly for a set of virtual displacement fields that adhere to constraints as well as minimise the variance in the estimated parameters. The theory and derivation for obtaining the parameter variance matrices will be explored.

Isotropic Parameter Variance The derivation, leading to Equations (5.21) and (5.20), is provided in this section. First, the measured displacement and strain fields were written as a sum of the noise-free displacement/strain and noise in the signal \( u_{\text{meas}} = u + u_{\text{no}} \) and \( \epsilon_{\text{meas}} = \epsilon + \epsilon_{\text{no}} \). With the addition of noise in the displacement and strain fields, the approximate shear and bulk moduli were written as: \( G_{\text{app}} \) and \( K_{\text{app}} \), respectively. Equation (5.15) was rewritten as:

\[
K_{\text{app}}(f_K(\epsilon, \epsilon_G^*) + f_K(\epsilon_{\text{no}}, \epsilon_G^*)) + G_{\text{app}}(f_G(\epsilon, \epsilon_G^*) + f_G(\epsilon_{\text{no}}, \epsilon_G^*)) = \\
\int_V \rho \omega^2 u \cdot u_G^* dV + \int_V \rho \omega^2 u_{\text{no}} \cdot u_G^* dV
\]  

(B.1)

Then, the specialisation constraints with data in the presence of noise were written as:

\[
f_K(\epsilon, \epsilon_G^*) + f_K(\epsilon_{\text{no}}, \epsilon_G^*) = 0 \\
f_G(\epsilon, \epsilon_G^*) + f_G(\epsilon_{\text{no}}, \epsilon_G^*) = 1
\]  

(B.2)

Substituting these new specialisation conditions into Equation (B.1) resulted in the following equation:

\[
K_{\text{app}}(0) + G_{\text{app}}(1) = \int_V \rho \omega^2 u \cdot u_G^* dV + \int_V \rho \omega^2 u_{\text{no}} \cdot u_G^* dV \\
G_{\text{app}} = \int_V \rho \omega^2 u \cdot u_G^* dV + \int_V \rho \omega^2 u_{\text{no}} \cdot u_G^* dV
\]  

(B.3)
Next, the equation for virtual work in the noise-free case was substituted into Equation (B.3) in place of \( \int_V \rho \omega^2 \mathbf{u} \cdot \mathbf{u}_G^* dV \).

\[
G_{\text{app}} = K f_K(\mathbf{e}, \mathbf{e}_G^*) + G f_G(\mathbf{e}, \mathbf{e}_G^*) + \int_V \rho \omega^2 \mathbf{u}_{\text{no}} \cdot \mathbf{u}_G^* dV \quad (B.4)
\]

Then, the specialisation conditions in the case with noise (Equation (B.2)) were rearranged and written as:

\[
\begin{align*}
    f_K(\mathbf{e}, \mathbf{e}_G^*) &= -f_K(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) \\
    f_G(\mathbf{e}, \mathbf{e}_G^*) &= 1 - f_G(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) \quad (B.5)
\end{align*}
\]

Substituting the right hand side terms from Equation (B.5) into Equation (B.4) resulted in the expression:

\[
G_{\text{app}} = -K f_K(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) + G \left( 1 - f_G(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) \right) + \int_V \rho \omega^2 \mathbf{u}_{\text{no}} \cdot \mathbf{u}_G^* dV \quad (B.6)
\]

Finally, Equation (B.6) was rearranged to write an expression for the error in the estimated shear modulus, \( G_{\text{app}} - G \), which was a linear combination of the the noise from the bulk, shear and acceleration terms. Note that the identification error is independent of the measured strain field, \( \mathbf{e} \).

\[
G_{\text{app}} - G = -K f_K(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) - G f_G(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) + \int_V \rho \omega^2 \mathbf{u}_{\text{no}} \cdot \mathbf{u}_G^* dV \quad (B.7)
\]

In \cite{29}, tests showed that the acceleration noise was negligible compared to the noise in the bulk and shear components. Therefore, no efforts were put into minimising the noise in the acceleration term (\( \int_V \rho \omega^2 \mathbf{u}_{\text{no}} \cdot \mathbf{u}_G^* dV \)). To evaluate the bulk strain noise, the specialisation constraint for the bulk term in Equation (B.2) was used along with the bulk term in Equation (5.16) to show that:

\[
K f_K(\mathbf{e}, \mathbf{e}_G^*) = -K f_K(\mathbf{e}_{\text{no}}, \mathbf{e}_G^*) = \int_V \rho \omega^2 \mathbf{u}_K \cdot \mathbf{u}_G^* dV \quad (B.8)
\]

where \( \mathbf{u}_K \) represents displacements due to the bulk wave. Therefore, in the case with noise, a new condition on the virtual field, \( \mathbf{u}_G^* \), was chosen to set the right-hand side of Equation (B.8) to equal zero so that the bulk wave strain noise would also be zero. By assuming that the density was constant and the wavelength of the bulk wave was much longer than the integration volume, the condition was written as:

\[
\int_V u_{xG}^* dV = 0, \quad \int_V u_{yG}^* dV = 0, \quad \int_V u_{zG}^* dV = 0 \quad (B.9)
\]

where \( u_{xG}^* \), \( u_{yG}^* \) and \( u_{zG}^* \) were the three orthogonal components of the virtual displacement field. In other words, the summed displacements in the three orthogonal directions should
be zero. Then, with this additional constraint and neglecting the noise due to acceleration, the equation to estimate error in the resulting shear modulus was reduced to:

\[ G_{\text{app}} - G = -G f_G (\epsilon_{\text{no}}, \epsilon^*_G) \]  (B.10)

This estimation of error in the shear modulus was used to develop the optimised virtual fields. Generally, the variance in an estimated parameter, in this case \( G_{\text{app}} \), can be written as:

\[ V(G_{\text{app}}) = E \left( [G_{\text{app}} - E(G_{\text{app}})]^2 \right) \]  (B.11)

where \( E(X) \) is the expectation of \( X \). Estimates of the isotropic shear modulus were assumed to be unbiased, which allowed one to replace \( [G_{\text{app}} - E(G_{\text{app}})] \) by \( [G_{\text{app}} - G] \). Then, Equation (B.10) was substituted into Equation (B.11), resulting in an equation for the variance in estimated shear moduli, which was related to the strain noise, \( \epsilon_{\text{no}} \), and the virtual strain field, \( \epsilon^*_G \).

\[ V(G_{\text{app}}) = G^2 \cdot E \left( f_G^2 (\epsilon_{\text{no}}, \epsilon^*_G) \right) \]  (B.12)

In this thesis, complex moduli were estimated. The distribution of a set of random complex variables can be interpreted as the joint distribution of two random real variables. The variance of a distribution of a complex parameter is real-valued and can be written as the sum of the variances of the real and imaginary components.

\[ V(G_{\text{app}}) = V(\Re(G_{\text{app}})) + V(\Im(G_{\text{app}})) \]  (B.13)

In [29] (Appendix), it was also shown that the variance in the real and imaginary components of the isotropic shear modulus were equivalent and equal to:

\[ V(\Re(G_{\text{app}})) = V(\Im(G_{\text{app}})) = \frac{1}{2} \left( (\Re(G_{\text{app}}))^2 + (\Im(G_{\text{app}}))^2 \right) E \left[ f_G^2 (\epsilon_{\text{no}}, \epsilon^*_G) \right] \]  (B.14)

where \( f_G (\epsilon_{\text{no}}, \epsilon^*_G) \) is calculated identically to the case of a real-valued shear modulus. Then, summing the variance for the real and imaginary parts provides the final equation for variance in the complex shear modulus, which can be written as:

\[ V(G_{\text{app}}) = \left( (\Re(G_{\text{app}}))^2 + (\Im(G_{\text{app}}))^2 \right) E \left[ f_G^2 (\epsilon_{\text{no}}, \epsilon^*_G) \right] \]  (B.15)

The optimised virtual field was one which minimised the variance in the identified shear modulus, which was equivalent to directly minimising \( E \left( f_G^2 (\epsilon_{\text{no}}, \epsilon^*_G) \right) \). All six components of strain noise, \( \epsilon_{\text{no}} \), can be substituted by \( \gamma \epsilon_i N_i \) where \( i \) ranges from 1 to 6. \( \gamma \) represents the standard deviation of \( N \), the independent Gaussian noise copy. Making this
substitution, shear stress as a function of noise in the strain signal and the virtual strain field \( f_G(\epsilon_{no}, \epsilon_G^*) \) can then be expanded and written as:

\[
f_G(\epsilon_{no}, \epsilon_G^*) = 2 \int_V (\epsilon_{no} : \epsilon^* - \frac{1}{3} \text{Tr}(\epsilon_{no}) \text{Tr}(\epsilon^*)) dV
\]

\[
2 \int_V ((\gamma_{e_1} N_1 \epsilon_1^* + \gamma_{e_2} N_2 \epsilon_2^* + \gamma_{e_3} N_3 \epsilon_3^* + 2 \gamma_{e_4} N_4 \epsilon_4^* + 2 \gamma_{e_5} N_5 \epsilon_5^* + 2 \gamma_{e_6} N_6 \epsilon_6^*)

- \frac{1}{3} (\gamma_{e_1} N_1 + \gamma_{e_2} N_2 + \gamma_{e_3} N_3) \cdot (\epsilon_1^* + \epsilon_2^* + \epsilon_3^*)) dV
\]

(B.16)

Grouping terms, according to the Gaussian noise copy (e.g. \( N_1 \)) results in the following equation:

\[
f_G(\epsilon_{no}, \epsilon_G^*) = 2 \int_V (\gamma_{e_1} N_1 (\epsilon_1^* - \frac{1}{3} \text{Tr}(\epsilon^*)) + \gamma_{e_2} N_2 (\epsilon_2^* - \frac{1}{3} \text{Tr}(\epsilon^*)) +

\gamma_{e_3} N_3 (\epsilon_3^* - \frac{1}{3} \text{Tr}(\epsilon^*)) + 2 \gamma_{e_4} N_4 \epsilon_4^* + 2 \gamma_{e_5} N_5 \epsilon_5^* + 2 \gamma_{e_6} N_6 \epsilon_6^*) dV
\]

(B.17)

As Equation (B.17) is inserted back into (B.15) and \( E[f_G^2(\epsilon_{no}, \epsilon^*)] \) is evaluated, it is helpful to refer back to Weiner’s theory of integrating stochastic variables, which shows that the expectation of the product of two independent noise copies results in zero (i.e. \( E[N_1 N_2] = 0 \)). Formally, this is written:

\[
E\left( \left( \sum \gamma_1 N_1 f_1^* \Delta V \right) \left( \sum \gamma_1 N_1 f_2^* \Delta V \right) \right) = \gamma_1^2 \left( \sum f_1^* f_2^* \Delta V^2 \right)
\]

(B.18)

where \( f_1^* \) and \( f_2^* \) represent two functions which are independent from the noise copies. Therefore, only terms which contain similar Gaussian noise copies remain in the final equation. The integral in Equation (B.17) can be replaced by a discrete sum over the volume to obtain the final equation:

\[
V(G_{app}) = 4\left( (\mathbb{R}(G_{app}))^2 + (\mathbb{I}(G_{app}))^2 \right) \Delta V^2 \sum_{\text{voxels \subseteq V}} \left[ \gamma_{e_{11}}^2 (\epsilon_{11}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 

+ \gamma_{e_{22}}^2 (\epsilon_{22}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 

+ \gamma_{e_{33}}^2 (\epsilon_{33}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 

+ 4 \gamma_{e_{12}}^2 \epsilon_{12}^* \epsilon_{12}^* + 4 \gamma_{e_{13}}^2 \epsilon_{13}^* \epsilon_{13}^* + 4 \gamma_{e_{23}}^2 \epsilon_{23}^* \epsilon_{23}^* \right]
\]

(B.19)

Next, noise was modelled as standard centred Gaussian white noise on the displacement, rather than strain, fields.
where \( \gamma_u \) was the standard deviation of the displacement noise, which was assumed to be identical for each displacement direction. The strain noise was computed from the displacement noise by numerical centred differentiation (Equation (B.21)).

\[
\begin{align*}
\epsilon_{11}^{\text{meas}} &= \epsilon_{11} + \gamma_{\epsilon_{11}}N_{11} = \epsilon_{11} + \frac{\gamma_u}{\sqrt{2}\Delta x} N_{11} \\
\epsilon_{22}^{\text{meas}} &= \epsilon_{22} + \gamma_{\epsilon_{22}}N_{22} = \epsilon_{22} + \frac{\gamma_u}{\sqrt{2}\Delta y} N_{22} \\
\epsilon_{33}^{\text{meas}} &= \epsilon_{33} + \gamma_{\epsilon_{33}}N_{33} = \epsilon_{33} + \frac{\gamma_u}{\sqrt{2}\Delta z} N_{33} \\
\epsilon_{12}^{\text{meas}} &= \epsilon_{12} + \gamma_{\epsilon_{12}}N_{12} = \epsilon_{12} + \frac{\gamma_u}{\sqrt{2}} \left( \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2} \right) N_{12} \\
\epsilon_{13}^{\text{meas}} &= \epsilon_{13} + \gamma_{\epsilon_{13}}N_{13} = \epsilon_{13} + \frac{\gamma_u}{\sqrt{2}} \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta z^2} \right) N_{13} \\
\epsilon_{23}^{\text{meas}} &= \epsilon_{23} + \gamma_{\epsilon_{23}}N_{23} = \epsilon_{23} + \frac{\gamma_u}{\sqrt{2}} \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right) N_{23}
\end{align*}
\] (B.21)

Replacing each standard deviation of strain noise, \( \gamma_{\epsilon_i} \), with the corresponding standard deviation in displacement noise, \( \gamma_u \), results in the following equation for variance in the estimated shear modulus.

\[
V(G_{\text{app}}) = 4 \left( \left( \mathbb{R}(G_{\text{app}}) \right)^2 + \left( \mathbb{I}(G_{\text{app}}) \right)^2 \right) \Delta V^2 \gamma_u^2 \sum_{\text{voxels } V} \left[ \left( \frac{1}{\Delta x^2} \right) \left( \epsilon_{11}^* - \frac{1}{3} \text{Tr}(\epsilon^*) \right)^2 \\
+ \left( \frac{1}{\Delta y^2} \right) \left( \epsilon_{22}^* - \frac{1}{3} \text{Tr}(\epsilon^*) \right)^2 \\
+ \left( \frac{1}{\Delta z^2} \right) \left( \epsilon_{33}^* - \frac{1}{3} \text{Tr}(\epsilon^*) \right)^2 \\
+ \left( \frac{4}{\Delta x^2} + \frac{4}{\Delta y^2} \right) \epsilon_{12}^2 + \left( \frac{4}{\Delta x^2} + \frac{4}{\Delta z^2} \right) \epsilon_{13}^2 + \left( \frac{4}{\Delta y^2} + \frac{4}{\Delta z^2} \right) \epsilon_{23}^2 \right]
\] (B.22)

Omitting constants, the variance in the estimated shear modulus, to be minimised by the optimal virtual displacement field, is proportional to the element volume squared multiplied by the discrete sum of components which are only dependent on the virtual strain field.
\[ V(G_{\text{app}}) \propto \Delta V^2 \sum_{\text{voxels} \subset V} \left[ \left( \frac{1}{\Delta x^2} \right) (\epsilon_{11}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 \right. \]
\[ + \left( \frac{1}{\Delta y^2} \right) (\epsilon_{22}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 \]
\[ + \left( \frac{1}{\Delta z^2} \right) (\epsilon_{33}^* - \frac{1}{3} \text{Tr}(\epsilon^*))^2 \]
\[ + \left( \frac{4}{\Delta x^2} + \frac{4}{\Delta y^2} \right) \epsilon_{12}^{*2} + \left( \frac{4}{\Delta x^2} + \frac{4}{\Delta z^2} \right) \epsilon_{13}^{*2} + \left( \frac{4}{\Delta y^2} + \frac{4}{\Delta z^2} \right) \epsilon_{23}^{*2} \] (B.23)

Equation (B.23), identical to Equation (5.21), is the final form which was used to calculate the optimal virtual displacement field.

**Anisotropic Parameter Variance**  Like the isotropic method, in the anisotropic optimised VFM, the virtual displacement field corresponding to each parameter was calculated which minimised the variance in each respective parameter. The formulation is shown for developing the parameter variance matrix in the optimised VFM for anisotropic material models. Consider a general set of parameters:

\[ Q = \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \end{bmatrix} \] (B.24)

and the equation

\[ Q_1 F_1 u^{*1} + Q_2 F_2 u^{*1} + Q_3 F_3 u^{*1} = F_4 u^{*1} \] (B.25)

where \( u^{*1} \) represents a single virtual displacement field and \( F_i \) are independent functions, each containing components of the measured strain field. Similarly to specialisation constraints described in Chapters 5 and 6, the following constraints are applied to \( u^{*1} \):

\[ F_1 u^{*1} = 1 \quad F_2 u^{*1} = 0 \quad F_3 u^{*1} = 0 \] (B.26)

Specialisation constraints for each consecutive virtual displacement field (\( u^{*2} \) and \( u^{*3} \)) were developed by exchanging the place of the one in Equation (B.26). Equation (B.25) in the presence of noise can be written as:

\[ Q_1(F_1 + \gamma_1 F_1^{No}) u^{*1} + Q_2(F_2 + \gamma_2 F_2^{No}) u^{*1} + Q_3(F_3 + \gamma_3 F_3^{No}) u^{*1} = (F_4 + \gamma_4 F_4^{No}) u^{*1} \] (B.27)

\( F_i^{No} \) represents the noise in the measured strain field with a standard deviation, \( \gamma \). Similarly, the constraints in Equation (B.26) can be rewritten as:
\[
(F_1 + \gamma_1 F_1^{No}) u^* = 1 \\
(F_2 + \gamma_2 F_2^{No}) u^* = 0 \\
(F_3 + \gamma_3 F_3^{No}) u^* = 0
\]  
(B.28)

Substituting the noisy constraints (Equation (B.28)) on the virtual displacement field, into Equation (B.27) results in:

\[
Q_{app}^1 = (F_4 + \gamma_4 F_4^{No}) u^* = F_4 u^* + \gamma_4 F_4^{No} u^*
\]  
(B.29)

The superscript \(app\) is applied since the parameter, \(Q_1\), is estimated in the presence of noise and is approximate. The entire left-hand side of Equation (B.25) can be substituted into the noise-free part of Equation (B.29).

\[
Q_{app}^1 = Q_1 F_1 u^* + Q_2 F_2 u^* + Q_3 F_3 u^* + \gamma_4 F_4^{No} u^*
\]  
(B.30)

Next, it can be seen that each of the constraints in Equation (B.28) can be rearranged so that the noise-free part is written in terms of the strain noise (i.e. \(F_1 u^* = 1 - \gamma_1 F_1^{No} u^*\), \(F_2 u^* = -\gamma_2 F_2^{No} u^*\) and \(F_3 u^* = -\gamma_3 F_3^{No} u^*\)). Substituting the strain noise components in place of the noise-free functions, it follows that Equation (B.30) can be written as:

\[
Q_{app}^1 = Q_1 (1 - \gamma_1 F_1^{No} u^*) - Q_2 \gamma_2 F_2^{No} u^* - Q_3 \gamma_3 F_3^{No} u^* + \gamma_1 F_4^{No} u^*
\]  
(B.31)

If all strain noise standard deviations are assumed to be equal, \(\gamma_1 = \gamma_2 = \gamma_3 = \gamma\), then the identification error of \(Q_1\), in the presence of Gaussian noise, can be written as:

\[
Q_{app}^1 - Q_1 = -\gamma [Q_1 F_1^{No} u^* - Q_2 F_2^{No} u^* - Q_3 F_3^{No} u^* + F_4^{No} u^*]
\]  
(B.32)

It was previously stated that the variance in a parameter estimate, assuming unbiased estimates, can be written as:

\[
vV(Q_1) = E[Q_{app}^1 - Q_1].
\]  
(B.33)

Therefore, an expression for the variance in the estimated parameter, \(Q_1\), can be written by simply substituting Equation (B.32) into Equation (B.33). It should be noted that the parameters, \(Q_1\), \(Q_2\) and \(Q_3\), are included in the expression for the parameter variance. However, in practice, the true values of each parameter are unknown. Therefore, the expression can be written utilising the approximate parameter values: \(Q_{app}^1\), \(Q_{app}^2\) and \(Q_{app}^3\). Additionally, \(F_4^{No}\) can be assumed negligible, as was done for the acceleration term.
in Chapter 6. Substituting Equation (B.32) into the equation for variance results in the following expression:

\[ V(Q_1) = \gamma^2 E\left([Q_1^{app} F_1^{N\alpha} \mathbf{u}^{*1} + Q_2^{app} F_2^{N\alpha} \mathbf{u}^{*1} + Q_3^{app} F_3^{N\alpha} \mathbf{u}^{*1}]^2\right) \]  

(B.34)

Generally, (B.34) can be written as:

\[ V(Q_1) = (Q^{app})^T E(N^T N) Q^{app} \]  

(B.35)

In the five parameter-formulation, \( N \) and \( Q^{app} \) can be written as:

\[
N = \begin{bmatrix}
    f_{C_{11}}(\epsilon_{no}, \epsilon^*) \\
    f_{C_{33}}(\epsilon_{no}, \epsilon^*) \\
    f_{C_{44}}(\epsilon_{no}, \epsilon^*) \\
    f_{C_{66}}(\epsilon_{no}, \epsilon^*) \\
    f_{C_{13}}(\epsilon_{no}, \epsilon^*)
\end{bmatrix}, \quad Q^{app} = \begin{bmatrix}
    C^{app}_{11} \\
    C^{app}_{33} \\
    C^{app}_{44} \\
    C^{app}_{66} \\
    C^{app}_{13}
\end{bmatrix}, \quad (B.36)
\]

It should be noted that, in the anisotropic formulation of the optimised VFM, the noise in the strain fields, not the displacement fields, were assumed to be independent with equal variance (i.e. \( \gamma_{e_1} = \gamma_{e_2} = \gamma_{e_3} = \gamma_{e_{12}} = \gamma_{e_{13}} = \gamma_{e_{23}} = \gamma \)). This assumption is not entirely valid since, for example, \( \epsilon_{e_{12}} \) and \( \epsilon_{e_{13}} \), are related by the displacement \( \mathbf{u}_1 \). Similarly, noise components will also be related. However, it is presumed that this assumption does not have a large impact on the optimised virtual field calculation. The assumption was made due to the resulting simplification of the implementation. In the future, a formulation of the anisotropic VFM will be implemented while assuming only that noise in the displacement fields are independent with equal variance. Looking at the first term in \( N \), \( f_{C_{11}}(\epsilon_{no}, \epsilon^*) \) can be expanded and written in terms of the standard deviation, \( \gamma \), Gaussian noise copies in the strain field, \( \mathbf{N}_i \), and the virtual strain field, \( \epsilon^* \).

\[
f_{C_{11}}(\epsilon_{no}, \epsilon^*) = \gamma N_1 \epsilon_{11}^* + \gamma N_2 \epsilon_{22}^* + \gamma N_3 \epsilon_{33}^* + \gamma N_1 \epsilon_{12}^* + \gamma N_2 \epsilon_{23}^* \]

(B.37)

Each term in \( N \) can be expanded similarly. Next, expanding \( E(N^T N) \) leads to a square matrix. For conciseness, each term \( f_{C_{ij}}(\epsilon_{no}, \epsilon^*) \) is simply written as \( f_{C_{ij}}^{no} \).

\[
N^T N = \begin{bmatrix}
    f_{C_{11}}^{no} f_{C_{11}}^{no} & f_{C_{11}}^{no} f_{C_{33}}^{no} & f_{C_{11}}^{no} f_{C_{44}}^{no} & f_{C_{11}}^{no} f_{C_{66}}^{no} & f_{C_{11}}^{no} f_{C_{13}}^{no} \\
    f_{C_{33}}^{no} f_{C_{11}}^{no} & f_{C_{33}}^{no} f_{C_{33}}^{no} & f_{C_{33}}^{no} f_{C_{44}}^{no} & f_{C_{33}}^{no} f_{C_{66}}^{no} & f_{C_{33}}^{no} f_{C_{13}}^{no} \\
    f_{C_{44}}^{no} f_{C_{11}}^{no} & f_{C_{44}}^{no} f_{C_{33}}^{no} & f_{C_{44}}^{no} f_{C_{44}}^{no} & f_{C_{44}}^{no} f_{C_{66}}^{no} & f_{C_{44}}^{no} f_{C_{13}}^{no} \\
    f_{C_{66}}^{no} f_{C_{11}}^{no} & f_{C_{66}}^{no} f_{C_{33}}^{no} & f_{C_{66}}^{no} f_{C_{44}}^{no} & f_{C_{66}}^{no} f_{C_{66}}^{no} & f_{C_{66}}^{no} f_{C_{13}}^{no} \\
    f_{C_{13}}^{no} f_{C_{11}}^{no} & f_{C_{13}}^{no} f_{C_{33}}^{no} & f_{C_{13}}^{no} f_{C_{44}}^{no} & f_{C_{13}}^{no} f_{C_{66}}^{no} & f_{C_{13}}^{no} f_{C_{13}}^{no}
\end{bmatrix} \]  

(B.38)

Again, using Weiner’s theory of integration of stochastic variables leads to some simplifications when evaluating each term in \( E(N^T N) \). For example, \( f_{C_{66}}(\epsilon_{no}, \epsilon^*) \cdot f_{C_{33}}(\epsilon_{no}, \epsilon^*) \) can be written out:
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\[ f_{C_{66}}(\epsilon_{n0}, \epsilon^*) \cdot f_{C_{33}}(\epsilon_{n0}, \epsilon^*) = \left( \gamma N_{35} \epsilon^*_5 + \gamma N_{66} \epsilon^*_6 \right) \left( \gamma N_{33} \epsilon^*_3 \right) \] (B.39)

Since the expectation of the product of independent sets of noise is equal to zero, according to Wiener’s theory of integration of stochastic variables \( E(N_1 N_2) = 0 \), then, the \( E(f_{C_{66}}(\epsilon_{n0}, \epsilon^*) f_{C_{33}}(\epsilon_{n0}, \epsilon^*)) \) must equal zero. Therefore, numerous terms in the matrix in Equation (B.38) reduce to zero.

\[
N^T N = \begin{bmatrix}
    f_{C_{11}}^{no} f_{C_{11}}^{no} & 0 & f_{C_{11}}^{no} f_{C_{44}}^{no} & 0 & f_{C_{11}}^{no} f_{C_{13}}^{no} \\
    0 & f_{C_{33}}^{no} f_{C_{33}}^{no} & 0 & 0 & f_{C_{33}}^{no} f_{C_{13}}^{no} \\
    f_{C_{44}}^{no} f_{C_{11}}^{no} & 0 & f_{C_{44}}^{no} f_{C_{44}}^{no} & 0 & f_{C_{44}}^{no} f_{C_{13}}^{no} \\
    0 & 0 & 0 & f_{C_{66}}^{no} f_{C_{66}}^{no} & 0 \\
    f_{C_{13}}^{no} f_{C_{11}}^{no} & f_{C_{13}}^{no} f_{C_{33}}^{no} & f_{C_{13}}^{no} f_{C_{44}}^{no} & 0 & f_{C_{13}}^{no} f_{C_{13}}^{no}
\end{bmatrix}
\] (B.40)

Each term in Equation (B.40) was evaluated in order to implement the parameter variance matrix for the five-parameter formulation of the optimised VFM. Similar steps were followed for the three-parameter formulation in order to develop an expression for the estimated parameter variance (Chapter 6).
C

CONSTRAINTS ON VIRTUAL DISPLACEMENTS

The strain matrix (discussed in detail in Appendix A), was used in the numeric calculation of the the virtual displacement fields. The implementations, in Matlab 2012b, of both isotropic and anisotropic constraints are presented in this section.

Isotropic Virtual Fields Constraints  Specialisation constraints were used in both the isotropic and anisotropic formulations to solve for a single parameter, given a unique virtual displacement field. In the isotropic case, these constraints were:

\[
\begin{align*}
  f_K(\epsilon, \epsilon^*) &= 0 \\
  f_G(\epsilon, \epsilon^*) &= 1
\end{align*}
\]

where

\[
\begin{align*}
  f_K(\epsilon, \epsilon^*) &= \int_V \text{Tr}(\epsilon)\text{Tr}(\epsilon^*)dV \\
  f_G(\epsilon, \epsilon^*) &= 2\int_V (\epsilon : \epsilon^* - \frac{1}{3}\text{Tr}(\epsilon)\text{Tr}(\epsilon^*))dV
\end{align*}
\]

The virtual strain field can be written as the product of the strain matrix, \(B\) and the virtual displacement field, \(\epsilon^* = Bu^*\). Therefore, a constraint can be constructed such that: \([A_K]u^* = 0\) and \([A_G]u^* = 1\). Then, \([A_K]\) can be explicitly written as:

\[
A_K = \text{Tr}(\epsilon)[\partial N_1/\partial x \quad \partial N_1/\partial y \quad \partial N_1/\partial z \quad ...] |J|d\xi d\eta d\zeta
\]

The partial derivative components of Equation (C.3) are components of the strain matrix, \(B\) (see Equation (A.6)). It can similarly be shown that all constraints on the virtual
displacement field can be written in terms of the measured displacement field, \( u \) (or strain field, \( \varepsilon \)), and the strain matrix, \( B \). In Matlab, Equation (C.3) was written as:

```matlab
1 % Ak term for current element (row vector)
2 % fk = ak * UeVF = 0
3 ak = trace(e)*sum(B(1:3,:),1)*detJ;
```

The constraint \( f_G(e, e^*_G) = 1 \) can similarly be constructed as:

```matlab
1 % Ag term for current element (row vector)
2 % fg = ag * UeVF = 1
3 % tmp = e:e*
4 tmp = eV(1)*B(1,:) + eV(2)*B(2,:) + eV(3)*B(3,:) + ... 
   2*0.5*eV(4)*0.5*B(4,:) + 2*0.5*eV(5)*0.5*B(5,:) + ... 
   2*0.5*eV(6)*0.5*B(6,:); % e:VF
5 % ag = 2 * (e:e* - 1/3 * Tr(e) * Tr(e*)) * dV
6 ag = 2*(tmp - (1/3)* trace(e)* sum(B(1:3,:),1)) * detJ;
```

The matrix of parameter variances, derived in Appendix B (Equation (B.23)), was implemented similarly using components of the \( B \) matrix:

```matlab
1 % Minimise var(G)
2 3 % tmp = 1/3 * Tr(e*)
4 tmp = 1/3 * sum(B(1:3,:),1);
5 6 % Calculate each component of h
7 h1 = (1/(delX^2))*(B(1,:) - tmp)'*(B(1,:) - tmp);
8 h2 = (1/(delY^2))*(B(2,:) - tmp)'*(B(2,:) - tmp);
9 h3 = (1/(delZ^2))*(B(3,:) - tmp)'*(B(3,:) - tmp);
10 h12 = (4/delX^2 + 4/delY^2)*(0.5*B(4,:))'*(0.5*B(4,:));
11 h13 = (4/delX^2 + 4/delZ^2)*(0.5*B(5,:))'*(0.5*B(5,:));
12 h23 = (4/delY^2 + 4/delZ^2)*(0.5*B(6,:))'*(0.5*B(6,:));
13 h = (detJ^2)*(h1 + h2 + h3 + h12 + h13 + h23); %Hg
```

**Anisotropic Virtual Fields Constraints**

The simplest form of the equation for the principle of virtual work, used in both Chapters 5 and 6, is:

\[
\int \sigma : \varepsilon^* dV = \rho \omega^2 \int u \cdot u^* dV \quad (C.4)
\]

If \( D \) is defined as the elasticity matrix, then Equation (C.4) can be rewritten as:
\[ \int (D\epsilon) : \epsilon^* dV = \rho \omega^2 \int \mathbf{u} \cdot \mathbf{u}^* dV \quad (C.5) \]

As described in the section above, \( \epsilon \) is calculated as \( B \mathbf{u} \) where \( B \) is the strain matrix. Additionally, the right-hand side term requires the conversion of nodal displacements to element displacements using the shape function, \( N \) (Equation (A.2)). Then, (C.5) becomes:

\[ \int (DB\mathbf{u}) : (\mathbf{Bu}^*) dV = \rho \omega^2 \int (N\mathbf{u}) \cdot (N\mathbf{u}^*) dV \quad (C.6) \]

In the case of a locally varying coordinate system, the strain tensors need to be rotated to the local coordinate system from the global coordinate system. Incorporating the rotation matrix, \( L \), into Equation (C.6) gives:

\[ \int (DL(B\mathbf{u})L^T) : (L(\mathbf{Bu}^*)L^T) dV = \rho \omega^2 \int (LN\mathbf{u}) \cdot (LN\mathbf{u}^*) dV \quad (C.7) \]

In the previous section, it was shown that the constraints on the virtual displacement field can be formulated using the measured nodal displacements along with the \( B \) matrix. Likewise, in the anisotropic case, the constraints can be derived from the nodal displacements, \( B \) matrix and the rotation matrix, \( L \). First, the rotated \( B \) matrix was calculated.

1 % Calculate rotated B matrix
2 eVF11r = L(1,1)*L(1,1)*B(1,:) + L(1,2)*L(1,1)*0.5*B(4,:) + ...
   L(1,1)*L(1,3)*0.5*B(5,:) + L(1,1)*L(1,2)*0.5*B(4,:) + ...
   L(1,2)*L(1,2)*B(2,:) + L(1,3)*L(1,2)*0.5*B(6,:) + ...
   L(1,1)*L(1,3)*0.5*B(5,:) + L(1,2)*L(1,3)*0.5*B(6,:) + ...
   L(1,3)*L(1,3)*B(3,:);
3 eVF12r = L(2,1)*L(1,1)*B(1,:) + L(2,2)*L(1,1)*0.5*B(4,:) + ...
   L(2,3)*L(1,1)*0.5*B(5,:) + L(2,1)*L(1,2)*0.5*B(4,:) + ...
   L(2,2)*L(1,2)*B(2,:) + L(2,3)*L(1,2)*0.5*B(6,:) + ...
   L(2,1)*L(1,3)*0.5*B(5,:) + L(2,2)*L(1,3)*0.5*B(6,:) + ...
   L(2,3)*L(1,3)*B(3,:);
4 eVF13r = L(3,1)*L(1,1)*B(1,:) + L(3,2)*L(1,1)*0.5*B(4,:) + ...
   L(3,3)*L(1,1)*0.5*B(5,:) + L(3,1)*L(1,2)*0.5*B(4,:) + ...
   L(3,2)*L(1,2)*B(2,:) + L(3,3)*L(1,2)*0.5*B(6,:) + ...
   L(3,1)*L(1,3)*0.5*B(5,:) + L(3,2)*L(1,3)*0.5*B(6,:) + ...
   L(3,3)*L(1,3)*B(3,:);
5 eVF22r = L(2,1)*L(2,1)*B(1,:) + L(2,2)*L(2,1)*0.5*B(4,:) + ...
   L(2,3)*L(2,1)*0.5*B(5,:) + L(2,1)*L(2,2)*0.5*B(4,:) + ...
   L(2,2)*L(2,2)*B(2,:) + L(2,3)*L(2,2)*0.5*B(6,:) + ...
   L(2,1)*L(2,3)*0.5*B(5,:) + L(2,2)*L(2,3)*0.5*B(6,:) + ...
   L(2,3)*L(2,3)*B(3,:);
6 eVF23r = L(3,1)*L(2,1)*B(1,:) + L(3,2)*L(2,1)*0.5*B(4,:) + ...
   L(3,3)*L(2,1)*0.5*B(5,:) + L(3,1)*L(2,2)*0.5*B(4,:) + ...
\[ L(3, 2) \times L(2, 2) \times B(2,:) + L(3, 3) \times L(2, 2) \times 0.5 \times B(6,:) + \ldots \]
\[ L(3, 1) \times L(2, 3) \times 0.5 \times B(5,:) + L(3, 2) \times L(2, 3) \times 0.5 \times B(6,:) + \ldots \]
\[ L(3, 3) \times L(2, 3) \times B(3,:); \]

\[ eVF33r = L(3, 1) \times L(3, 1) \times B(1,:) + L(3, 2) \times L(3, 1) \times 0.5 \times B(4,:) + \ldots \]
\[ L(3, 3) \times L(3, 1) \times 0.5 \times B(5,:) + L(3, 1) \times L(3, 2) \times 0.5 \times B(4,:) + \ldots \]
\[ L(3, 2) \times L(3, 2) \times B(2,:) + L(3, 3) \times L(3, 2) \times 0.5 \times B(6,:) + \ldots \]
\[ L(3, 1) \times L(3, 3) \times 0.5 \times B(5,:) + L(3, 2) \times L(3, 3) \times 0.5 \times B(6,:) + \ldots \]
\[ L(3, 3) \times L(3, 3) \times B(3,:); \]

% Rotated B matrix - used to derive constraints
B_rot = [eVF11r; eVF22r; eVF33r; 2*eVF12r; 2*eVF13r; 2*eVF23r];

Then, constraints on the anisotropic virtual displacement fields (Equation (6.7)) were implemented using the rotated B matrix. For the five-parameter formulation, these constraints were:

\[
\begin{align*}
[A_{C_{11}}] u_1^* &= 1 \\
[A_{C_{33}}] u_1^* &= 0 \\
[A_{C_{44}}] u_1^* &= 0 \\
[A_{C_{66}}] u_1^* &= 0 \\
[A_{C_{13}}] u_1^* &= 0
\end{align*}
\]  \hspace{1cm} \text{(C.8)}

Constraints for each consecutive virtual displacement field were developed by exchanging the place of the one in Equation (C.8). Equation (6.5) was used to write each constraint in terms of solely the measured strain and the rotated B matrix. In Matlab, these constraints matrices were written as:

1 % Calculate constraints: c1, c2, c3, c4 and c5
2 A_c11 = detJ*( eV(1)*B_rot(1,:) + eV(2)*B_rot(2,:) + ... 
3 \hspace{1cm} eV(1)*B_rot(2,:) + eV(2)*B_rot(1,:));
4 A_c33 = detJ*( eV(3)*B_rot(3,:));
5 A_c44 = detJ*( eV(4)*B_rot(4,:) - 2*eV(1)*B_rot(2,:) - ... 
6 \hspace{1cm} 2*eV(2)*B_rot(1,:));
7 A_c66 = detJ*( eV(5)*B_rot(5,:) + eV(6)*B_rot(6,:));
8 A_c13 = detJ*( eV(1)*B_rot(3,:) + eV(3)*B_rot(1,:) + ... 
9 \hspace{1cm} eV(2)*B_rot(3,:) + eV(3)*B_rot(2,:));

Finally, the parameter variance matrix to be minimised, discussed in Appendix B, was written in terms of the rotated strain matrix as:

1 % 5 Parameter: H matrix
3 % Calculate each term in the H matrix  (N11 corresponds to N(1,1))
4 % N  =>  E(N'N)
5 N11 = (detJ^2) * ( 2*B_rot(1,:)'*B_rot(1,:) + ...
       4*B_rot(1,:)'*B_rot(2,:) + 2*B_rot(2,:)'*B_rot(2,:) );
6 N22 = (detJ^2) * ( B_rot(3,:)'*B_rot(3,:) );
7 N33 = (detJ^2) * ( B_rot(4,:)'*B_rot(4,:) + ...
       4*B_rot(1,:)'*B_rot(1,:) + 4*B_rot(2,:)'*B_rot(2,:) );
8 N44 = (detJ^2) * ( B_rot(5,:)'*B_rot(5,:) + B_rot(6,:)'*B_rot(6,:) );
9 N55 = (detJ^2) * ( 2*B_rot(3,:)'*B_rot(3,:) + ...
       2*B_rot(1,:)'*B_rot(2,:) + B_rot(1,:)'*B_rot(1,:) + ...
       B_rot(2,:)'*B_rot(2,:) );
10 N13 = (detJ^2) * ( -2*B_rot(1,:)'*B_rot(1,:) - ...
      2*B_rot(2,:)'*B_rot(2,:) - 4*B_rot(1,:)'*B_rot(2,:) );
11 N15 = (detJ^2) * ( 2*B_rot(1,:)'*B_rot(3,:) + ...
      2*B_rot(2,:)'*B_rot(3,:) );
12 N25 = (detJ^2) * ( B_rot(1,:)'*B_rot(3,:) + ...
      B_rot(2,:)'*B_rot(3,:) );
13 N35 = (detJ^2) * ( -2*B_rot(1,:)'*B_rot(3,:) - ...
      2*B_rot(2,:)'*B_rot(3,:) );
14 % Multiply in approximate parameters: Q' E(N'N) Q
15 h = C11_app^2 * N11 + C33_app^2 * N22 + C44_app^2 * N33 + ...
    C66_app^2 * N44 + C13_app^2 * N55 + 2*C11_app*C44_app * N13 + ...
    2*C11_app*C13_app * N15 + 2*C33_app*C13_app * N25 + ...
    2*C44_app*C13_app * N35;

The constraints along with the parameter variance matrix were used to numerically calculate each virtual displacement field in Chapter 6.
D

ANISOTROPIC DAMPING COEFFICIENTS

With the anisotropic optimised VFM implemented in Chapter 6, all estimated moduli were complex values, comprised of both real and imaginary parts. However, for conciseness, only real components of moduli were presented in Chapter 6. The structural damping coefficients \( s \), calculated as the ratio of the imaginary over the real part of each modulus, are presented here. The structure of this section follows closely the structure of Chapter 6.

In a noise-free and ideal case, the resulting Poisson’s ratio estimated from the five-parameter formulation has only a real component. However, \( E_1, E_3, G_{12} \), and \( G_{13} \) are all complex-valued. For the three-parameter formulation, all estimated moduli, \( G_{12}, G_{13} \) and \( \tau \), are complex-valued. Therefore, for the five-parameter formulation, four damping coefficients \( s_{E_1}, s_{E_3}, s_{G_{12}} \), and \( s_{G_{13}} \) were reported and for the three-parameter formulation, three were given \( s_{G_{12}}, s_{G_{13}} \) and \( s_\tau \).

Simulated Displacements in a Cantilever Beam  The resulting damping coefficients from the beam loading test are shown in Figures D.1 and D.2. For the five parameter method, estimated damping coefficients were most accurately estimated for the two shear moduli for all 511 loading conditions and least accurately estimated for the fibre Young’s modulus \( s_{E_3} \). In fact, even without noise, some damping coefficients associated with the fibre Young’s modulus were negative, which is physically impossible.

Similarly to the resulting storage moduli reported in Chapter 6, damping coefficients were more accurately estimated with the three-parameter formulation than the five-parameter formulation, as seen by the narrow range of estimated values, centred at the reference parameter (0.1) for \( s_{G_{12}} \) and \( s_{G_{13}} \). \( s_\tau \) showed a larger range of estimated values than both shear moduli yet varied less than \( s_{E_1} \) and \( s_{E_3} \).
**Figure D.1:** Histograms of estimated damping coefficients \( (s_{E1}, s_{E3}, s_{G12}, s_{G13}) \) for all 511 loading cases using the five-parameter formulation. Reference values are shown as red dotted lines \((s = 0.1)\). Corresponding storage moduli are shown in Figure 6.4.

**Figure D.2:** Histograms of estimated damping coefficients \( (s_{G12}, s_{G13}, s_{\tau}) \) for all 511 loading cases using the three-parameter formulation. Reference values are shown as red dotted lines \((s = 0.1)\). Corresponding storage moduli are shown in Figure 6.5.

Monte Carlo simulations \((n = 30)\) were run for each of the six loading configurations and Figures D.3 and D.4 illustrate box plots of the estimated damping coefficients when Gaussian noise was added to the reference displacements. Damping coefficients are grouped by their respective modulus (e.g. \( s_{E1} \)) and the horizontal axis lists the six loading configuration numbers. It is apparent that in both material formulations, the damping coefficients associated with \( G_{13} \) were most accurately estimated with the smallest variance. \( s_{E3} \) values estimated from the five-parameter formulation exhibited the largest variance. The variances were greater for loading cases #113, #211 and #451 than for loading cases #189, #412 and #447. Similarly, values of \( s_{\tau} \) were consistently underestimated for loading configurations #113, #211 and #451.
Figure D.3: Box plots of estimated damping coefficients ($s_{E1}$, $s_{E3}$, $s_{G12}$, $s_{G13}$) from all Monte-Carlo simulations ($n = 30$) for each beam loading case. Corresponding storage moduli are shown in Figure 6.9. The reference value is shown as a red dotted line.

Figure D.4: Box plots of estimated damping coefficients ($s_{G12}$, $s_{G13}$ and $s_{\tau}$) from all Monte-Carlo simulations ($n = 30$) for each beam loading case. Corresponding storage moduli are shown in Figure 6.10. The reference value is shown as a red dotted line.

Cylindrical Phantom MRE

For the cylindrical phantom MRE data, box plots of resulting estimated damping coefficients are shown in Figures D.5 and D.6 for both arbitrarily assigned material orientations: $<0, 0, 1>$ and $<1, 0, 0>$ (see Figure 6.2). Again, the results are grouped according to the associated parameter (e.g. $s_{E3}$) and the horizontal axis shows the material orientation, either $<0, 0, 1>$ or $<1, 0, 0>$. Like the beam results, estimated damping coefficients associated with shear moduli ($G_{12}$ and $G_{13}$) showed the least variance and were most accurate estimated. Conversely, damping coefficients associated with Young’s moduli and $\tau$ showed large variance and were often negative.

Similarly to storage moduli presented in Chapter 6, estimated values of $s_{G12}$ showed larger variation when the material was oriented along the global $<0, 0, 1>$ direction compared to when it was aligned with the global $<1, 0, 0>$ direction. Again, this result is most likely due to the lack of signal provided in the image plane, in the global x- and global
y-directions, with which to estimate the shear in the image plane.

**Figure D.5:** Box plots of estimated damping coefficients ($s_{E1}$, $s_{E3}$, $s_{G12}$, $s_{G13}$) from all converged subzones in the isotropic phantom. The reference value is shown as a red dotted line. Corresponding storage moduli are shown in Figure 6.11.

**Figure D.6:** Box plots of estimated damping coefficients ($s_{G12}$, $s_{G13}$ and $\tau$) from all converged subzones in the isotropic phantom. The reference value is shown as a red dotted line. Corresponding storage moduli are shown in Figure 6.12.

**Simulated Displacements in a Left Ventricle**  For the loading test utilising the left ventricular model, estimated damping coefficients are shown in Figures D.7 and D.8. Conversely to the beam, but showing similar trends to the storage moduli presented in Chapter 6, damping coefficients estimated with the five-parameter formulation were more accurate and showed less variance than those estimated using the three-parameter formulation. The three-parameter formulation resulted in a wide variation of estimated damping coefficients, illustrating that the LV geometry had a profound impact on the estimation of damping coefficients when using the three-parameter formulation.
The damping coefficients estimated for each modulus in the Monte Carlo test with 15% added Gaussian noise (Equation (6.21)) are plotted in Figures D.9 and D.10 for all six loading cases. Estimated damping coefficients showed large variance and the means were not always centred on the true values. Again, damping coefficients associated with $G_{13}$ in the five-parameter formulation were most accurate.
Figure D.9: Box plots of estimated damping coefficients ($s_{E1}$, $s_{E3}$, $s_{G12}$, $s_{G13}$) from Monte-Carlo experiments for six LV loading cases. The reference value is shown as a red dotted line. Corresponding storage moduli are shown in Figure 6.18.

Figure D.10: Box plots of estimated damping coefficients ($s_{G12}$, $s_{G13}$ and $s_{\tau}$) from Monte-Carlo experiments for six LV loading cases. The reference value is shown as a red dotted line. Corresponding storage moduli are shown in Figure 6.19.

Results are shown in Figures D.11 and D.12 for estimated damping coefficients when varying amounts of noise were added to the reference displacement field for one loading configuration.
FIGURE D.11: Box plots of estimated values of a) $s_{G12}$, b) $s_{G13}$, c) $s_{E_1}$ and d) $s_{E_3}$ using the five-parameter formulation with varying amounts of Gaussian noise (N = 15% - 50%) added to the reference displacements. Reference values are shown as red dotted lines. Corresponding storage moduli are shown in Figure 6.20.

FIGURE D.12: Box plots of estimated values of a) $s_{G12}$, b) $s_{G13}$ and c) $s_\tau$ using the three-parameter formulation with varying amounts of Gaussian noise (N = 15% - 50%) added to the reference displacements. Reference values are shown as red dotted lines. Corresponding storage moduli are shown in Figure 6.20.

In Figure D.13, the coefficients of variation are plotted for damping coefficients estimated with both the five- and three-parameter formulations. Note the difference in scale between subplots a) and b). The addition of increasing amounts of Gaussian noise resulted in overall smaller increases in variance when using the three-parameter formulation than the five-parameter formulation. Variance in estimated damping coefficients, $s_{E_1}$ and $s_{E_3}$, did not increase linearly with increasing noise.
Figure D.13: Coefficients of variation of damping coefficients in the a) five-parameter and b) three-parameter formulation plotted versus amount of Gaussian noise added to the reference displacements (N = 15% - 50%). Note the difference in scales between a) and b). Corresponding plot of coefficient of variation of storage moduli is shown in Figure 6.22.

Damping coefficients estimated from the Monte Carlo experiment when varying the frequency of excitation between 60 Hz and 200 Hz are shown in Figures D.14 and D.15. Like previous results, $s_{G_{13}}$ was most accurately estimated when using the five-parameter formulation. One interesting result to note is that, despite the higher rate of convergence of the five-parameter formulation at higher frequencies (see Table 6.7), estimated values of $s_{E_{3}}$ vary more at higher frequencies. Therefore, convergence of the method does not necessarily ensure accuracy, at least with the imaginary part of the moduli.

Figure D.14: Box plots of estimated damping coefficients ($s_{E_{1}}, s_{E_{3}}, s_{G_{12}}$ and $s_{G_{13}}$) from all converged Monte Carlo simulations, using the five-parameter formulation, for frequencies between 60 Hz - 200 Hz. The reference value is shown as a red dotted line. Corresponding storage moduli are shown in Figure 6.24.
Overall, trends in damping coefficients estimated from the anisotropic optimised VFM follow closely those seen in the storage moduli presented in Chapter 6. Damping coefficients were estimated accurately for $G_{13}$ in the presence of noise for the cantilever beam, phantom and LV models. Conversely, $s_{E_3}$ was consistently inaccurate and showed large variance. Errors (expressed as a percentage) were much larger for damping coefficients than for estimated storage moduli. Therefore, the implementation of the optimised VFM, which produces complex moduli, may not accurately estimate damping coefficients in the presence of Gaussian noise, except for that of $G_{13}$. 
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