
 
 

Libraries and Learning Services 
 

University of Auckland Research 
Repository, ResearchSpace 
 

Copyright Statement 

The digital copy of this thesis is protected by the Copyright Act 1994 (New Zealand). 

This thesis may be consulted by you, provided you comply with the provisions of 
the Act and the following conditions of use: 

 

• Any use you make of these documents or images must be for research or 
private study purposes only, and you may not make them available to any 
other person. 

• Authors control the copyright of their thesis. You will recognize the 
author's right to be identified as the author of this thesis, and due 
acknowledgement will be made to the author where appropriate. 

• You will obtain the author's permission before publishing any material 
from their thesis. 

 

General copyright and disclaimer 
 

In addition to the above conditions, authors give their consent for the digital 
copy of their work to be used subject to the conditions specified on the Library 
Thesis Consent Form and Deposit Licence. 

 

 

http://www.library.auckland.ac.nz/sites/public/files/documents/thesisconsent.pdf
http://www.library.auckland.ac.nz/sites/public/files/documents/thesisconsent.pdf
http://www.library.auckland.ac.nz/services/research-support/depositing-theses/licence-summary


 
 

 

 

 

 

 

An Arbitrage Cost Band  

Hypothesis and Its Implications 

 

 

 

 

Helen Huixian Zhang 

 

 

 

 

 

A thesis submitted in fulfilment of the requirements for the degree of  

 Doctor of Philosophy in Economics 

The University of Auckland 

2018 



ii 
 

Abstract 

This dissertation proposes an arbitrage cost band hypothesis to deepen the understanding of the 

anomaly of the nominal exchange rate and elucidates its implications in practice. The primary 

assumption of this arbitrage cost band hypothesis is that non-zero and unavoidable arbitrage 

costs in practice tend to cause a non-profitable price gap for arbitraging across international 

markets.  

It is this non-profitable price gap that invalidates the purchasing power parity (PPP) in 

international goods and services markets, the uncovered interest rate parity (UIP) in 

international capital markets, and the covered interest rate parity (CIP) in the foreign exchange 

markets, hence, disconnects the short-term volatility of the nominal exchange rate from the 

macro-economic fundamentals. Also, it is probably this non-profitable price gap that induces 

the purchasing power parity (PPP) puzzle, the uncovered interest rate parity (UIP) puzzle, and 

the exchange-rate disconnect puzzle.  

Therefore, this dissertation is composed of three chapters. The first chapter focuses on the 

arbitrage cost in the international goods and services market and attempts to calculate a least 

non-profitable exchange rate band with bilateral international trade data. The second chapter 

begins with an empirical failure of the UIP and demonstrates a possible existence of the open 

policy trinity of monetary independence, a fixed exchange rate regime and an open capital 

market in both theory and practice. The third chapter illustrates that non-fundamental (pure-

currency) traders may dominate the currency trading, influence the primary fluctuation of the 

exchange rate, and disconnect the exchange rate from the fundamentals in the foreign exchange 

market. 

In short, the arbitrage cost band hypothesis assumes that arbitrage costs hinder arbitraging and 

leave a non-profitable price gap across international markets. The non-profitable price gaps 

across international goods and services markets and capital markets are reflected as a non-

profitable exchange rate band in the foreign exchange market. Within the non-profitable 

exchange rate band, the nominal exchange rate is mainly driven by the behaviour of non-

fundamental (pure-currency) traders and nearly follows a random walk. Hence, the results of 

this dissertation suggest that the non-zero arbitrage costs might be the key to understanding the 

puzzling behaviour of the nominal exchange rate. 
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There may well be branches of [economics] theory where assumptions may be both 

manageable and realistic.    

R.H. Coase, the Nature of the Firm, Economica (1937) 

 

Introduction 

The purchasing power parity (PPP), the uncovered interest rate parity (UIP), and the covered 

interest rate parity (CIP) are the cornerstones of international macroeconomics. These three 

parities are all derived from the law of one price (LOOP). The LOOP posits that, in the absence 

of any impediments to trade, identical goods should be sold at an identical price in different 

markets. Since the core driving force of the LOOP is arbitraging, it is worth noting that there 

are some assumptions hidden in the concept of the LOOP, such as zero arbitrage cost and 

perfect competition (Officer, 1986; Newman, Milgate, & Eatwell, 1992; Pippenger & Phillips, 

2008). Because arbitraging is often costly in practice and a perfectly competitive market is very 

rare in reality, numerous empirical evidence shows that the LOOP has been violated in most 

cases (Froot, Kim, & Rogoff, 19951). As a consequence, both the PPP and the UIP are hardly 

found to hold in empirical research, especially in the short run (Engel, 2000; Miller, 2014; 

Berka & Devereux, 20132). More recently, even the historically held CIP has been found 

violated since the 2007 financial crisis (Borio, McCauley, McGuire, & Sushko, 2016; Rime, 

Schrimpf, & Syrstad, 20173). Therefore, it might be time to recognise and accept these stylised, 

invalid parities in international macroeconomics.  

With an acceptance of the invalid PPP, UIP, and CIP conditions, this dissertation proposes an 

arbitrage cost band hypothesis and investigates its implications in practice. The primary 

assumption of the arbitrage cost band hypothesis is that non-zero and unavoidable arbitrage 

                                       
1 Also see Parsley and Wei (1996) Akram, Rime, and Sarno (2009), Bae, Li, and Shi (2009), Juvenal and Taylor 

(2008), Engel and Rogers (1994), and Isard (1977). 
2 Also see Kim and Lima (2010), M. P. Taylor and McMahon (1988), Froot and Rogoff (1994), Frenkel (1978), 

Murray and Papell (2002), Apte, Sercu, and Uppal (2004); Boschen and Smith (2016), Nirmali and Rajapakse 

(2016), Rabitsch (2016), Lothian (2016), Ames, Bagnarosa, and Peters (2015), Lothian and Wu (2011), Bekaert, 

Wei, and Xing (2007), and Pikoulakis and Wisniewski (2012). 
3 Also see Brauning and Puria (2017), Du, Tepper, and Verdelhan (2017), and Sushko, Borio, McCauley, and 

McGuire (2017). 
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costs in practice tend to cause a non-profitable price gap for risk-free arbitraging across markets. 

The non-profitable price gap between homogenous goods, services, and financial products 

across international markets will generate a non-profitable exchange rate band for risk-free 

arbitraging (as illustrated in chapter one). This non-profitable exchange rate band may give 

leeway for the open policy trinity to hold simultaneously in practice (as demonstrated in chapter 

two). It is also the non-profitable exchange rate band that offers a possibility for the 

randomness-like fluctuation of the nominal exchange rate in the foreign exchange market (as 

indicated in chapter three). 

Compared with other research papers, the concept of the arbitrage cost in this dissertation is 

relatively broader. It is defined as a function of all possibly involved costs while arbitraging 

across markets. The arbitrage costs include not only the observable costs, such as transportation 

costs, transaction costs, tariff, tax, and insurance, but also the unobservable costs, such as risk 

premium, information search costs, and arbitraging time (Pippenger & Phillips, 2008, p. 919). 

The proportion of arbitrage costs to the price determines the width of the price gap between 

identical products across markets. The higher proportion of the arbitrage costs to the price is, 

the wider the price gap could be.  

Conventionally, the international markets are divided into three categories, international goods 

and services markets, international capital markets, and foreign exchange (FX) markets. 

Accordingly, the arbitrage cost band can be separated into three layers. The first arbitrage cost 

layer refers to the arbitraging across international goods and services markets. Since the first 

layer may relate to the PPP puzzle, I name it as the PPP layer. Due to the UIP condition in the 

international capital markets, I call the second arbitrage cost layer the UIP layer. The third layer 

can be connected to the CIP condition in the foreign exchange markets, so I refer to it as the 

CIP layer. 

Although arbitrage costs can vary tremendously for different products, arbitraging is generally 

more costly in international goods and services markets than in capital markets and foreign 

exchange markets. As a consequence, the PPP layer should be the widest arbitrage cost band 

among the three layers, while the CIP layer is observably the narrowest one and can be as thin 

as non-existent in certain circumstances. Moreover, if all of the PPP, UIP, and CIP layers are 

as thin as non-existent, the PPP, UIP, and CIP conditions will be expected to hold. 

Consequently, with the held PPP, UIP, and CIP conditions, the movement of the nominal 
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exchange rate might be less unpredictable and closely connect with the fundamentals as 

indicated in the mainstream models.  

In this dissertation, currency traders represent the “end-users” of the currency trading, rather 

than dealers or brokers referred in Cheung and Chinn’s (2001) paper. The currency trade of the 

end-users is not observable market-wide but might be reflected in dealers/brokers’ trading. For 

instance, the currency trade of a bank/dealer/broker will reflect international trade when a 

businessman/company exchanges currency to pay for international goods/services via that 

bank/dealer/broker. 

Furthermore, according to the primary purposes of currency trading, the currency traders are 

catalogued into four types: trade-driven, investment-driven, monetary-policy-driven, and the 

rest. Trade-driven currency traders (TT) trade currencies, presuming to pay for international 

trades and services. Investment-driven currency traders (IT) are assumed to exchange 

currencies mainly for international investment. Monetary-policy-driven traders (MT) are 

monetary authorities, such as central banks, which trade currencies to intervene the foreign 

exchange market. The rest is classified as pure-currency traders (PT), if, and only, if they trade 

currencies exclusively for currencies rather than international trade and investment, and they 

do not represent monetary authorities. It is worth noting that the pure-currency traders are not 

necessarily all speculators. They can be investors referred to in other papers as well. 

The main profit of international trade and investment is assumingly from trade and/or 

investment rather than currency trading. Thus, the trade-driven and investment-driven traders 

are more likely to consider the currency as a medium of exchange to complete their 

international transactions rather than a profitable asset. On the contrary, the pure-currency 

traders expect to buy a currency at a lower price and sell it at a higher price to make a profit 

from the difference of the nominal exchange rates. Moreover, as explained in Chapter 3, 

currency-profit-driven traders usually need a round-trip currency trading to realise their profits, 

while most of non-pure-currency traders just need a single-trip currency trade to fulfil their 

currency needs. 
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Another characteristic of the foreign exchange market is that the trading leverage ratio can be 

as high as 200:14. A 200:1 leverage ratio means that, to trade USD 2,000,000 would only need 

a deposit of USD 10,000 in the margin account. With a standard trading of 100,000 units of 

currency, the pure-currency traders may trade extremely frequently at a relatively huge amount, 

such as buy and sell 1,000,000 US dollars within five seconds5. Therefore, it is reasonable to 

assume that the trade-driven and investment-driven demands for currency trading are less 

elastic than the demands from pure-currency traders. 

In general, the delivery of the products will take longer, and the prices are stickier in the 

international goods and services markets than in the capital markets. Due to less trading hours 

in capital markets than in the foreign exchange markets, the prices of financial assets in capital 

markets may be stickier than the currency derivatives in the foreign exchange markets. Thus, 

under the same condition, the deviations of the PPP are observably more persistent than the 

deviations of the UIP, and the deviations of the UIP are seemingly more persistent than the 

CIP.  

Additionally, the arbitrage cost band hypothesis implicitly assumes that a unique equilibrium 

point of the nominal exchange rate hardly exists, even in the long run, unless the arbitrage costs 

diminish to zero. Under a market clearing condition, buyers and sellers trade currencies at an 

agreed nominal exchange rate, which will be the realised nominal exchange rate. Thus, this 

realised nominal exchange rate is assumed to be determined directly and predominantly by the 

demand and supply of the currencies in the foreign exchange market. We may, nonetheless, 

call this realised nominal exchange rate a temporary equilibrium6. Following the dynamic 

demand and supply of the currency in the foreign exchange market, there might be a lot of 

temporary exchange rate equilibria within the arbitrage cost band. 

                                       
4 Kesavan Balasubramaniam, How does leverage work in the forex market? May 25, 2017 — 6:47 PM EDT, 

Investopedia: http://www.investopedia.com/ask/answers/06/forexleverage.asp . 
5 According to the bank for international settlements (BIS), “high-frequency trading in the foreign exchange 

market operates on high volume but small order sizes, low margins, low latency (with trade execution times 

measured in milliseconds) and short risk holding periods (typically well under five seconds)” (Markets Committee, 

2011, p. 1). 
6 “Temporary general equilibrium views the dynamic evolution of an economy as taking place sequentially in 

calendar time, with decisions being made and equilibrium being achieved at each date in the light of the traders’ 

expectations about the future” (Grandmont, 2008). Supply and demand in temporary equilibrium depend on the 

information in the past and expectations on the future (Grandmont, 1991), and a temporary equilibrium means 

that all spot markets clear with decisions made by traders (Dreze, 2016). 

http://www.investopedia.com/ask/answers/06/forexleverage.asp
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In short, the arbitrage cost band hypothesis assumes that: 

− Potential arbitrage costs tend to leave a non-profitable price gap among identical 

products across markets. 

− In international markets, there are three layers of the arbitrage cost band, the PPP layer, 

the UIP layer, and the CIP layer. 

− Among these three layers, the PPP layer is the widest and most persistent arbitrage cost 

band and offers a possibility for randomness-like fluctuation of the nominal exchange 

rate. 

− The UIP layer may give leeway to the simultaneous existence of the open policy trinity 

in practice. 

− The fluctuation of the nominal exchange rate follows the demand and supply of the 

currency in the foreign exchange market. 

The remainder of the dissertation is arranged as follows. The first chapter is to introduce the 

arbitrage cost band hypothesis and to set up a PPP layer. The second chapter starts with a failed 

UIP condition to demonstrate the possible existence of the trinity in practice. The third chapter 

shows how the non-fundamental (pure-currency) trading may dominate the movements of the 

market nominal exchange rate. Following the results of the three chapters, a conclusion will be 

drawn to complete the dissertation. 
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CHAPTER 1   Arbitrage Cost Band Hypothesis and the PPP 

Layer 

 

Abstract: This chapter proposes an arbitrage cost band hypothesis and applies it to the PPP 

layer arbitrage cost band in international goods and services markets. The empirical results 

show that the boundaries of the PPP layer are cointegrated with the nominal exchange rate at a 

significance level of 1%. The width of the PPP layer arbitrage cost band is most likely to be 

impacted by the value of arbitrage costs. The higher the arbitrage costs, the wider the PPP layer 

tends to be. 

 

1.1 Introduction 

Since Cassel (1918) formally proposed the concept of purchasing power parity (PPP)7 in 1918, 

the variant PPP theory has become a deep-seated belief under the skin of many international 

economists (Dornbusch, Krugman, & Cooper, 1976). Despite the empirical failure of the PPP 

for almost one hundred years8, most economists still instinctively believe in somewhat of a 

PPP variation as an anchor for the long-run real exchange rates (Dornbusch, 1976a; Rogoff, 

1996). Moreover, some international economists employ the PPP as a cornerstone in their 

exchange rate models even without consciously doing so.  

The PPP theory is based on the law of one price (LOOP). The LOOP states that, in the absence 

of any impediments to international trade, such as transportation costs and tariffs, identical 

traded goods should have an identical price in a common currency across countries 

(MacDonald, 2007; M. P. Taylor, 2006). It is a well-known fact that the LOOP has rarely 

gained support from empirical research9. Froot, Kim and Rogoff (1995, p. 23) find that “the 

magnitude and persistence of deviations from the law of one price (LOOP) are not dramatically 

                                       
7 The PPP concept refers to a variant of the absolute PPP in this dissertation unless there is any special clarification. 
8 According to Officer (1976a), the first empirical PPP test was run by Cassel in 1918.  
9 See Isard (1977), Froot et al. (1995), Parsley and Wei (1996), Akram et al. (2009), Engel and Rogers (1994), 

Giulietti, Iregui, and Otero (2015), Glushenkova and Zachariadis (2016). 
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different today than they were during the Middle Ages”. Even the prices of identical products 

are labelled differently in various IKEA shops (Baxter & Landry, 2012), and identical 

electronic books are sold for various prices online (Gorodnichenko & Talavera, 2014).  

Furthermore, Engel (1999) claims that almost all of the relative PPP deviations can be 

explained by the deviations of the LOOP. Therefore, if the failure of the PPP is an unavoidable 

consequence of the failure of the LOOP, the obstacles failed the LOOP may fail the PPP as 

well. 

There are several main obstacles for the LOOP to hold in practice. Firstly, arbitraging, as the 

main driving force of the LOOP, is assumed to be costless (Cassel, 1916; 1918; Newman et al., 

1992; MacDonald, 2007; Pippenger & Phillips, 2008). However, arbitraging is often costly in 

practice and can be inhibited by information asymmetry (Alessandria & Kaboski, 2011; De 

Roure & Tasca, 2014) and find difficulty in resale (Pippenger & Phillips, 2008). Secondly, a 

hidden assumption of the LOOP is that the market is perfectly competitive, which is very rare 

in reality. Imperfect competition makes it possible for sellers to charge different prices for 

identical products across shops, not to mention differentiated products across countries. 

Krugman (1986) introduces a concept of pricing-to-market (PTM) to describe this phenomenon 

in international markets. Benigno and Thoenissen (2003) claim that a monopolistic producer 

can price differently for its products across locations. Moreover, Betts and Devereux (1996; 

2000) found that a presence of PTM can magnify the variability of the exchange rate. Thirdly, 

non-tradable components of the tradable goods might vary across countries (Obstfeld & Rogoff, 

1996, p. 203). Hence, the Balassa-Samuelson (B-S) effect (Balassa, 1964; Samuelson, 1964) 

can be found in the price differentials of identical tradables as well. Furthermore, differences 

in tastes, cultures, climates, price structures, product availability, and income levels may also 

invalidate the LOOP (OECD/Eurostat, 2012).  

Except for the invalidity of the LOOP, to construct a comparable index for the PPP comparison 

across countries, more impediments need to be considered.  

The first concern is identical goods and their weights in the goods-basket. The goods included 

in different countries’ goods-baskets should be identical and perfectly substitutable, which is 

very unlikely to be the case in practice (MacDonald, 2007). For example, a taste bias to home-

produced goods will make home-produced and foreign-produced identical products imperfect 



8 
 

substitutes (Benigno & Thoenissen, 2003). Also, the weights of identical goods might not be 

the same in the comparable indices reported by different countries.  

The second consideration is the choice of a base year. Researchers either arbitrarily pick a 

general stable period as a base year (Katseli, 1979) or let the data choose an appropriate base 

year by introducing a constant term (Genberg, 1978). Choosing a base year means that the PPP 

is unrealistically assumed to hold during that year (Genberg, 1978; Katseli, 1979; Rogoff, 

1996). Many researchers have realized that the base year issue may cause a serious 

interpretation problem (Genberg, 1978; Katseli, 1979; Officer, 1976a).  For example, Rogoff 

(1996) claims that the assessment of the overvaluation of the peso with only relative PPP 

measures is very sensitive to the choice of the base year.  

The third element in the PPP computation is the selection of the numeraire currency/standard 

country. Empirical results of the PPP tests are very sensitive to the choice of a numeraire 

currency (Papell & Theodoridis, 2001). Some researchers, for instance, find that evidence of 

the PPP is much stronger when the German Mark (DM) rather than the U.S. dollar (USD) was 

the numeraire currency (Jorion & Sweeney, 1996; Papell, 1997b; Papell & Theodoridis, 2001). 

Officer (1976a) suggests that the US is an appropriate choice as a standard country for testing 

a broad group of countries’ PPP, but the strongest trade and payment bonded country should 

be the optimal standard country for individual-country analysis. 

The fourth difficulty in empirical PPP research is how to choose a proper index among different 

indices such as CPI, PPI, WPI, TPI, GNP and GDP. There is no consensus on which particular 

index should be employed in testing the PPP.  Some researchers claim that because purchasing 

power parity is a macroeconomics concept and should be measured by a relatively broadly 

based index, CPI or GDP/GNP should be employed in the PPP tests (Genberg, 1978). Others 

argue that the indices used in testing PPP should only include traded goods because of the 

Balassa-Samuelson effect (Xu, 2003). Moreover, some researchers attempt to test the PPP 

through testing the LOOP over longer periods, such as Ejrnaes and Persson (2000), Froot, Kim 

and Rogoff (1995), and Juvenal and Taylor (2008).  

In fact, even without all of the impediments mentioned above, the PPP is still not a good proxy 

for the nominal exchange rate. The PPP theory assumes that only international trade drives the 

demand and supply of currency entirely (OECD/Eurostat, 2012). This assumption might have 
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been reasonable at Cassel’s time, but it is inappropriate at a time when the currency demand 

derived from international trade is just a small fraction of the foreign exchange market (Berka, 

Devereux, & Engel, 2012, p. 179). Other needs of currency trading could come from 

international investment, government intervention, and pure-currency traders10, especially. 

Therefore, although the Eurostat-OECD PPP programme overcomes some of the above-

mentioned problems (Berka & Devereux, 2013), it still emphasizes that their “PPPs are not 

designed for assessing potential undervaluation or overvaluation of currencies or use as 

equilibrium exchange rates” (OECD/Eurostat, 2012, p. 37). 

To conclude, the empirical failure of the LOOP and PPP suggests that more exchange rate 

models need to be considered without holding the PPP assumption. The plausible models must 

accept the price gaps caused by arbitrage costs and the deviations of the PPP (Hakkio, 1984). 

The models also should capture the fact that exchange rates are asset prices and primarily 

driven by traders’ expectations (Engel, Mark, & West, 2008). In light of these suggestions, this 

dissertation proposes an arbitrage cost band hypothesis to recognize the price gaps and to 

theoretically point out the possibility for short-term fluctuations of the nominal exchange rates 

in practice. 

Except for the proposition of the arbitrage cost band hypothesis, this chapter also attempts to 

illuminate the arbitrage cost band of the PPP layer in the international trades and services 

markets. Since another principle assumption of the PPP is that “all goods are internationally 

tradable” (OECD/Eurostat, 2012, p. 28), the calculation of the PPP layer will be limited to 

internationally traded goods and services recorded by sample countries.  

The remainder of this chapter is arranged as follows. Section 1.2 introduces the motivation and 

mechanism underlying the arbitrage cost band hypothesis. Section 1.3 describes employed data. 

Section 1.4 presents the arbitrage cost band—the PPP layer in the international goods and 

services market. Section 1.5 concludes.  

                                       
10 The composition of currency traders will be discussed in chapter three.  
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1.2 Arbitrage Cost Band Hypothesis 

1.2.1  Motivation  

The arbitrage cost band (ACB) hypothesis is based on the presence of arbitrage costs while 

arbitraging across markets. “Transaction costs” is quite an old notation in international 

economics11. Some researchers have used transportation/transaction costs to rationalize the 

deviations from the PPP. For example, Dumas (1992) demonstrates a no-shipping cone caused 

by transportation costs in international trade. Sercu, Uppal and van Hulle   (1995) deduce a no-

trade region induced by transaction costs from one country to another. Obstfeld and Taylor 

(1997) develop a threshold autoregressive (TAR) model to capture the nonlinear behaviour of 

exchange rates inside and outside a band generated by transportation costs and other trade 

barriers.  By employing a TAR model, Berka (2009) finds that price-to-weight and price-to-

volume ratios of traded goods significantly impact the width of a no-arbitrage band. Several 

researchers even propose more sophisticated TAR-kind models to catch various converging 

speeds of the exchange rates related to a threshold value, such as the exponential smooth 

transition autoregressive (ESTAR) model (Michael, Nobay, & Peel, 1997).  

Moreover, Dumas (1992, p. 177) claims that “the probability of a move of the relative price 

from parity is larger than that of a move toward parity” within a no-shipping band. Obstfeld 

and Taylor (1997) also find that relative international prices can fluctuate without any tendency 

of central convergence within the commodity points12. However, their thorough analysis seems 

to indicate that they think there is an equilibrium point for exchange rates to converge toward. 

For instance, Sercu, Uppal and Hulle (1995, p. 1309) model a transaction cost band for nominal 

exchange rates, but they claim that “the nominal exchange rate moves within a band around 

the nominal purchasing power parity value”. Even MacDonald (2007) observes that the PPP 

deviations are long-lived and the real exchange is equivalent to a random walk within a defined 

transaction cost band, but he still assumes that it is only a time issue for real exchange rates to 

mean revert.  

Based on the puzzling empirical results, Rogoff (1996) concludes that the real exchange rate 

does seem to mean revert in the long run, but with extremely slow speed and substantial 

                                       
11 In 1916, Heckscher posited the notation of transaction costs in the journal of “Ekonomisk Tidskrift” (the 

Scandinavian Journal of Economics) (see Obstfeld & Taylor, 1997; Juvenal & Taylor, 2008; MacDonald, 2007). 
12 Commodity points are interpreted as a result from concrete shipping costs, trade barriers, sunk costs and the 

tendency of traders responding to sufficiently big price differentials (Obstfeld & Taylor, 1997). 
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volatility in the short run, which is known as the PPP puzzle. Obstfeld and Taylor (1997) also 

report that the large deviations of the real exchange rates are band reverting while the small 

ones are not, especially when real exchange rates are within the no-arbitrage band. M.P. Taylor, 

Peel and Sarno (2001) find that the half-lives are nearly one year for large shocks, while, 

confusingly, the half-lives remain in the range of three to five years for 1-5 percent of the small 

shocks. More recently, Huang and Yang (2015) surprisingly found that the real exchange rates 

in eleven Eurozone countries show less evidence on mean-reverting in a post-euro period than 

a pre-euro period. In Berka and Devereux’s (2013) and Berka, Devereux, and Engel’s (2018) 

work, the real exchange rate is also explicitly persistent and shows no sign of erosion among 

Eurozone members from 1995 to 2009 (although mean-reverting is not the focus of their 

papers).  

More modern econometric methodologies and country data are employed to investigate the 

property of the real exchange rate but provide rather similar findings. Zheng (2015) employs a 

Bayesian dynamic linear model (DLM) incorporated with external dynamic information to test 

the PPP and finds that the German-US real exchange rate is likely to wander randomly during 

the sample period 1974Q1-2001Q4. By using a panel cointegration method, Robertson, Kumar, 

and Dutkowsky (2014) find that the strong-form PPP13 is generally rejected, but the PPP seems 

to hold for actively traded goods between the US and Mexico. Su, Cheung, and Roca (2014) 

reject the PPP with a wild-bootstrapped nonlinear unit root test on 61 countries over the 1994 

to 2012 period. They also find that the variance of the real exchange rate is non-linear, time-

varying, and country-varying. 

With more powerful econometric methods, some researchers claim positive evidence for the 

PPP to hold in their samples. For example, Astorga (2012) finds that the half-life of the real 

exchange rate deviations is shortened from 3-5 years to an average of 1.5 years for Argentina, 

Brazil, and Chile after accounting for trends and structural breaks. Bahmani-Oskooee et al. 

(2014), Bahmani-Oskooee et al. (2015), and Ariff and Zarei (2016) state that the PPP holds at 

least for several of their sample countries by employing panel unit root and cointegration tests. 

Bahmani-Oskooee et al. (2017) report that running a two-quantile unit root test on the data of 

seven eastern European countries provides evidence to support the PPP over the period 

                                       
13 “In particular, its [the strong-form PPP’s] emphasis on panel unit root testing of the real exchange rate imposes 

a homogeneous unit value for the implied cointegrating vector between nominal exchange rates and price ratios, 

or equivalently prices between two countries expressed in the same currency.” (Robertson et al., 2014, p.242)   
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1998M1 to 2015M3. Ma, Li, and Park (2017) find the PPP is more supportive for China, Japan, 

and South Korea in a quantile unit root test than in conventional unit root tests.  

However, as an alternative test for the PPP hypothesis, mean-reverting means that the real 

exchange rate literally reverts to its mean rather than the PPP equilibrium. A mean reversion 

of the real exchange rate is only a necessary condition for the long-run PPP to hold (A. M. 

Taylor & Taylor, 2004), and a price convergence need not imply price equality (Obstfeld & 

Taylor, 1997). Therefore, the PPP might be a useful approximation as a long-run proposition 

(Schnatz, 2007; Lothian, 2016), but it may be too hasty to jump directly from the evidence of 

real exchange rate mean-reverting to the conclusion that the PPP holds in the long run. 

To conclude, the stylised fact on the deviation of the PPP is that it does converge to its mean 

level with a nonlinear manner in the long run, but in the short run, the deviation can be 

extremely volatile and behaves more like a random walk. In fact, this conclusion is just the PPP 

puzzle stated in other words (see Rogoff, 1996). Therefore, in light of theoretical and empirical 

research mentioned above, I propose an arbitrage cost band hypothesis to combine and explain 

the behaviour of the nominal exchange rate. 

1.2.2 Outline of the arbitrage cost band hypothesis 

The main assumption of the arbitrage cost band hypothesis is that potential arbitrage costs tend 

to leave a non-profitable price gap among identical products across markets. This non-

profitable price gap is named as an arbitrage cost band. The arbitrage cost band can be separated 

into three layers in international markets. The PPP layer in the international goods and services 

market, the UIP layer in the international capital market, and the CIP layer in the foreign 

exchange market.  

The PPP layer should be the most persistent and widest one among these three layers because 

arbitraging is more costly in international goods and services markets. Whereas arbitraging in 

the foreign exchange market involves fewer intermediate instruments and takes a shorter time. 

As a consequence, the CIP layer in the foreign exchange market is supposed to be the thinnest 

and may disappear in certain circumstances. Moreover, arbitraging across international goods 

and services markets generally takes longer than arbitraging in the capital and foreign exchange 

markets. The arbitraging time lag, and the width of the PPP layer, may offer a possibility for 
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randomness-like fluctuation of the nominal exchange rate and show disconnections with the 

fundamentals in the short run.  

Furthermore, recognising the arbitrage cost and the UIP layer in the international capital market 

may give leeway to the simultaneous coexistence of the three dimensions of the open policy 

trinity/trilemma in practice. The open policy trinity/trilemma posits that monetary 

independence, a fixed exchange rate regime, and an open capital market cannot be achieved 

simultaneously. The UIP is assumed to hold in deducing the proposition of the open policy 

trinity, but as a matter of fact, the UIP, like the PPP, is also generally rejected in empirics. 

Therefore, relaxing the UIP assumption may influence the key conclusion of the open policy 

trinity. 

Following the core of the traditional flow method in exchange rate modelling, the arbitrage 

cost band hypothesis also assumes that the exchange rate is actually determined by the 

interaction between the currency demand and supply in the foreign exchange market (see 

Gandolfo & Federici, 2016, p. 336; Brauning & Puria, 2017). Hence, although the demand and 

supply of the currency in the foreign exchange market might be impacted by the supply and 

demand in its issued country (Brauning & Puria, 2017), the fluctuation of the nominal exchange 

rate should be directly influenced by the changes in the demand and supply of the currency in 

the foreign exchange market rather than in its issued country.  

Therefore, in section 1.2.3, I shall explain how the PPP layer is formed in the international 

goods and services market. This mechanism can also be applied to the formation of the UIP 

and CIP layers in chapters 2 and 3. 

1.2.3 Mechanism 

Let us begin with a simple model of “two-country with one internationally tradable good”, and 

then extend it to a model of “two-country with n internationally tradable goods”.  

Before I start modelling, three assumptions in the model are worth noting.  

− A national currency is assumed to circulate only in its own issued country.  
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− Arbitrageurs are assumed to be price takers, who take all of the prices as exogenous, 

including the nominal exchange rate and arbitrage costs14.  

− The arbitrage cost band is assumed to be formed by all the internationally traded goods.

1.2.3.1  Two-country model with one internationally tradable good 

As the section title indicates, only one tradable good is assumed to have the potential to be 

traded between country i and country j. The prices of all goods are in local currency and 

determined by the demand and supply of the goods in the local market. Arbitrageurs will have 

incentives to arbitrage between country j and country i, if, and only, if the arbitraging benefits 

exceed the costs. Therefore, there will be three scenarios: I. Country i imports goods from 

country j; II. Country j imports goods from country i; III. No international arbitraging (trade).  

Scenario I: Country i imports goods from country j 

If the retail price 𝐶𝑃𝑖 in country i is greater than the wholesale price 𝑊𝑃𝑗  in country j plus the 

arbitrage cost 𝑐𝑗𝑖, arbitrageurs will transfer goods from country j to country i. The arbitrage cost 

𝑐𝑗𝑖 is defined as a proportion of the retail price of a good in its produced country. This condition can 

be expressed as the following inequality: 

 

𝐶𝑃𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃𝑗 ∗  (1 + 𝑐𝑗𝑖)                                        (1.1) 

Where 𝑆𝑖𝑗 denotes the nominal exchange rate in terms of country i’s currency per unit of 

country j’s currency. It is worth noting that each good is priced in the local currency in 

this chapter. 

Scenario II: Country j imports goods from country i 

Similarly, if the retail price 𝐶𝑃𝑗 in country j is higher than the wholesale price 𝑊𝑃𝑖 in country 

i plus the arbitrage cost 𝑐𝑖𝑗. We can deduce a similar formula as inequality (1.1).  

 

𝑊𝑃𝑖 ∗  (1 + 𝑐𝑖𝑗) < 𝑆𝑖𝑗 ∗  𝐶𝑃𝑗                                        (1.2) 

                                       
14 Due to the main concern of this chapter, I exclusively focus on the arbitrage happening in international goods 

markets in the model. The arbitrage in international financial markets will be considered in the second chapter. 
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Scenario III: No international arbitraging (trade) 

If the price gap between country i and country j is not sufficient to compensate arbitraging 

costs, there will be no arbitraging (trade) across countries. Combining inequalities (1.1) and 

(1.2), a no-arbitrage condition can be deduced as follows:  

 

                                
1

 (1+𝑐𝑗𝑖)
 ∗  

 𝐶𝑃𝑖

 𝑊𝑃𝑗 <   𝑆𝑖𝑗 < (1 + 𝑐𝑖𝑗) ∗
𝑊𝑃𝑖

𝐶𝑃𝑗                                (1.3) 

It is worth mentioning that inequality (1.3) is consistent with the “no-trade region” in Sercu, 

Uppal and Van Hulle’s paper (1995, p. 1314). The underlying intuition is the same in two 

models, but the modelling is quite different. They model the no-trade region by maximising 

aggregate utilities with an assumption of complete financial markets (Sercu et al., 1995, pp. 

1311-1314). While in this chapter the modelling is much simpler and without the complete 

financial market assumption.  

Furthermore, from scenarios I, II, and III, we can draw a conclusion that, if international 

arbitraging (trade) is happening, a stop-arbitraging boundary must be either a lower 

boundary 𝑆𝑖 or an upper boundary 𝑆𝑗. 

 

 𝑆𝑖 =
1

 (1+𝑐𝑗𝑖)
 ∗  

 𝐶𝑃𝑖

 𝑊𝑃𝑗                                                (1.4) 

Or, 

𝑆𝑗 = (1 + 𝑐𝑖𝑗) ∗
𝑊𝑃𝑖

𝐶𝑃𝑗                                               (1.5) 

More precisely, when country i imports from country j, 𝑆𝑖 in equation (1.4) will be the critical 

lower boundary; when country j imports from country i, 𝑆𝑗 in equation (1.5) applies as the 

critical upper boundary. 

1.2.3.2 Two-country model with n internationally tradable goods  

With more than one internationally tradable good, there might be scenarios with mixed imports 

and exports of different goods between two countries, but in all scenarios, the formula of the 

arbitrage condition will be the same for each good. Hence, for simplicity, I shall still analyse 
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the “two-country with two tradable goods” model and “two-country with n tradable goods” 

model in a three-scenario framework.  

By adding subscript 1 or 2 on the price and cost variables in a “two-country with one tradable 

good” model, we can easily deduce a “two-country with two tradable goods” model in a three-

scenario set as in section 1.2.3.1.  

Scenario I: Country i imports goods from country j 

𝐶𝑃1
𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃1

𝑗
∗  (1 + 𝑐1

𝑗𝑖
)                                           (1.6) 

𝐶𝑃2
𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃2

𝑗
∗  (1 + 𝑐2

𝑗𝑖
)                                           (1.7) 

Where 𝐶𝑃1
𝑖 , 𝐶𝑃2

𝑖 are the retail prices of goods 1 and 2 in country i, respectively; 𝑊𝑃1
𝑗
, 𝑊𝑃2

𝑗
 

are the wholesale prices of goods 1 and 2 in country j, respectively; the 𝑐1
𝑗𝑖

, 𝑐2
𝑗𝑖

 are the 

arbitrage costs for goods 1 and 2, respectively.  

Scenario II: Country j imports goods from country i 

𝑊𝑃1
𝑖 ∗  (1 + 𝑐1

𝑖𝑗
) < 𝑆𝑖𝑗 ∗  𝐶𝑃1

𝑗
                                         (1.8) 

𝑊𝑃2
𝑖 ∗  (1 + 𝑐2

𝑖𝑗
) < 𝑆𝑖𝑗 ∗  𝐶𝑃2

𝑗
                                         (1.9) 

Where 𝐶𝑃1
𝑗
, 𝐶𝑃2

𝑗
 are the retail prices of goods 1 and 2 in country j, respectively; 𝑊𝑃1

𝑖 , 𝑊𝑃2
𝑖 

are the wholesale prices of goods 1 and 2 in country i, respectively; the 𝑐1
𝑖𝑗

, 𝑐2
𝑖𝑗

 are the 

arbitrage costs for goods 1 and 2, respectively.  

Scenario III: No international arbitraging (trade) 

Combining inequalities (1.6) and (1.8), we have a no-arbitrage band for good 1. 

1

 (1+𝑐1
𝑗𝑖

 )
 ∗  

𝐶𝑃1
𝑖

𝑊𝑃1
𝑗  <   𝑆𝑖𝑗 <   (1 + 𝑐1

𝑖𝑗
) ∗

𝑊𝑃1
𝑖

𝐶𝑃1
𝑗                                (1.10) 

Similarly, we can deduce a no-arbitrage band for good 2 from inequalities (1.7) and (1.9). 

1

 (1+𝑐2
𝑗𝑖

 )
 ∗  

𝐶𝑃2
𝑖

𝑊𝑃2
𝑗  <   𝑆𝑖𝑗 <  (1 + 𝑐2

𝑖𝑗
) ∗

𝑊𝑃2
𝑖

𝐶𝑃2
𝑗                               (1.11) 
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Also, if there is international arbitraging (trade) between country i and country j, there will be 

a stop-arbitraging boundary for goods 1 and 2. Considering scenarios I and II, we can deduce 

a trade-weighted stop-arbitraging boundary.  

 𝑆𝑖 = [
𝑊𝑃1

𝑗
∗𝑄1

𝑗𝑖

  𝑊𝑃1
𝑗
∗𝑄1

𝑗𝑖
+𝑊𝑃2

𝑗
∗𝑄2

𝑗𝑖
 
∗

1

 (1+𝑐1
𝑗𝑖

)
 ∗  

𝐶𝑃1
𝑖

𝑊𝑃1
𝑗 +

𝑊𝑃2
𝑗
∗𝑄2

𝑗𝑖

  𝑊𝑃1
𝑗
∗𝑄1

𝑗𝑖
+𝑊𝑃2

𝑗
∗𝑄2

𝑗𝑖
 
∗

1

 (1+𝑐2
𝑗𝑖

 )
 ∗  

𝐶𝑃2
𝑖

𝑊𝑃2
𝑗]          (1.12) 

  𝑆𝑗 = [
𝑊𝑃1

𝑗
∗𝑄1

𝑖𝑗

  𝑊𝑃1
𝑗
∗𝑄1

𝑖𝑗
+𝑊𝑃2

𝑗
∗𝑄2

𝑖𝑗
 
∗ (1 + 𝑐1

𝑖𝑗
) ∗

𝑊𝑃1
𝑖

𝐶𝑃1
𝑗 +

𝑊𝑃2
𝑗
∗𝑄2

𝑖𝑗

  𝑊𝑃1
𝑗
∗𝑄1

𝑖𝑗
+𝑊𝑃2

𝑗
∗𝑄2

𝑖𝑗
 
∗ (1 + 𝑐2

𝑖𝑗
) ∗

𝑊𝑃2
𝑖

𝐶𝑃2
𝑗  ]    (1.13)     

Where, 𝑄1
𝑗𝑖

, 𝑄2
𝑗𝑖

 are the quantity of good 1 and good 2 transferred from country j to country 

i, respectively (country i imports from country j); 𝑄1
𝑖𝑗

, 𝑄2
𝑖𝑗

 are the quantity of good 1 and 

good 2 transferred from country i to country j, respectively (country j imports from 

country i). 𝑆𝑖 denotes the lower boundary formed by country i’s imports from country j; 

the upper boundary 𝑆𝑗 is formed by country j’s imports from country i. 

It is worth mentioning that all possible trading scenarios with mixed-imports and exports can 

be covered by allowing 𝑄1
𝑗𝑖

, 𝑄2
𝑗𝑖

, 𝑄1
𝑖𝑗

, or 𝑄2
𝑖𝑗

 to be zero, but not all of them simultaneously to 

be zero since we are considering trading scenarios. 

Following the same logic, we can extend the analysis from a “two-country with two tradable 

goods” model to a “two-country with n internationally tradable goods” model and arrive at a 

no-arbitrage band (𝑆𝑖, 𝑆𝑗) and a stop-arbitraging boundary as follows: 

 

 𝑆𝑖 = ∑ [
𝑊𝑃𝑚

𝑗
∗𝑄𝑚

𝑗𝑖

  ∑ 𝑊𝑃𝑚
𝑗

∗𝑄𝑚
𝑗𝑖𝑛

𝑚=1  
∗

1

 (1+𝑐𝑚
𝑗𝑖

 )
 ∗  

𝐶𝑃𝑚
𝑖

𝑊𝑃𝑚
𝑗 ] 𝑛

𝑚=1                            (1.14)         

 𝑆𝑗 = ∑ [ 
𝑊𝑃𝑚

𝑗
∗𝑄𝑚

𝑖𝑗

  ∑ 𝑊𝑃𝑚
𝑗

∗𝑄𝑚
𝑖𝑗𝑛

𝑚=1  
∗ (1 + 𝑐𝑚

𝑖𝑗
 ) ∗  

𝑊𝑃𝑚
𝑖

𝐶𝑃𝑚
𝑗 ] 𝑛

𝑚=1                        (1.15)  

Where 𝑆𝑖 is the lower boundary formed by country i’s imports from country j; 𝑆𝑗 is the 

upper boundary formed by country j’s imports from country i. 𝑄𝑚
𝑗𝑖

 is the quantity of 

good m transferred from country j to country i (country i imports from country j); 𝑄𝑚
𝑖𝑗

  

is the quantity of good m transferred from country i to country j (country j imports from 

country i).  
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Equations (1.14) and (1.15) are the ideal expressions to calculate the PPP layer of the arbitrage 

cost band, if we have data on retail prices of the imported products. Unfortunately, even the 

wholesale prices of the imported products are difficult to obtain, not to mention the retail prices 

of individual imported products. Therefore, in the empirical analysis section 1.4.1, retail prices 

𝐶𝑃𝑚
𝑖  and 𝐶𝑃𝑚

𝑗
  in equations (1.14) and (1.15) are replaced by wholesale prices 𝑊𝑃𝑚

𝑖  and 𝑊𝑃𝑚
𝑗

 , 

respectively, to deduce equations (1.16) and (1.17). Furthermore, by taking advantage of the 

data availability on imports and exports, individual wholesale prices are aggregated into total 

values of the imports and exports in equations (1.18) and (1.19) in the empirical analysis.  

1.3 Data 

Due to currency trading popularity, economy size, and data availability, the US, Canada, the 

UK, Japan, and Australia are chosen as sample countries. The monthly data of the US, Canada, 

and Australia are available from January 1997 to July 2017. While the monthly bilateral trade 

data of the UK are available from January 1998 to July 2017, and Japan’s monthly bilateral 

trade data are only from December 1998 to July 2017. Because the US dollar is the predominant 

invoicing currency in international trade (Goldberg & Tille, 2016; Gopinath, 2015), the 

empirical analysis will focus on the US/Canada, US/UK, US/Japan, and US/Australia pairs. 

All data are in a monthly frequency, except for the trade cost data, which are in percentages 

and on an annual basis. 

The bilateral nominal exchange rate data are downloaded from the Federal Reserve Economic 

Data (FRED)15. The US bilateral trade data in US dollars are from the “Bureau of Economic 

Analysis” (BEA)16. The UK bilateral trade data in British pounds are downloaded from the 

“Office for National Statistics” (ONS)17. Canadian bilateral trade data in Canadian dollars are 

from the “Statistics Canada”18. Japanese bilateral trade data in Japanese yens are from the Trade 

Statistics of Japan19. Australian bilateral trade data in Australian dollars are from the Australian 

Bureau of Statistics20.  

                                       
15 The FRED website: https://fred.stlouisfed.org/ . 
16 The website of the BEA: https://www.bea.gov/international/index.htm .  
17 The UK ONS website: https://www.ons.gov.uk/businessindustryandtrade/internationaltrade#datasets . 
18 The website of the Statistics Canada: http://www.statcan.gc.ca/eng/trade/data?MM . 
19 The website of the Trade Statistics of Japan: http://www.customs.go.jp/toukei/info/tsdl_e.htm . 
20 The website of the Australian Bureau of Statistics: 

http://www.abs.gov.au/AUSSTATS/abs@.nsf/DetailsPage/5368.0Jul%202017?OpenDocument . 

https://fred.stlouisfed.org/
https://www.bea.gov/international/index.htm
https://www.ons.gov.uk/businessindustryandtrade/internationaltrade#datasets
http://www.statcan.gc.ca/eng/trade/data?MM
http://www.customs.go.jp/toukei/info/tsdl_e.htm
http://www.abs.gov.au/AUSSTATS/abs@.nsf/DetailsPage/5368.0Jul%202017?OpenDocument
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The bilateral trade cost data, which are downloaded from the ESCAP-World Bank Trade Cost 

Database21, are employed as a proxy for the arbitrage cost.  It is worth noting that the trade 

costs are estimated by a model, which is developed by Jacks, Meissner, and Novy (2008) and 

Novy (2013). Nonetheless, the ESCAP-World Bank trade cost is “a comprehensive all-

inclusive measure based on micro-theory and calculated using macro-economic data”(see 

Arvis et al. 2013; Arvis et al. 2016). More importantly, the criteria of the ESCAP-World Bank 

trade cost estimation meet the requirement of arbitrage cost calculation illustrated in section 

1.2. 

1.4 Empirical Analysis 

1.4.1 Empirical formula 

It is not easy to track the changes in the retail prices of a good from one country to another, and 

it is also unlikely to obtain detailed data on these changes from wholesale to retail. Fortunately, 

each country records the value of its imports and exports, and the bilateral trade data are 

available as well. If we employ the price of an imported good as a proxy for the wholesale price 

in an importing country, and the export price as a proxy for the wholesale price in an exporting 

country, we can relieve the problem of the data unavailability in the empirical analysis.  

Therefore, in the empirical analysis, by adding an assumption that arbitrageurs are all 

wholesalers, we replace retail prices 𝐶𝑃𝑖 and 𝐶𝑃𝑗 with wholesale prices 𝑊𝑃𝑖 and 𝑊𝑃𝑗  in the 

model, respectively. Since it is uncommon for a country to import and export the same goods 

simultaneously, we distinguish imports from exports by using different subscripts i and j. Also, 

subscript i denotes the products made in country i but exported to country j, while subscript j 

indicates the products made in country j but exported to country i.  

Applying the same arbitraging logic in section 1.2, we can arrive at the following equations:  

 𝑆𝑖 = ∑ [
𝑊𝑃𝑗

𝑗
∗𝑄𝑗

𝑗𝑖

  ∑ 𝑊𝑃
𝑗
𝑗
∗𝑄

𝑗
𝑗𝑖𝑛𝑗

𝑗=1
 
∗

1

 (1+𝑐
𝑗
𝑗𝑖

 )
 ∗  

𝑊𝑃𝑗
𝑖

𝑊𝑃
𝑗
𝑗 ] 

𝑛𝑗
𝑗=1                                (1.16)         

                                       
21 The data of the bilateral trade cost can be downloaded from the website of the World Bank: 

http://databank.worldbank.org/data/reports.aspx?source=escap-world-bank-international-trade-costs  

http://databank.worldbank.org/data/reports.aspx?source=escap-world-bank-international-trade-costs
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 𝑆𝑗 = ∑ [ 
𝑊𝑃𝑖

𝑗
∗𝑄𝑖

𝑖𝑗

  ∑ 𝑊𝑃
𝑖
𝑗
∗𝑄

𝑖
𝑖𝑗𝑛𝑖

𝑖=1  
∗ (1 + 𝑐𝑖

𝑖𝑗
 ) ∗  

𝑊𝑃𝑖
𝑖

𝑊𝑃
𝑖
𝑗 ] 𝑛𝑖

𝑖=1                            (1.17) 

As mathematically proved in the supplement note 1.1, the arbitrage cost of an individual good 

is equal to the average arbitrage cost for all goods22. 

𝑐𝑗
𝑗𝑖

=  𝑐𝑗𝑖;    𝑐𝑖
𝑖𝑗

=  𝑐𝑖𝑗 ,                j = 1, 2, 3, ..., nj;  i = 1, 2, 3, ..., ni                 

Where,  𝑐𝑗𝑖 denotes an average arbitraging cost from country j to country i;  𝑐𝑖𝑗 denotes 

an average arbitraging cost from country i to country j.  

It is worth mentioning that  𝑐𝑗𝑖 does not necessarily equal 𝑐𝑖𝑗, which means that arbitraging 

from country i to country j might cost differently from the arbitraging from country j to country 

i. However, the difference between  𝑐𝑗𝑖 and   𝑐𝑖𝑗 will mainly affect the width ratio of the upper 

and lower arbitrage cost band, and will not alter the primary conclusion of the analysis of the 

arbitrage cost band. Hence, for simplicity,  𝑐𝑗𝑖 and   𝑐𝑖𝑗 are assumed to be equal in the empirical 

analysis as follows: 

 𝑐𝑗𝑖 =  𝑐𝑖𝑗 = 𝑐 

𝑄𝑗
𝑗𝑖

 is defined as the quantity of good j which country i imports from country j, and 𝑄𝑖
𝑖𝑗

  is the 

quantity of good i country j imports from country i.  Accordingly, by definition, we have the 

following equations: 

 𝐼𝑀𝑖 = ∑ 𝑊𝑃𝑗
𝑖 ∗ 𝑄𝑗

𝑗𝑖𝑛𝑗
𝑗=1  ;   𝐸𝑋𝑗 = ∑ 𝑊𝑃𝑗

𝑗
∗ 𝑄𝑗

𝑗𝑖𝑛𝑗
𝑗=1  ; 

𝐸𝑋𝑖 = ∑ 𝑊𝑃𝑖
𝑖 ∗ 𝑄𝑖

𝑖𝑗𝑛𝑖
𝑖=1   ;    𝐼𝑀𝑗 = ∑ 𝑊𝑃𝑖

𝑗
∗ 𝑄𝑖

𝑖𝑗𝑛𝑖
𝑖=1  

Where, 𝐼𝑀𝑖and  𝐸𝑋𝑖are the imports and exports of country i denominated in country 

i’s currency i, respectively;  𝐼𝑀𝑗 and  𝐸𝑋𝑗 are the imports and exports of country j 

denominated in currency j, respectively. 

                                       
22 Detailed proof can be found in the supplement note 1.1 at the end of this chapter. 
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Furthermore, simplifying equations (1.16) and (1.17), we arrive at: 

 𝑆𝑖 =
∑ 𝑊𝑃𝑗

𝑖∗𝑄𝑗
𝑗𝑖𝑛𝑗

𝑗=1

  ∑ 𝑊𝑃
𝑗
𝑗
∗𝑄

𝑗
𝑗𝑖𝑛𝑗

𝑗=1
 
∗

1

 (1+𝑐 )
=

  𝐼𝑀𝑖 

  𝐸𝑋𝑗  
∗

1

 (1+𝑐)
                                     (1.18)         

 𝑆𝑗 =
∑ 𝑊𝑃𝑖

𝑖∗𝑄𝑖
𝑖𝑗𝑛𝑖

𝑖=1

  ∑ 𝑊𝑃
𝑖
𝑗
∗𝑄

𝑖
𝑖𝑗𝑛𝑖

𝑖=1  
∗ (1 + 𝑐) = 

 𝐸𝑋𝑖

   𝐼𝑀𝑗  
∗ (1 + 𝑐)                              (1.19) 

Equations (1.18) and (1.19) will be the main formulas to calculate the boundaries of the 

arbitrage cost band with the five variables. “c” is the estimated bilateral trade cost downloaded 

from the ESCAP-World Bank Trade Cost Database. Imports  𝐼𝑀𝑖of country i from country j 

denominated in currency i; exports 𝐸𝑋𝑗  of country j to country i are denominated in currency 

j. Exports  𝐸𝑋𝑖  of country i to country j denominated in currency i; imports 𝐼𝑀𝑗  of country j 

from country i denominated in currency j.   

Since the imports of country i are the exports of country j in a two-country model,  𝐼𝑀𝑖 and 

𝐸𝑋𝑗   are supposed to be exactly the same products but denominated in different currencies. 

Similarly, 𝐸𝑋𝑖 and 𝐼𝑀𝑗   are also the same products priced in different currencies. Therefore, 

the boundaries  𝑆𝑖 and  𝑆𝑗 in equations (1.18) and (1.19) may overcome the mismatched-price- 

comparison and release the index-choosing issue raised in the traditional PPP method. 

1.4.2 Empirical results 

All the imports and exports are denominated in local currency. For example, US exports to 

Canada are in US dollars, while Canadian imports from the US are in Canadian dollars. In each 

country pair, the US represents country j, and one of the other sample countries will be country 

i.  Filling the data into equations (1.18) and (1.19), we can have the values of the boundaries 

 𝑆𝑖 and  𝑆𝑗 for each country pair as plotted in Figures 1.1-1.4.  

As shown in Figures 1.1-1.4, the boundaries of the US/Canadian pair are less volatile than other 

pairs. The main explanation would be that the US and Canada signed a Memorandum of 

Understanding (MOU) to exchange import statistics in July 1987. As a consequence, a less 

volatilised US/Canadian figure may be due to the statistics cooperation and imports data 

sharing between the US and Canada since January 199023. On the other hand, the notorious 

                                       
23 See more details on US Census Bureau websites: https://www.census.gov/foreign-trade/aip/uscanada.pdf and 

https://www.census.gov/foreign-trade/aes/tradesource_jan2017.pdf . 

https://www.census.gov/foreign-trade/aip/uscanada.pdf
https://www.census.gov/foreign-trade/aes/tradesource_jan2017.pdf
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bilateral asymmetries in international trade statistics may make the boundaries of other country 

pairs spikier than they actually are24. 

Figure 1.1  The US/Canada pair 

 

Figure 1.2  The US/Japan pair 

  

                                       
24 See explanations on the UN website: https://unstats.un.org/unsd/tradekb/Knowledgebase/50657/Bilateral-

asymmetries . 
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Figure 1.3  The US/UK pair 

 

Figure 1.4  The US/Australia pair 
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Figures 1.1-1.4 also demonstrate that the upper boundaries appear spikier than the lower ones. 

The standard deviations of the upper boundaries are 0.259, 0.238, 0.203, and 0.632 for the 

US/Canada, US/Japan, US/UK, and US/Australia pairs, respectively. The standard deviations 

of the lower boundaries for the four country-pairs are 0.158, 0.109, 0.054, and 0.181, 

respectively. The spikiness could have originated from three sources.  

The first source might be the fact that the exports to the US are more volatile than the imports 

from the US. The average amount of the exports to the US are greater than the average amount 

of the imports from the US in all four country-pairs, and three standard deviations of the exports 

are bigger than the imports. According to equations (1.18) and (1.19), the upper boundary is 

formed by the exports to the US, while the lower boundary is formed by the imports from the 

US.  Thus, the greater average amount and larger deviation may contribute to the spikiness.  

The second one may be correlated to the US dollar as the predominant invoicing currency used 

in trade. The international prices in the invoicing currency are less sensitive to the nominal 

exchange rate (Gopinath, 2015), and the exchange rate pass-through is lower in the imports 

with local currency pricing (LCP) than producer currency pricing (PCP) (Gopinath, Itskhoki, 

& Rigobon, 2010). For example, Campa and Goldberg (2005) find that the exchange rate pass-

through into US import prices is the lowest among OECD countries. Devereux et al. (2017) 

report a lower exchange rate pass-through in Canadian imports which are priced in Canadian 

dollars than priced in other currencies. Hence, in equation (1.19), if imports 𝐼𝑀𝑗 of the US with 

US dollar pricing are less responsive to the nominal exchange rate and relatively stable, the 

ratio of 
 𝐸𝑋𝑖

   𝐼𝑀𝑗  
 will be less correspondent with the nominal exchange rate as well. Furthermore, 

the fluctuation of the exports to the US will be mainly shown in ratio 
 𝐸𝑋𝑖

   𝐼𝑀𝑗  
 and make the upper 

boundary more volatile.  

The third source may be from the formulas used to calculate the boundaries. Equation (1.18) 

can smooth the lower boundary by multiplying the original data with a scalar 
1

 (1+𝑐) 
 , which is 

less than one. Whereas equation (1.19) does the opposite with a scalar (1 + 𝑐), which is larger 

than one.  
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The average bandwidth of country pairs is reported in Table 1.1. All reported values are in 

percentage and on average. The arbitrage cost band ABppp are ratios measured by the 

difference between the upper boundary and the lower boundary compared to the actual nominal 

exchange rate as shown in equation (1.20). 

𝐴𝐵𝑝𝑝𝑝 = [(𝑆𝑗 −  𝑆𝑖)/ 𝑆𝑖𝑗] ∗ 100                                               (1.20) 

Similarly, the width of the upper band is measured by equation (1.21). 

𝑈𝑝𝑝𝑝 = [(𝑆𝑗 −  𝑆𝑖𝑗)/ 𝑆𝑖𝑗] ∗ 100                                                (1.21) 

The width of the lower band is evaluated by equation (1.22). 

𝐿𝑝𝑝𝑝 = [(𝑆𝑖𝑗 −  𝑆𝑖)/ 𝑆𝑖𝑗] ∗ 100                                                 (1.22) 

Table 1.1  The width of the PPP layer arbitrage cost band 

Country pair 

Arbitrage cost 

bandwidth  

(ABppp) 

Trade cost  

Upper 

bandwidth *  

(Uppp) 

Lower   

bandwidth **  

(Lppp) 

US/Canada 58.08 29.85 35.93 22.15 

US/Japan 101.11 70.05 66.89 34.22 

US/UK 129.53 69.42 87.12 42.41 

US/Australia 139.69 96.14 90.32 48.37 

Note: *The upper band measures the distance between the upper boundary and the actual nominal 

exchange rate. **The lower band measures the distance between the lower boundary and the actual 

nominal exchange rate. 

As shown in Table 1.1, the higher the trade cost, the wider the arbitrage cost band, which is 

consistent with the prediction of the model. The US/Canada pair has the lowest trade cost, and 

the arbitrage cost band is the narrowest among the samples. On the other hand, the US/Australia 

pair has the highest trade cost and the widest arbitrage cost band. The trade cost of the US/Japan 

pair is almost the same as the US/UK pair, but the arbitrage cost band of the US/Japan pair is 

28.42% narrower than the US/UK pair on average.  Another fact is that, during the sample 

period 1998-2017, average monthly exports and imports of Japan are 10906.74 and 5033.68 

million US dollars, respectively. While, the counterpart numbers of the UK are 4028.42 and 
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3789.01 million US dollars, respectively.  Therefore, the arbitrage cost of the US/Japan pair 

might be lowered by a scale effect since the volumes of bilateral trade between the US and 

Japan are much higher than the volumes between the US and UK. 

Another feature worth noting is that the upper band is wider than the lower one. This 

asymmetric feature is mainly generated by the different scalars. The scalar 
1

 (1+𝑐 ) 
 in equation 

(1.18) narrows the lower band, whereas the scalar (1 + 𝑐) in equation (1.19) widens the upper 

band.  

Three econometric tests are employed to identify more relationships among the lower 

boundary 𝑆𝑖, the upper boundary 𝑆𝑗, and the nominal exchange rate 𝑆𝑖𝑗. A pairwise Granger 

causality test is used to see if the nominal exchange rate can be predicted by the lower and 

upper boundaries, or the other way around. The ADF unit root test and Johansen cointegration 

test are carried out to detect if the width of the arbitrage cost band is related by a common 

factor. Since no Granger causality is found among the three series, and no series can reject the 

null hypothesis of a unit root in the ADF test, Table 1.2 only presents the results of the Johansen 

cointegration test.  

Table 1.2  The results of Johansen cointegration tests 

Note: *** indicates a significance level of 5%. ** indicates a significance level of 5%. * indicates a 

significance level of 10%. 

As shown in Table 1.2, except for the US/UK pair, all country pairs reject the null hypothesis 

of no cointegration among series 𝑆𝑖, 𝑆𝑗, and/or  𝑆𝑖𝑗 at a 10% significance level at least. For 

series  𝑆𝑖 and 𝑆𝑖𝑗, the null hypothesis is rejected at a 10% significance level at least. Series 

 𝑆𝑗 and 𝑆𝑖𝑗  , and series 𝑆𝑖  and 𝑆𝑗 are reported to be cointegrated at a 1% significance level 

except for the US/UK pair. Furthermore, contrary to the disconnect puzzle, Johansen 

Boundary  US/Canada  US/Japan US/UK US/Australia 

 𝑆𝑖, 𝑆𝑖𝑗 Reject** Reject* Reject* Reject* 

 𝑆𝑗, 𝑆𝑖𝑗 Reject*** Reject*** Cannot reject Reject*** 

 𝑆𝑖, 𝑆𝑗 Reject*** Reject** Cannot reject  Reject*** 

 𝑆𝑖, 𝑆𝑗, 𝑆𝑖𝑗 Reject*** Reject*** Reject*** Reject*** 
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cointegration tests indicate that there is a linear, deterministic trend among series 𝑆𝑖, 𝑆𝑗, and 

 𝑆𝑖𝑗 at a 1% significance level for all country pairs, even for the pair of the US/UK. Hence, the 

most likely cointegration reported in Table 1.2 may underwrite the conclusion of “the border 

prices of goods are in fact very sensitive to exchange rate fluctuations” in Campa and 

Goldberg’s paper (2005, p. 688).  

The co-movement of  𝑆𝑖 , 𝑆𝑗 , and  𝑆𝑖𝑗  might be introduced by either international traders or 

statistics authorities. Because an exporter and importer usually have different local currencies, 

an exporter or importer will have to convert the prices from invoice currency into local currency 

(or the other way around) to estimate costs and profits or do customs clearance. As a 

consequence, the nominal exchange rate  𝑆𝑖𝑗  may affect the boundaries  𝑆𝑖  and  𝑆𝑗  via the 

reports of exporters and importers (see Devereux et al., 2017; Ito, Koibuchi, Sato, & Shimizu, 

2016).  

Another possible explanation for the co-movement of  𝑆𝑖 , 𝑆𝑗 , and  𝑆𝑖𝑗   is that the statistics 

authorities might use the nominal exchange rate to convert their exports and imports into 

national currencies. For example, Statistics Canada converts Canadian exports to the US into 

Canadian dollars using an average monthly rate25.  Therefore, it should not be surprising to see 

cointegration among series  𝑆𝑖, 𝑆𝑗, and  𝑆𝑖𝑗. 

On the other hand, if series  𝑆𝑖, 𝑆𝑗, and  𝑆𝑖𝑗 are cointegrated, the width of the arbitrage cost 

band will be primarily dependent on the value of the arbitrage cost. Since the arbitrage cost in 

international trade is relatively more stable than the nominal exchange rate, the cointegration 

might also imply that, if the nominal exchange rate  𝑆𝑖𝑗  is fixed, the boundaries  𝑆𝑖 and 𝑆𝑗 may 

be less volatile as well. Consequently, the price pass-through from one currency into another 

may be more efficient with a fixed exchange rate than a floating one. This interpretation is 

consistent with the finding that the half-lives of the real exchange rate is shorter in a fixed 

exchange rate period than in a floating period (Bordo, Choudhri, Fazio, & MacDonald, 2017, 

p. 84; Bergin, Glick, & Wu, 2012). 

To conclude, the PPP layer of the arbitrage cost band ranges from 58.08% to 139.69% of the 

nominal exchange rates in the samples. The lower band ranges from 22.15% to 48.37%. The 

                                       
25 See more details on webpage: http://www5.statcan.gc.ca/cimt-cicm/page-page?lang=eng&mode=concepts . 

http://www5.statcan.gc.ca/cimt-cicm/page-page?lang=eng&mode=concepts
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upper band is from 35.93% to 90.32%. The lower boundary, the upper boundary, and the 

nominal exchange rate are cointegrated at a significance level of 1%. The cointegration among 

the nominal exchange rate and the boundaries may imply that the width of the arbitrage cost 

band is virtually impacted by the value of the arbitrage cost. 

1.5 Conclusion and Discussion 

The empirically failed PPP, UIP, and CIP inspire the proposal of the arbitrage cost band 

hypothesis in this chapter. Basically, the arbitrage cost band hypothesis assumes that arbitrage 

costs tend to cause a non-profitable price gap across international markets. This non-profitable 

price gap can be catalogued into three layers: the PPP layer in international goods and services 

markets, the CIP layer in international capital markets, and the CIP layer in foreign exchange 

markets. The PPP layer is the widest while the CIP layer is the thinnest.  

In the long run, the movement of the exchange rate may follow the fundamentals, but, due to 

higher arbitrage costs and longer time-taking for one-round arbitraging in international trade, 

the exchange rate might be predominantly impacted by the currency traders in foreign exchange 

markets in the short run. Hence, the exchange rate band hypothesis may theoretically combine 

the short-term movement of the nominal exchange rate with its long-run trend and shed a bit 

of light on the PPP puzzle. 

This chapter also estimates the PPP layer on the US/Canada, US/UK, US/Japan, and 

US/Australia pairs.  The empirical analysis shows that the upper boundary, the lower boundary, 

and the nominal exchange rate are cointegrated at a 1% significance level. The widest arbitrage 

cost band is 139.69% of the nominal exchange rate of the US/Australia pair. The narrowest 

arbitrage cost band is 58.08% of the nominal exchange rate of the US/Canada pair. It is not 

surprising that the width of the arbitrage cost band is greater than the trade cost, because the 

trade cost is a one-way arbitraging, while the arbitraging cost band considers a one-round-

trip/two-way arbitraging. 

Although the empirical results seem promising, due to data availability, the four country-pair 

sample is only to illuminate a way to estimate the PPP layer. With more available bilateral data 

and an improvement of the data quality, we will be able to extend the methodology to more 

country pairs in future research. 
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Supplement note 1.1 

The simplification of the average arbitrage cost  

As footnote 11 mentioned, without the average cost assumption, we still can deduce the same 

results as equations (1.18) and (1.19). 

I. Boundary formed by the imports of country i from country j 

Scenario I: Country i imports goods from country j 

𝑊𝑃1
𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃1

𝑗
∗  (1 + 𝑐1

𝑗𝑖
)                                     (1.6’) 

𝑊𝑃2
𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃2

𝑗
∗  (1 + 𝑐2

𝑗𝑖
)                                     (1.7’) 

… … 

𝑊𝑃𝑛𝑗
𝑖 > 𝑆𝑖𝑗 ∗  𝑊𝑃𝑛𝑗

𝑗
∗  (1 + 𝑐𝑛𝑗

𝑗𝑖
) 

Where 𝑊𝑃1
𝑖 , 𝑊𝑃2

𝑖 , … , 𝑊𝑃𝑛𝑗
𝑖  are the wholesale prices of goods 1, 2, …, nj in country i’s 

currency, respectively; 𝑊𝑃1
𝑗
, 𝑊𝑃2

𝑗
, … , 𝑊𝑃𝑛𝑗

𝑗
 are the wholesale prices of goods 1, 2, …, nj 

in country j’s currency, respectively; the 𝑐1
𝑗𝑖

, 𝑐2
𝑗𝑖

, … ,  𝑐𝑛𝑗
𝑗𝑖

  are the arbitrage costs for goods 

1, 2, …, nj, respectively.  

Rearranging the above inequalities: 

1 > 𝑆𝑖𝑗 ∗  
  𝑊𝑃1

𝑗
  

  𝑊𝑃1
𝑖   

∗  (1 + 𝑐1
𝑗𝑖

) 

1 > 𝑆𝑖𝑗 ∗  
  𝑊𝑃2

𝑗
  

  𝑊𝑃2
𝑖   

∗  (1 + 𝑐2
𝑗𝑖

)  

… … 

1 > 𝑆𝑖𝑗 ∗  
  𝑊𝑃𝑛𝑗

𝑗
  

  𝑊𝑃𝑛𝑗
𝑖   

∗  (1 + 𝑐𝑛𝑗
𝑗𝑖

)   

Adding all inequalities with a trade-weighted coefficient  
𝑊𝑃𝑗

𝑖∗𝑄𝑗
𝑗𝑖

  ∑ 𝑊𝑃𝑗
𝑖∗𝑄

𝑗
𝑗𝑖𝑛𝑗

𝑗=1
 
 , we have a stop-

arbitraging boundary: 

    
 1  

  𝑆𝑖  
=  ∑ [

𝑊𝑃𝑗
𝑖∗𝑄𝑗

𝑗𝑖

  ∑ 𝑊𝑃𝑗
𝑖∗𝑄

𝑗
𝑗𝑖𝑛𝑗

𝑗=1
 
∗ (1 + 𝑐𝑗

𝑗𝑖
)  ∗

  𝑊𝑃𝑗
𝑗
  

  𝑊𝑃𝑗
𝑖  

 ] 
𝑛𝑗
𝑗=1   
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Simplifying and rearranging, 

   𝑆𝑖 =
∑ 𝑊𝑃𝑗

𝑖∗𝑄𝑗
𝑗𝑖𝑛𝑗

𝑗=1

  ∑ 𝑊𝑃
𝑗
𝑗
∗𝑄

𝑗
𝑗𝑖𝑛𝑗

𝑗=1
 
∗

1

 (1+ 𝑐𝑗𝑖 )
=

  𝐼𝑀𝑖 

  𝐸𝑋𝑗  
∗

1

 (1+ 𝑐𝑗𝑖 )
                           (1.18)         

II. Boundary formed by the imports of country j from country i 

Scenario II: Country j imports goods from country i 

𝑊𝑃1
𝑖 ∗  (1 + 𝑐1

𝑖𝑗
) < 𝑆𝑖𝑗 ∗  𝑊𝑃1

𝑗
                                      (1.8’) 

𝑊𝑃2
𝑖 ∗  (1 + 𝑐2

𝑖𝑗
) < 𝑆𝑖𝑗 ∗  𝑊𝑃2

𝑗
                                      (1.9’) 

… … 

𝑊𝑃𝑛𝑖
𝑖 ∗  (1 + 𝑐𝑛𝑖

𝑖𝑗
) < 𝑆𝑖𝑗 ∗  𝑊𝑃𝑛𝑖

𝑗
 

Where 𝑊𝑃1
𝑖 , 𝑊𝑃2

𝑖 , … , 𝑊𝑃𝑛𝑖
𝑖  are the wholesale prices of goods 1, 2, …, ni in country i’s 

currency, respectively; 𝑊𝑃1
𝑗
, 𝑊𝑃2

𝑗
, … , 𝑊𝑃𝑛𝑖

𝑗
 are the wholesale prices of goods 1, 2, …, ni 

in country j’s currency, respectively; the 𝑐1
𝑖𝑗

, 𝑐2
𝑖𝑗

, … ,  𝑐𝑛𝑖
𝑖𝑗

  are the arbitrage costs for goods 

1, 2, …, ni, respectively.  

Similarly, rearranging and adding the above inequalities with a trade weight  
𝑊𝑃𝑖

𝑗
∗𝑄𝑖

𝑖𝑗

  ∑ 𝑊𝑃
𝑖
𝑗
∗𝑄

𝑖
𝑖𝑗𝑛𝑖

𝑖=1  
, we 

have a stop-arbitraging boundary, 

 𝑆𝑗 = ∑ [ 
𝑊𝑃𝑖

𝑗
∗𝑄𝑖

𝑖𝑗

  ∑ 𝑊𝑃
𝑖
𝑗
∗𝑄

𝑖
𝑖𝑗𝑛𝑖

𝑖=1  
∗ (1 + 𝑐𝑖

𝑖𝑗
 ) ∗  

𝑊𝑃𝑖
𝑖

𝑊𝑃
𝑖
𝑗 ] 𝑛𝑖

𝑖=1                                 (1.17) 

Simplifying, we have: 

  𝑆𝑗 =
∑ 𝑊𝑃𝑖

𝑖∗𝑄𝑖
𝑖𝑗𝑛𝑖

𝑖=1

  ∑ 𝑊𝑃
𝑖
𝑗
∗𝑄

𝑖
𝑖𝑗𝑛𝑖

𝑖=1  
∗ (1 +  𝑐𝑖𝑗) = 

 𝐸𝑋𝑖

   𝐼𝑀𝑗  
∗ (1 +  𝑐𝑖𝑗)                          (1.19) 
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CHAPTER 2   Arbitrage Cost Band in the International Capital 

Market: The UIP layer and the open policy trilemma 

 

Abstract: The open policy trilemma states that monetary independence, a fixed exchange- rate 

regime, and an open capital market cannot be achieved simultaneously. However, as a 

cornerstone of the trilemma, the uncovered interest rate parity (UIP) is universally rejected in 

empirical research, especially in the short run. This chapter argues that, due to unavoidable 

arbitrage costs, interest rates across countries are not necessarily in parity. The arbitrage costs 

tend to leave a gap between different interest rates as an arbitrage cost band for arbitrageurs. 

The interest rate gap might give leeway to a corner solution of the trilemma in practice. 

Through an arbitrage mechanism, this chapter theoretically and empirically demonstrates that, 

not only are there trade-offs among three policy dimensions of the trilemma, but also a corner 

solution of the trilemma may exist within an arbitrage cost band. 

 

2.1 Introduction 

The open policy trilemma illustrates three simultaneously impossible policy options; monetary 

independence, a fixed exchange-rate regime, and an open capital market. Since the trilemma is 

transparently posited from the standard Mundell-Fleming model, most researchers have taken 

it as a granted postulate in their models. In practice, however, there is hardly any direct 

evidence for the “mutual incompatibility of fixed exchange rates, monetary independence, and 

perfect capital mobility” (Rose, 1996, p. 942). On the contrary, some empirical facts are 

inconsistent with the depiction of the trilemma. More recently, there has been a heated debate 

on the validity of trilemma, but the debate mainly focuses on whether there is a trade-off 

between the exchange rate regime and monetary independence. 

Rey (2013; 2015; 2016) claims that under financial globalisation, a country cannot have 

monetary independence without capital controls regardless of the exchange rate regime. Thus, 

the trilemma becomes a dilemma of monetary independence and capital controls (Rey, 2013; 

2015; 2016). In response to Rey’s claim, Klein and Shambaugh (2013) argue that Rey’s finding 

is more about financial contagion rather than monetary independence, and the transmission of 
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monetary policy is through more than one channel. Georgiadis and Mehl (2015, p. 4) declare 

that a flexible exchange rate regime might not insulate domestic financial conditions from 

global financial cycles, but it remains critical to monetary independence through net foreign 

currency exposure effects. Moreover, Farhi and Werning (2014, p. 593) theoretically ascertain 

that a flexible exchange rate is more critical than capital controls to obtain monetary 

independence, and to mitigate the impact of capital flight and a recession. Either flexible 

exchange rates or longstanding capital controls remain the most certain and simplest way to 

achieve monetary independence (Shambaugh & Klein, 2015, p. 64). Georgiadis (2016), 

Aizenman, Chinn, and Ito (2016), and Obstfeld, Ostry, and Qureshi (2017) also find evidence 

on trade-offs among the trilemma policy dimensions in both advanced and emerging economies. 

In short, the conclusion of this debate leans to support a trade-off between the exchange rate 

regime and monetary independence. 

Furthermore, after researchers find trade-offs among three policy dimensions of the trilemma, 

they conclude that the depiction of the trilemma is generally valid (see Obstfeld, Shambaugh, 

& Taylor, 2005; Obstfeld, 2015; Shambaugh & Klein, 2015; Georgiadis & Mehl, 2015; 

Obstfeld et al., 2017). Obstfeld, Shambaugh, and Taylor (2005) employ the gold standard 

period as a benchmark for the validity of the trilemma with no further question, even after they 

find that the changes of interest rates are not one for one across the sample countries. On the 

contrary, the not-one-for-one changes in interest rates may imply there is monetary 

independence under the classical gold standard. Thus, rather than a confirmation of the validity 

of the trilemma in general, a more precise conclusion of their empirical findings might be that 

“the tighter the exchange rate peg, the less monetary independence”, and the trilemma remains 

a fair description of policy trade-offs (Anaya & Hachula, 2016). 

Since the period of the classical gold standard is known as a fixed exchange rate regime without 

capital controls, if the trilemma holds strictly, lack of monetary independence would mean that 

interest rates should be identical across countries. However, an interesting fact is that annual 

inflation rates varied across countries26, and the correlations of those inflation rates were as 

low as 0.43 on average under the gold standard (Weber, 2016, pp. 14-15). Using an 

approximation of Fisher equation, three possible scenarios can be derived from this inflation 

                                       
26 The sample countries, the UK, the USA, Belgium, Switzerland, France, Sweden, the Netherlands, Canada, 

Norway, and Germany included in Weber’s paper are de facto gold standard in the period of the classical gold 

standard (Obstfeld et al., 2005). 
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rate fact. The first probable scenario is that nominal interest rates are not equal among these 

countries. The second possibility is that real interest rates are not the same. The third likely 

scenario might be that neither nominal nor real interest rates are identical. All three derived 

scenarios contradict the depiction of the trilemma. Furthermore, if we apply the same logic to 

the persisted and varied inflation differentials across Eurozone members (Angeloni & Ehrmann, 

2007; D'Adamo & Rovelli, 2015; Fendel & Frenkel, 2009; Hofmann & Remsperger, 2005), 

the depiction of the trilemma appears untrue again in practice. 

Researchers have questioned the validity of the trilemma in both theory and empirics. For 

example, Svensson (1994b), and Bordo and MacDonald (2003; 2005) argue that under a 

pegged exchange rate regime with a credible target zone and an open capital market, a central 

bank could have partial monetary policy independence.  By imposing “soft capital controls” on 

capital flows, Escudé (2013; 2014) theoretically demonstrates a possibility of the open policy 

trinity in a DSGE model. More recently, based on an analysis on the balance sheets of several 

central banks, Angrick (2015, p. 15) suggests that, with a continued accumulation of foreign 

exchange reserves, it is possible to stabilise exchange rates, maintain monetary independence 

and keep an open capital market. Steiner (2015) has claimed a similar conclusion with 

Angrick’s finding though it may be easier to stabilise the exchange rate under an appreciating 

pressure than a depreciating one.  

Two main reasons might explain the invalid depiction of the trilemma in practice. One is related 

to the assumption of the fixed exchange rate (Bordo & MacDonald, 2003; 2005; Svensson, 

1994b; Angrick, 2015; Steiner, 2015). In practice, the nominal exchange rate is rarely 

completely fixed. For instance, a ±1 percentage range was allowed for the nominal exchange 

rate to fluctuate under the Bretton Woods System, and a ±2.25 percentage range under the 

European Monetary System. Moreover, during the classical gold standard period, there were 

gold points to tolerate exchange rate fluctuations. The violation of the fixed exchange rate 

assumption may give leeway to different interest rates.  

Another reason for the invalidity of the trilemma may be the UIP condition employed as a 

proxy for the open capital market. The UIP hardly holds in empirical research (see Fama, 1984; 

Engel, 1996; Lothian & Wu, 2011), mainly because the UIP presumes that arbitraging across 

international capital markets is costless, which is not realistic in practice. Baldwin (1990, p. 14) 

claims that even small transaction costs may introduce a substantial annualised interest rate 
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differential across countries. Market risks, market imperfections, regulations, institutional 

practices, transactions costs, and/or portfolio adjustment costs could add costs to arbitrage and 

fail the UIP condition (Svensson, 1992, p. 36). Taxation also has a significant influence on 

international capital flows (Hines, 2007; Escudé, 2013; 2014), and may hinder or stimulate 

international investment significantly. Sinn (1988) shows that during 1983-1985, U.S. non-

residential fixed income (bonds) investments rose dramatically because of the U.S. tax reform 

in 1981.  Moreover, Madura (2012, pp. 224-225) graphically shows there is a non-profit 

arbitrage band around the interest rate parity due to transaction costs, political risk, and 

differential tax laws. Thus, unlike the issue of the fixed exchange-rate regime, the failed UIP 

condition may offer room for interest rate differentials and make the three policy dimensions 

of the trinity simultaneously possible in practice.  

Following the logic of the arbitrage cost band hypothesis in chapter one, arbitrage costs would 

tend to generate an interest rate gap across international capital markets as well. This interest 

rate gap could not only fail the UIP but also invalidate the depiction of the trilemma. As shall 

be shown in section 2.2, if we replace the UIP assumption with the arbitrage cost band 

hypothesis in the postulation of the trinity, a central bank could have reasonable freedom to set 

the interest rate differently from the base country with a completely fixed exchange rate and an 

open capital market. However, the claim of invalidity of the trilemma in this chapter does not 

imply there are no trade-offs among the three policy dimensions. On the contrary, this chapter 

also shows that there is a positive correlation between the exchange rate policy and monetary 

independence. The more flexible the exchange rate is, the more independence the monetary 

policy could have.   

It is worth noting that the definition of the arbitrage cost is broader than transaction costs in 

capital markets in a general sense. There are two main distinctions between the definition of 

the arbitrage cost and the concept of the transaction cost. The first one is that the arbitrage cost 

is more on a macro-level while the transaction cost is more on a micro-level. Arbitrage costs 

refer to an average cost of arbitraging across entire capital markets while transaction costs are 

often related to trading a specific kind of financial product, such as bonds. The second 

distinction is that the contents of the two costs are different. Arbitrage costs often include 

transaction costs, but the opposite is usually not true. Transaction costs are usually referred as 

the costs incurred while trading, such as bid-ask spreads, commissions, brokerage fees, and 

taxes. Whereas, the arbitrage costs include not only the transaction costs mentioned above but 
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also unobservable costs, such as policy barriers, language barriers, and information costs (J. E. 

Anderson & Van Wincoop, 2004; C. W. Anderson, Fedenia, Hirschey, & Skiba, 2011). 

Therefore, the arbitrage cost is often higher than the transaction cost. 

Empirical research shows that the arbitrage cost is higher than the level we thought. Philippon 

(2015) reports that the incomes of the US financial service can account for 6-8 percent of the 

US GDP since the 1980s. Moreover, the financial income shares of the GDP in other industrial 

countries show a similar trend with the US, and the shares were roughly between 4-8 percent 

since the 1970s (Philippon & Reshef, 2013) 27. These incomes are primarily mark-ups charged 

on “borrowing and lending, securities underwriting, and broker-dealer services” (Malamud & 

Schrimpf, 2016).  Furthermore, the unit cost of US financial intermediation is around 1.5-2 

percent and relatively stable since 1886 (Philippon, 2015). In other words, a borrower has to 

pay an extra 1.5-2 percent to the financial intermediation for each unit borrowed. Consequently, 

only the average financial cost could cause a nearly 3-4 percent gap between the returns across 

countries, not to mention taking other arbitrage costs into account.  

In short, this chapter argues that the sizeable and unavoidable arbitrage costs in capital markets 

may make the impossible open policy trilemma a possible trinity in practice. The methodology 

in section 2.2 postulates a theoretically possible existence of the trinity in an arbitrage-free 

framework28. A simple data description is presented in section 2.3. The empirical section 2.4 

exhibits a presence of the trinity under the arbitrage cost band hypothesis in the Eurozone, and 

the relation between the flexibility of the nominal exchange rate and the gauge of monetary 

independence. The main conclusion of this chapter in section 2.5 concludes that there are not 

only trade-offs among the three policy dimensions of the trinity but also a simultaneous corner 

solution of the three policy dimensions that might be achieved in practice. 

2.2 Methodology  

The definition of the arbitrage cost might be novel, but the idea of trade/transaction costs is not 

new. A number of researchers have considered trade/transaction costs while investigating the 

                                       
27 In Philippon and Reshef’s paper, except the US, the industrial countries also include Belgium, Finland, Spain, 

Norway, Italy, Australia, the Netherlands, the UK, and Canada. 
28 “Arbitrage-free models start with assumptions about the stochastic behavior of one or many interests and about 

a specific market price of risk and derive the price of all contingent claims assuming that there are no arbitrage 

opportunities on the market. In other terms, there is no risk-free financial strategy with zero-setup cost that should 

give with certainty a positive return.”(Gibson, Lhabitant, & Talay, 2010) 
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CIP, the UIP, and the PPP in international financial markets, such as Grossmann and Simpson 

(2015); Bollerslev and Melvin (1994); Craighead, Davis and Miller (2010); Ding (2012); 

Chaboud and Wright (2005); and others. Miller (2014, pp. 12-13) even mentions that the 

hypothesis of a “zone of speculative inactivity” based on transaction costs could be a key to 

the UIP puzzle. Moreover, Grenville (2011) finds that the trilemma does not hold in Indonesia 

and Thailand due to the presence of substantial risks from their less-substitutable currencies. 

However, to the best of my knowledge, no researcher explicitly connects arbitrage costs with 

a general invalidity of the trilemma in practice. Thus, this section shall theoretically 

demonstrate how arbitrage costs can be incorporated in the UIP condition and possibly 

invalidate the postulate of the trilemma. 

2.2.1 Motivation 

If the depiction of the trilemma is valid in practice, with free capital flows under the Euro 

system, not to mention the interest rate, the inflation rates should also be identical across 

Eurozone members. However, neither lending interest rates, borrowing interest rates, nor 

inflation rates tend to be identical among Eurozone members, and the differentials are quite 

persistent (see Beck, Hubrich, & Marcellino, 2009; D'Adamo & Rovelli, 2015; European 

Central Bank, 2011; European Central Bank, 2012; Karanasos, Koutroumpis, Karavias, 

Kartsaklas, & Arakelian, 2016; Von Borstel, Krippner, & Eickmeier, 2015). Under the classical 

gold standard, as mentioned before, the inflation rates also varied and seemed not to have been 

closely correlated across countries (Weber, 2016).  

As shown in Figures 2.1, 2.2, and 2.3, inflation rates are varied and persistent across the 12 

initial Eurozone members29  despite the introduction of the Euro in 1999. The spreads of 

inflation rates are quite wide and never disappeared from 1999 to 2017. The widest spread is 

7.2% and lasts for three months from April 2010 to June 2010. The narrowest is 1.5% in August 

2015. The rest of the differentials spread between 1.5% and 7.2%.  

                                       
29 The 12 initial Eurozone members are Austria, Belgium, Finland, France, Germany, Greece, Italy, Ireland, 

Luxembourg, the Netherlands, Portugal, and Spain. All of the countries joined the Eurozone on the 1st January of 

1999, except for Greece, which joined the Eurozone on the 1st January of 2001.  



37 
 

Figure 2.1  Inflation rates of the 12 initial Eurozone members 

 

Note: Annual inflation rates data are downloaded from Datastream and in a monthly frequency from 

January 1999 to November 2017. 

Figure 2.2  Differentials of inflation rates among 12 initial Eurozone countries 

 

Note: Annual inflation rates data are downloaded from Datastream and in a monthly frequency from 

January 1999 to November 2017. 
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Figure 2.3  The dispersion of the inflation rates in 12 initial Eurozone members 

  

Note: Annual inflation rates data are downloaded from Datastream and in a monthly frequency from 

January 1999 to November 2017. 

Moreover, there is no significant convergence sign of the inflation rates among the 12 initial 

members since the introduction of the Euro (De Haan, 2010; European Central Bank, 2012; 

Licheron, 2007; Lopez & Papell, 2012).  As shown in Figure 2.3, the standard deviations of 

inflation rates are at least 0.5 for the entire sample period and stay at the highest value of 1.7 

from April 2010 to June 2010. Hence, the differentials of the inflation rates in the Eurozone 

are concluded as a common phenomenon in an ECB monthly bulletin (2012). 

The ECB (2000; 2004; 2011) and other researchers (Cavallero, 2011; De Haan, 2010; Licheron, 

2007) provide several explanations for the inflation rates differentials, such as a price 

convergence, business cyclical divergence, structural difference, fiscal policies, and public 

spending. This chapter concerns the macro implication of the inflation rate differentials in the 

Eurozone rather more than the micro causes. According to the Fisher equation30, differentials 

of inflation rates imply differences of interest rates, which means that either nominal interest 

rates or real interest rates, or both nominal and real, are not identical across Eurozone members.  

                                       
30 The Fisher equation estimates the relationships among nominal interest rates, real interest rates, and inflation 

rates.  
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Hence, the differentials of inflation rates, especially as a common phenomenon in the Eurozone, 

evoke doubt about the validity of the trilemma in practice. 

The following derivation shows how an approximation of the ex-post Fisher equation31 can be 

achieved and why unequal inflation rates may cast doubt on the depiction of the trilemma. 

(1 + 𝑅𝑡
𝑖) = (1 + 𝑟𝑡

𝑖)(1 + 𝜋𝑡
𝑖) 

Where 𝑅𝑡
𝑖   represents the one-period nominal interest rate in country i at time t. 𝑟𝑡

𝑖and 

𝜋𝑡 
𝑖 denote the one-period real interest rate and inflation rate in country i at time t, 

respectively. 

Solving the nominal interest rate 𝑅𝑡
𝑖. 

𝑅𝑡
𝑖 = 𝑟𝑡

𝑖 + 𝜋𝑡
𝑖 + 𝑟𝑡

𝑖 ∗ 𝜋𝑡
𝑖 

Since 𝑟𝑡+1
𝑖 ∗ 𝜋𝑡+1

𝑖 are usually small, they are often being dropped. Then we arrive at, 

𝑅𝑡
𝑖 ≅ 𝑟𝑡

𝑖 + 𝜋𝑡
𝑖  

Rearranging,  

𝜋𝑡
𝑖  ≅ 𝑅𝑡

𝑖 − 𝑟𝑡
𝑖 

Similarly, we can have an approximation of the Fisher equation for country j. 

𝜋𝑡
𝑗

≅ 𝑅𝑡
𝑗

− 𝑟𝑡
𝑗
 

Where 𝑅𝑡
𝑗
  represents the one-period nominal interest rate in country j at time t. 𝑟𝑡

𝑗
and 

𝜋𝑡
𝑗
denote the one-period real interest rate and inflation rate in country j at time t, 

respectively. 

Consequently, if  𝜋𝑡
𝑖 ≠ 𝜋𝑡

𝑗
, we will have three scenarios as follows, 

i. 𝑅𝑡
𝑖 ≠ 𝑅𝑡

𝑗
 or 

                                       
31 The real interest rate and inflation rate are expected in the ex-ante Fisher equation, but their actual values are 

employed in the ex-post Fisher equation. 
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ii. 𝑟𝑡
𝑖 ≠ 𝑟𝑡

𝑗
 or 

iii. 𝑅𝑡
𝑖 ≠ 𝑅𝑡

𝑗
 and 𝑟𝑡

𝑖 ≠ 𝑟𝑡
𝑗
 

It is easier to arrive at the above three scenarios from the approximation of the Fisher equation, 

although, without the approximation, the same conclusion can be drawn as well. Moreover, 

even when  𝜋𝑡
𝑖  equals 𝜋𝑡

𝑗
, we cannot guarantee that interest rates are identical across country i 

and country j without extra information on the equality of nominal or real interest rates.  

Since the official nominal interest rate is uniform in. the Eurozone, inflation rate differentials 

might imply different real interest rates across Eurozone members (European Central Bank, 

2004). Furthermore, despite the uniform official interest rate set by the ECB, similar kinds of 

interest rates are quite different across Eurozone members. For example, short-term firm 

lending rates, short-term housing loan rates, and even deposit rates vary across Eurozone 

members (Von Borstel et al., 2015; 2016). Thus, in the Eurozone, the most likely scenario may 

be that neither the nominal interest rates, nor the real interest rates are identical across Eurozone 

members.  

Moreover, one explanation for the inflation rate differentials is that different Eurozone 

members implement various fiscal, macro-prudential and structural policies (Beck et al., 2009; 

European Central Bank, 2011; 2012; Licheron, 2007). From the perspective of seeing inflation 

as a monetary phenomenon and a policy target, the various inflation rates might imply that 

Eurozone members could have some gauge of monetary independence even without a 

conventional national central bank. In other words, the differentials of the inflation rates in the 

Eurozone may imply that various interest rates, an open capital market, and a fixed exchange 

rate (Euro) can co-exist. If various interest rates or inflation rates represent monetary 

independence, the three policy corners of the trilemma may be achieved simultaneously in 

practice. 

2.2.2 Model 

This subsection attempts to theoretically explain how arbitrage costs could give leeway to the 

monetary policy and help policy-makers achieve the three policy dimensions of the trilemma 

in practice.  
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As Feenstra and Taylor (2014, p. 145) express in their book, “International Macroeconomics”, 

three desirable policy goals; an independent monetary policy, an open capital market, and a 

fixed exchange-rate regime, could be simply stated as follows, with a slight change of notations. 

Considering more than one period will not alter the main conclusion of this chapter, thus for 

simplicity, all maturities of interest rates and expectations of nominal exchange rates are one 

period ahead.  

a. 𝑅𝑡
𝑖    𝑅𝑡

𝑗
 indicates monetary independence, which means a central bank could set its 

interest rate differently from the rest of the world;  

b. Δ 𝑆𝑡
𝑖𝑗

= 𝑆𝑡+1
𝑖𝑗

− 𝑆𝑡
𝑖𝑗

= 𝐸𝑡
𝑖𝑗

− 𝑆𝑡
𝑖𝑗

= 0  represents a strictly fixed exchange rate, 

which states that changes in the nominal exchange rate are zero; 

c. (1 + 𝑅𝑡
𝑖) =  

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗  ∗  (1 + 𝑅𝑡

𝑗
)  indicates an open capital market, which shows that the 

expected returns on capital across countries should be equal in terms of one 

currency in the absence of capital controls across international markets.  

Where, 𝑆𝑡
𝑖𝑗

 denotes the actual nominal exchange rate at time t, and 𝐸𝑡
𝑖𝑗

 represents a one-

period-ahead expectation of nominal exchange rates at time t. Both of 𝑆𝑡
𝑖𝑗

 and 𝐸𝑡
𝑖𝑗

 are 

expressed in terms of country i’s currency per unit of country j’s currency; 𝑅𝑡
𝑖   and 𝑅𝑡

𝑗
 

represent nominal interest rates in country i and country j at time t, respectively.  

From the above-mentioned assumptions, the co-existence of “a”, “b” and “c” can be easily 

proved mathematically impossible. Consequently, the three policy goals become a trilemma. 

However, as mentioned in introduction 2.1, both the strictly fixed exchange rate and the UIP 

condition could make a leeway for the impossible trinity in practice.  

Firstly, if the exchange rate is not strictly fixed, Δ𝑆𝑡
𝑖𝑗

 will not equal zero in condition “b”, and 

the interest rate will not necessarily be identical in condition “a”.  Consequently, the depiction 

of the trilemma will not be true. Secondly, the UIP equation in condition “c” is a problematic 

proxy for free capital flows across capital markets. Arbitrage costs could generate a non-profit 
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arbitrage band32 in international capital markets and fail the UIP equation (1 + 𝑅𝑡
𝑖) =  

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗  ∗

 (1 + 𝑅𝑡
𝑗
) in condition “c”, but not against the open capital market assumption. Therefore, 

conditions “a”, “b”, and an open capital market may coexist simultaneously. In other words, a 

central bank could set its interest rates differently from the rest of the world under a completely 

fixed exchange-rate regime and an open capital market.  

Let us assume two countries with two national currencies, open capital markets, floating 

exchange rate regimes, and no default risk. Investors will go long on country i’s currency33 and 

go short on country j’s currency if the return denominated in country i’s currency is greater 

than one round-trip arbitrage cost plus the borrowing cost denominated in country j’s currency.  

(1 + 𝑅𝑡
𝑖) >

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
)                                       (2.1) 

Where 𝐹𝑡
𝑖𝑗

 denotes the forward exchange rate in terms of country i’s currency per unit 

of country j’s currency at time t; 𝐶𝑡
𝑖𝑗

 denotes one round-trip arbitrage cost estimated at 

time t and expressed as a proportion of the principal. 

One round-trip arbitraging includes going long on country i’s financial products, going short 

on country j’s financial products, closing all positions at maturity. The arbitrage costs 

𝐶𝑡
𝑖𝑗

 include not only observable costs, such as bid-ask spreads, commissions or brokerage fees, 

exchange fees, and taxes, but also the unobservable costs, such as risk premiums, language and 

policy barriers. Furthermore, except for taxes, it might be proper to employ 1.5-2 percent as 

the unit cost of US financial intermediation since has been relatively stable since 1886 (see 

Philippon, 2015). 

No arbitrage will occur from country i to country j if the return on country i’s currency is less 

than one round-trip arbitrage cost plus the interest on country j’s currency, but not low enough 

                                       
32 The intuition underlying the non-profit arbitrage band is similar with the one underlying the “zone of speculative 

inactivity” referred by Miller (2014), and Craighead, Davis and Miller (2010), but Craighead, Davis and Miller 

(2010, p. 725) arbitrarily set a zone of speculative inactivity as the largest 10% in the absolute value of the nominal 

interest rate differentials, while, in this chapter, a non-profit arbitrage band is calculated based on arbitrage costs. 
33 Going long or short on other financial products has the same logic underlying going long or short on currencies. 

Thus, currency is used only for simplicity and convenience, but it can be replaced by any financial products. 
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to a level which could attract arbitrageurs to go short on country i’s currency and go long on 

country j’s currency; 

(1 + 𝑅𝑡
𝑖) ≤  

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
)                                  (2.2) 

Similarly, if the return on country j’s currency is greater than one round-trip arbitrage cost plus 

the interest on country i’s currency, we can draw inequalities (2.3) and (2.4) as follows: 

(1 + 𝑅𝑡
𝑖) ∗ (1 + 𝐶𝑡

𝑗𝑖
)  <   

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
)                                (2.3) 

(1 + 𝑅𝑡
𝑖) ∗ (1 + 𝐶𝑡

𝑗𝑖
) ≥  

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
)                                (2.4)  

Where 𝐶𝑡
𝑗𝑖

 denotes one round-trip arbitrage cost estimated at time t while going long 

on country j’s currency and going short on country i’s currency, and closing all 

positions at maturity. Like 𝐶𝑡
𝑖𝑗

 , 𝐶𝑡
𝑗𝑖

 is also expressed as a proportion of the principal. 

From inequalities (2.1) – (2.4), we can deduce a non-arbitrage band: 

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗ 

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
  ≤  (1 + 𝑅𝑡

𝑖)  ≤  
𝐹𝑡

𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗ (1 + 𝑅𝑡

𝑗
)(1 + 𝐶𝑡

𝑖𝑗
)               (2.5) 

Rearranging inequality (2.5); 

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗  

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1 ≤  𝑅𝑡

𝑖  ≤  
𝐹𝑡

𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗  (1 + 𝑅𝑡

𝑗
)(1 + 𝐶𝑡

𝑖𝑗
) − 1             (2.5’) 

As we can see from inequality (2.5), if we neglect arbitrage costs by assuming 𝐶𝑡
𝑖𝑗

= 𝐶𝑡
𝑗𝑖

= 0, 

we will have the CIP equation: 

(1 + 𝑅𝑡
𝑖) =  

𝐹𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
)                                                 (2.6) 

The CIP is a condition to rule out risk-free arbitrage opportunities and generally considered to 

hold in theoretical and empirical research. However, current research shows that the CIP 

condition has been systematically violated since the great financial crisis in 2007.  The recent 

failure of the CIP might be caused by wider asset swap spreads, increased hedging demand, 
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tighter risk management, and related balance sheet constraints of banks (see Avdjiev, Du, Koch, 

& Shin, 2016; Borio et al., 2016; Brauning & Puria, 2017; Du et al., 2017; Sushko et al., 2017). 

Hence, Rime et al. (2017) claim that increased funding cost of arbitrageurs inhibits fully 

arbitraging across currencies. In short, the main information conveyed in the above-mentioned 

research is that arbitrage costs have been increased since the great financial crisis and cannot 

be ignored in the CIP condition, as most researchers did before.   

Moreover, in practice, neither could the terms of a forward contract on exchange rates fit the 

needs of arbitrageurs, such as contract sizes and maturities, nor could all exchange rates have 

forward contracts or other financial derivatives in markets to cover the exchange rate risk on 

arbitraging. Therefore, a broader measure of trading strategies is to replace the forward 

exchange rate 𝐹𝑡
𝑖𝑗

 with an expected spot nominal exchange rate 𝐸𝑡
𝑖𝑗

 (see Richard, Frankel, & 

Jones, 2007, pp. 443).  

Hence, we may substitute the forward exchange rate 𝐹𝑡
𝑖𝑗

 with a one-period-ahead expectation 

of the nominal exchange rate 𝐸𝑡
𝑖𝑗

in inequality (2.5);  

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗ 

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
  ≤  (1 + 𝑅𝑡

𝑖)  ≤  
𝐸𝑡

𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗ (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
)                   (2.7) 

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗  

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1 ≤  𝑅𝑡

𝑖  ≤  
𝐸𝑡

𝑖𝑗

𝑆𝑡
𝑖𝑗

 
∗  (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1                (2.7’) 

Similarly, if we assume arbitrage costs 𝐶𝑡
𝑖𝑗

= 𝐶𝑡
𝑗𝑖

= 0, we will arrive at the UIP condition.  

(1 + 𝑅𝑡
𝑖) =  

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
 ∗ (1 + 𝑅𝑡

𝑗
)                                               (2.8) 

The UIP, unlike the CIP, has been universally rejected in empirical research, especially in the 

short run (Cheung, Chinn, & Pascual, 2005; Meredith & Chinn, 1998; Pasricha, 2006). The 

failure of the UIP brings a so-called UIP puzzle, which is also known as “the forward 

discount/premium bias”. From inequality (2.7), we can see that two potential sources might 

contribute to the failure of the UIP. One is the variable included in the arbitrage costs, such as 
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the risk premium, which is missing in Fama regressions 34 . Another source may be the 

expectation errors of the expected nominal exchange rate 𝐸𝑡
𝑖𝑗

.  

These two sources are consistent with the main conclusion of the empirical research. For 

example, Miller (2014, pp. 7-8) summarises that risk premiums and exchange rate expectation 

errors are two main candidates involved in solving the UIP puzzle. Engel (1996) concludes that 

only the risk premium is insufficient to explain negative estimates of the β -coefficient in Fama 

regressions. Froot and Frankel (1989, p. 160) claim that the variance of risk premiums is 

relatively small compared with the variance of expected currency depreciation. 

Moreover, Froot and Frankel (1989, p. 160) surprisingly find that the level of risk premiums 

tends to be constant, and this finding is contrary to the conventional thought on the risk 

premium. However, it would not be so surprising if we consider the “constant risk premium” 

in Froot and Frankel’s finding as the arbitrage costs in equation (2.7). Froot and Frankel do not 

separate trading costs from the risk premiums they measured. If the proportion of actual risk 

premiums is comparatively small and other cost components of the arbitrage costs are nearly 

constant, the value of the arbitrage costs, or “risk premium” in Froot and Frankel’s paper, might 

be relatively as stable as constant.  

Craighead et al. (2010, p. 730) suggest that a zone of speculative inactivity exists in 

international financial markets due to costs. The larger interest rate differentials, the more 

carry-trading; the smaller differentials, the less carry-trading. As a consequence, large 

differentials of interest rates show interest rate convergence across countries, which is known 

as “extreme support” for the UIP (Craighead et al., 2010, p. 730). The arbitrage cost band in 

this chapter is consistent with the concept of the inactive speculative zone, but, because 

arbitrageurs are assumed to take less risk than speculators, the arbitrage cost band is usually 

wider than the inactive speculative zone. 

Furthermore, despite the officially claimed exchange rate regime by a country, neither a 

completely floating exchange-rate regime nor a strictly fixed exchange-rate regime can be 

                                       
34 Fama regressions have different versions, but all of them originated from Fama’s paper published in 1984. One 

of those regressions is 𝑠𝑡+1
𝑖𝑗

− 𝑠𝑡
𝑖𝑗

= α +  β ∗  (𝑟𝑟𝑡
𝑖 − 𝑟𝑟𝑡

𝑗
 ) +  𝜀𝑡+1; where 𝑠𝑡+1

𝑖𝑗
  and  𝑠𝑡

𝑖𝑗
 are the log of the nominal 

exchange rate in country i’s currency per unit of country j’s currency at time t+1 and t, respectively; 𝑟𝑟𝑡
𝑖  denotes 

the log of  one plus nominal interest rate (1 + 𝑅𝑡
𝑖) in country i at time t; and 𝑟𝑟𝑡

𝑗
 indicates the log of  one plus 

nominal interest rate (1 + 𝑅𝑡
𝑗
) in country j at time t. The UIP will hold if α = 0 and  β = 1 in the above regression. 
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easily found in reality. If we draw a straight line between the bipolar exchange rate regimes, 

according to the flexibility of the actual nominal exchange rates, we can range all countries 

between a strictly fixed exchange rate regime and a completely floating regime (Frankel, 2012, 

p. 765). Therefore, an exchange rate target zone  (1 ± Ѳ) ∗ 𝑆𝑖𝑗  could be incorporated into 

inequality (2.7) as follows:  

 (1−Ѳ) 

 (1+Ѳ) 
=

 (1−Ѳ)∗ 𝑆𝑖𝑗

 (1+Ѳ)∗ 𝑆𝑖𝑗
≤  

𝐸𝑡
𝑖𝑗

𝑆𝑡
𝑖𝑗

 
≤

 (1+Ѳ)∗ 𝑆𝑖𝑗

 (1−Ѳ)∗ 𝑆𝑖𝑗
=

 (1+Ѳ) 

  (1−Ѳ) 
      

Where, Ѳ is the targeted percentage change regarded to the nominal exchange rate; 𝑆𝑖𝑗 

denotes the targeted nominal exchange rate.  

Then the band in inequality (2.7) will become: 

 (1 − Ѳ) 

 (1 + Ѳ) 
∗  

(1 + 𝑅𝑡
𝑗
)

(1 + 𝐶𝑡
𝑗𝑖

)
   ≤  (1 + 𝑅𝑡

𝑖)  ≤  
 (1 + Ѳ) 

  (1 − Ѳ) 
∗ (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) 

 ; Ѳ ∈ [0, +∞)          (2.9)                  

 (1 − Ѳ) 

 (1 + Ѳ) 
∗  

(1 + 𝑅𝑡
𝑗
)

(1 + 𝐶𝑡
𝑗𝑖

)
 − 1 ≤  𝑅𝑡

𝑖 ≤  
 (1 + Ѳ) 

  (1 − Ѳ) 
∗  (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1 

; Ѳ ∈ [0, +∞ )        (2.9’) 

As shown in inequalities (2.9) and (2.9’), 𝑅𝑡
𝑖  may differ from 𝑅𝑡

𝑗
 and can be set within the 

range [
 (1−Ѳ) 

 (1+Ѳ) 
∗  

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1,

 (1+Ѳ) 

  (1−Ѳ) 
∗  (1 + 𝑅𝑡

𝑗) ∗ (1 + 𝐶𝑡

𝑖𝑗) − 1 ]. The differentials of interest rates 

across countries are positively related to the width of a target zone and the magnitude of 

arbitrage costs. In other words, the wider the target exchange rate zone is, the more monetary 

independence a central bank may have. Also, the higher the interest rate of a base country is, 

the wider the interest rate gap between the pair-countries will be.  

This interpretation of the target zone is consistent with the empirical research. For example, 

Svensson (1994a, p. 188) shows that the standard deviation of Sweden’s interest rates can be 

lessened by about a half with a ±2 percent target zone. Following Svensson’s hypothesis, Bordo 

and MacDonald (2003; 2005) investigated the gauge of monetary independence under the gold 

exchange standard during 1880-1914 and inter-war periods. Furthermore, they demonstrate 
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that the authorities with a credible target zone could manipulate short-term interest rates to 

absorb shocks and influence output, gold reserves, prices and other aggregate variables (Bordo 

& MacDonald, 2003, p. 30). Byun and Chen (1996), Shambaugh (2004), and Shambaugh and 

Klein (2015) also find that the interest rates are more correlated between the base country, and 

countries with a relatively fixed exchange-rate, than countries with a flexible exchange-rate.  

More interestingly, in inequality (2.9), if Ѳ = +∞ represents a completely floating exchange 

rate regime, the interest rate differentials across countries could be infinitely large and central 

banks could enjoy full monetary independence as conventional wisdom suggests. On the other 

hand,  Ѳ = 0 means that the nominal exchange rate is strictly fixed, and inequality (2.9) will 

become as follows: 

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
   ≤  (1 + 𝑅𝑡

𝑖 )  ≤  (1 + 𝑅𝑡
𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
)                        (2.10)     

   
(1+𝑅𝑡

𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1 ≤  𝑅𝑡

𝑖 ≤  (1 + 𝑅𝑡
𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1                       (2.10’)  

Inequality (2.10) shows that the interest rates between two countries are not necessarily 

identical under a strictly fixed exchange-rate regime, though the degree of monetary 

independence will be narrowed to the band [ 
(1+𝑅𝑡

𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1, (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1].  

Also, because taxes can impact differentials of real interest rates (Mishkin, 1984) and 

differentials of inflation rates (European Central Bank, 2011), according to the Fisher equation, 

taxes might influence nominal interest rate differentials as well. For example, with an 

assumption of taxing on household foreign currency bonds, Escudé (2013; 2014) theoretically 

illustrates how a central bank could optimise its interest rate and exchange rate in a DSGE 

model.  Since capital-gain and withholding taxes are a component of arbitrage costs, changes 

in tax rates may affect the width of the arbitrage cost band, and hence the potential differentials 

of interest rates. Accordingly, the tax rates on interest and capital gains may be employed as a 

policy instrument to influence interest rate differentials and make more freedom for monetary 

policy. 

To conclude, the model in this subsection indicates there are not only trade-offs among the 

three policy dimensions of the trilemma, but also a corner solution of the trilemma may exist 
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in practice. In other words, due to arbitrage costs, the three desirable policy dimensions; 

monetary independence, an open capital market, and a fixed exchange-rate regime, might be 

achieved simultaneously in practice.  

2.3 Data 

To test the existence of the open policy trinity and measure the gauge of monetary 

independence in practice, we need an economy with an open capital market and a completely 

fixed exchange-rate regime. Since the Eurozone is a currency union and has no restrictions on 

capital flows among its members, the Eurozone is an ideal economic area to test the corner 

solution of the trilemma.  Hence, we choose elven initial Eurozone members, Austria, Belgium, 

Finland, France, Germany, Greece, Ireland, Italy, the Netherlands, Portugal, and Spain as a 

sample group35. Intuitively, Germany is chosen as the base country for this group.  

The differentials of all kinds of nominal interest rates and various inflation rates may prove 

that the depiction of the trilemma does not hold across the Eurozone members by contradiction. 

However, because the Eurozone members have no national currencies and conventional central 

banks, we cannot measure the gauge of monetary independence in the Eurozone directly. What 

we can do is, estimate the width of the arbitrage cost band, to provide a possible range for the 

differential of interest rates across countries. Since the Hong Kong dollar is pegged to the US 

dollar, the USA and Hong Kong are chosen as a pair to measure how a target zone could 

influence the gauge of monetary independence and widen the arbitrage cost band. The base 

country is the USA in this pair without a doubt.  

The transaction costs, mainly mark-ups, are simply assumed to be 0.75% based on two facts. 

One is that the unit cost of US financial intermediation is around 1.5-2 percent and relatively 

stable since the 1970s, with other industrial countries showing a similar trend (Philippon & 

Reshef, 2013; Philippon, 2015). Another fact is that the mark-ups on bond trading are from 

1.02% to 2% on average (see Deng & McCann, 2013; Burne & Kuriloff, Jan. 13, 2015). 

Therefore, it is relatively safe to count 0.75% of mark-ups for one-way bond trading. 

Consequently, the mark-ups for one round-trip bond trading will be 1.5%.  

                                       
35 Luxembourg is dropped out due to lack of data. 
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Monthly data on 10-year Eurozone sovereign bond yields from 01-1999 to 12-2017 are 

downloaded from investing.com, Datastream, and Bloomberg. Monthly data on Hong Kong 

and USA 10-year government bond yields from 10-1996 to 11-2017 are also collected from 

the above resources36. Tax rates of capital gains (including interest and dividend) are gathered 

from Deloitte “Withholding Tax Rates 2017” 37 and a relative Deloitte annual taxation and 

investment report.  

2.4 Empirical Analysis 

2.4.1 The calculation of observable arbitrage costs 

Although the arbitrage costs defined in inequality (2.10) include all observed and unobserved 

trading costs, the calculation of arbitrage costs in this chapter will only consider observable 

arbitrage costs, such as taxes, mark-ups, and possible margin requirement interest losses.  

There are three reasons for this simplified calculation. Firstly, the main purpose of this chapter 

is to show a possible coexistence of the three corners of the trilemma and offer the narrowest 

band as a benchmark for policymakers. Secondly, the arbitrage cost band, including 

unobservable costs will be at least as wide as the one excluding unobservable costs. If the three 

policy dimensions of the trinity can co-exist within a narrower band excluding unobservable 

arbitrage costs simultaneously, the trinity will not be a trilemma within a wider band including 

unobservable arbitrage costs. Thirdly, it is almost impossible to calculate the unobservable 

costs precisely. Therefore, although precise calculation might be necessary for further research, 

the simplification of the arbitrage cost band in this chapter is reasonable, and it is sufficient to 

show that the corner solution of the trilemma is possible in practice. 

Capital flows, including foreign direct investment38 (hereafter FDI) and portfolio investment, 

are mainly influenced by their returns (Madura, 2012), but most FDIs are primarily determined 

by a predominant economic structure and long-term fundamental factors (Oeking & Zwick, 

2015, p. 7), and primary motives for the FDIs are mostly related to goods and services markets 

                                       
36 Hong Kong dollar has been pegged to the US dollar since 1972, but the monthly data on Hong Kong 10-year 

government bond yields are only available from 10-1996. Therefore, the analysed period is limited from 10-1996 

to 12-2017. 
37 See more details on link: https://www2.deloitte.com/content/dam/Deloitte/global/Documents/Tax/dttl-tax-

withholding-tax-rates.pdf . 
38 Foreign direct investment (FDI) is referred to as direct foreign investment (DFI) in Madura’s (2012) book 

“international financial management”. 

https://www2.deloitte.com/content/dam/Deloitte/global/Documents/Tax/dttl-tax-withholding-tax-rates.pdf
https://www2.deloitte.com/content/dam/Deloitte/global/Documents/Tax/dttl-tax-withholding-tax-rates.pdf
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instead of financial markets (Madura, 2012). Thus, the consideration of arbitrage costs in this 

chapter exclusively focuses on portfolio investment. Moreover, since there is hardly any 

currency hedging for international stock investment, the consideration is narrowed to 

international bond investment in international capital markets. The calculation of arbitrage 

costs only includes mark-ups charged by brokerages, possible opportunity cost on maintenance 

margin requirements, and withholding/capital gains taxes on returns/profit. 

Mark-ups (or markdowns) are usually from 1 percent to 5 percent of the bond face value, and 

institutional investors generally pay lower mark-ups than individual investors do. For example, 

Deng and McCann (2013, p. 10) found that the median markup was 1.02 percent for all US 

municipal bond trades in their sample between 2005 and 2013. However, after investigating a 

wider variety of bonds trading, Standard & Poor reports that the average mark-up on a smaller 

set of retail trades up to USD 100,000 was 1.62 percent in March, 201339. Burne and Kuriloff 

(2015) report that individual investors paid 1.31 percent in fees on trading highly-rated 

municipal bonds on average, which was down from 2 percent in 201140. Usually, the larger the 

market is, the lower the mark-ups will be. Since the U.S bond market is the largest bond market 

in the world, it is reasonable to consider a 0.75 percent of bond face values for bond trading in 

the international bond market.  

For margin trading, the maintenance margin requirement is at least 25 percent of the total traded 

amount.  The investor will be forced to face a dreaded “margin call” and suffer a huge loss if 

he cannot fulfil the least margin requirement. Therefore, it is very important to keep enough 

liquidity to avoid margin calls. However, cash kept in a margin account will lose interest. Even 

when the investor gets interest paid by his brokerage, he still has to face a loss caused by the 

difference between saving and borrowing interest rate. Thus, the maintenance margin 

requirement may harm investors’ capability to arbitrage. Nevertheless, the interest loss on 

margin requirement can be omitted since it is relatively small compared to total arbitrage costs.  

The rate of withholding/capital gains tax ranges from 15 percent to 40 percent of investment 

profit in the Eurozone. The tax burden on arbitrageurs is one of the most important and largest 

portions of arbitrage costs in this chapter, however, strangely, very few researchers consider it 

                                       
39 This is a second reference from Cate Long, “Is there such a thing as a ‘fair’ markup in muniland?”, REUTERS, 

on 20th June, 2013. 
40 Burne and Kuriloff, “Regulators want data on fees for bond trades” on Wall Street Journal, Easter edition, on 

13th Jan. 2015. 
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as the cost of arbitrageurs. If we assume a common tax treaty among countries, a capital 

gains/withholding tax will be levied only once. However, the higher tax rate in a country-pair 

will be applied because it is a common way of taxation across countries in a treaty. This taxation 

rule means that all arbitrage across countries will pay tax on the profit according to the 

relatively high tax rate. For example, if capital gains/withholding tax rate is 15 percent in 

Greece and 30 percent in France, an arbitrageur must pay 30 percent rather than 15 percent tax 

on profits made across Greece and France. 

The main aim of the calculation is to show a lower boundary and an upper boundary of the 

nominal interest rate, which a central bank could set differently from a base country or the rest 

of the world. For simplicity, we take country j as the base country in the country-pair i and j. 

Under a fixed exchange-rate regime, a lower boundary of the interest rate in country i can be 

calculated from the left-hand side of inequality (2.10’), and an upper boundary is from the 

right-hand side of inequality (2.10’):  

𝑚𝑖𝑛 {𝑅𝑡
𝑖} =

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1                                                    (2.11) 

𝑚𝑎𝑥 { 𝑅𝑡
𝑖} =  (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1                                   (2.12) 

Similarly, under an exchange rate regime with a target zone Ѳ, from inequality (2.9’) we have: 

𝑚𝑖𝑛 {𝑅𝑡
𝑖} =

 (1−Ѳ) 

  (1+Ѳ) 
∗

(1+𝑅𝑡
𝑗
)

(1+𝐶𝑡
𝑗𝑖

)
 − 1                                          (2.11’) 

𝑚𝑎𝑥 { 𝑅𝑡
𝑖} =  

 (1+Ѳ) 

  (1−Ѳ) 
∗ (1 + 𝑅𝑡

𝑗
) ∗ (1 + 𝐶𝑡

𝑖𝑗
) − 1                         (2.12’) 

Since the hedging cost against exchange rate risks will only widen the arbitrage cost band, we 

can ignore it to calculate a narrower band in equations (2.11’) and (2.12’). Therefore, in the 

two scenarios above, the formula for arbitrage costs are the same as follows41: 

𝑀𝑖𝑛 𝐶𝑡
𝒋𝒊

= max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} ∗ 𝑅𝑡

𝑗
+ 𝑚𝑎𝑟𝑘𝑢𝑝𝑠 + 𝑚𝑎𝑟𝑔𝑖𝑛 ∗ 𝐷𝑅𝑡

𝑖              (2.13) 

                                       
41 Capital gains/withholding tax will be zero if  𝑚𝑎𝑥 { 𝑅𝑡

𝑖 , 𝑅𝑡
𝑗
} ≤ 0. Accordingly, the width of an arbitrage cost 

band will mainly depend on mark-ups and margin requirements. 
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𝑀𝑎𝑥 𝐶𝑡
𝑖𝑗

= max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} ∗ 𝑅𝑡

𝑖 + 𝑚𝑎𝑟𝑘𝑢𝑝𝑠 + 𝑚𝑎𝑟𝑔𝑖𝑛 ∗ 𝐷𝑅𝑡
𝑗
             (2.14) 

Where, 𝑇𝑡
𝑖  and  𝑇𝑡

𝑗
 represent tax rates on capital gains at time t in country i and country j, 

respectively; 𝐷𝑅𝑡
𝑖 and 𝐷𝑅𝑡

𝑗
 denote interest rate differentials between lending and saving at time 

t in country i and country j, respectively. For simplicity, mark-ups on one round-trip bond 

trading are counted as 1.5% as explained before; 𝐷𝑅𝑡
𝑖 and 𝐷𝑅𝑡

𝑗
 are set as 0.03% since margin 

requirement could be ignored during non-crisis time.  

By substituting equation (2.14) into equation (2.12), we arrive at: 

𝑚𝑎𝑥 { 𝑅𝑡
𝑖} =  

(1+𝑅𝑡
𝑗
) ∗ (1+𝑚𝑎𝑟𝑘𝑢𝑝𝑠+𝑚𝑎𝑟𝑔𝑖𝑛∗𝐷𝑅𝑡

𝑗
)−1

1−(1+𝑅𝑡
𝑗
) ∗ 𝑚𝑎x{𝑇𝑡

𝑖, 𝑇𝑡
𝑗
}

                          (2.15) 

Similarly, substituting equation (2.14) into equation (2.12’), we obtain maximum 𝑅𝑡
𝑗
 with a 

target zone Ѳ: 

  𝑚𝑎𝑥 { 𝑅𝑡
𝑖} =  

 (1+Ѳ) 

  (1−Ѳ) 
 ∗ (1+𝑅𝑡

𝑗
) ∗ (1+𝑚𝑎𝑟𝑘𝑢𝑝𝑠+𝑚𝑎𝑟𝑔𝑖𝑛∗𝐷𝑅𝑡

𝑗
)−1

1 −  
 (1+Ѳ) 

  (1−Ѳ) 
 ∗ (1+𝑅𝑡

𝑗
) ∗ 𝑚𝑎𝑥{𝑇𝑡

𝑖, 𝑇𝑡
𝑗
}

                (2.15’) 

To obtain the least value of arbitrage costs, the basic principle of arbitrage cost calculation in 

this chapter is, whenever facing a choice of variable values, the smallest value is always chosen 

with an exception of the tax rate. 

2.4.2 Empirical results 

In this subsection, an actual arbitrage cost band and a simulated arbitrage cost band are 

calculated for all of the sample country-pairs. Scenario BM is estimated according to actual 

arbitrage costs and set as a benchmark for simulation. Fifteen scenarios for the Eurozone group 

and twenty scenarios for the Hong Kong/USA pair are simulated to demonstrate the individual 

impact of the taxes, mark-ups, margin requirements, and target zones (only for the USA and 

Hong Kong pair) on the differentials of interest rates across countries.  

As shown in Table 2.1, scenarios TR1-TR5 indicate the effect of various tax rates; scenarios 

MK1-MK5 denote the effect of different mark-ups; scenarios MG1-MG5 demonstrate the 

effect of the margin requirements; scenarios TZ1-TZ5 display the effect of a target zone. The 
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simulation range for the tax rate is from 0 to 0.5, the range for mark-ups is from 0 to 0.025; the 

margin requirement is from 0 to 0.5; and the target zone is from 0 to 0.025.  

Table 2.1  Arbitrage cost scenarios 

Scenario 
Tax rate 

(TR) 

Mark-ups 

(MK) 

Margin 

requirement 

(MG) 

Target zone (TZ) 

(only for HK/USA) 

Scenario BM max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} 0.015 0.3 0.006 

Scenarios TR1-TR5 0 - 0.5 0.015 0.3 0.006 

Scenarios MK1-MK5 max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} 0 - 0.025 0.3 0.006 

Scenarios MG1-MG5 max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} 0.015 0 - 0.5 0.006 

Scenarios TZ1-TZ5 max{𝑇𝑡
𝑖, 𝑇𝑡

𝑗
} 0.015 0.3 0 - 0.025 

These simulations are based on the common facts in reality. For example, the lowest rate of the 

capital gains/withholding tax is zero in Hong Kong, while the highest tax rate is usually less 

than 50% in developed countries. The mark-ups on one-way bond trading are 1.02% - 2% on 

average and have a descending trend. Hence, the range of the simulation on mark-ups is set as 

0-0.025 for one round-trip trading. The margin requirement is usually less than 50% of the total 

transaction in non-crisis time. The detailed scenarios of the simulation are illustrated in 

subsection 2.4.3. 

As explained in subsection 2.4.1, for simplicity, the arbitrage costs of all country pairs are 

calculated in the same way as indicated in equations (2.13) and (2.14) though an arbitrage cost 

band with a target zone is expected to be wider than the one without a target zone. However, 

the minimum and maximum interest rates of the Eurozone group are computed by equations 

(2.11) and (2.15) while equations (2.11’) and (2.15’) are used for the calculation of the Hong 

Kong/USA pair.  

2.4.2.1   Eurozone group 

We divide the Eurozone countries into two subgroups with the exception of the base country – 

Germany. Austria, Belgium, Finland, France, and the Netherlands are classified as a subgroup 
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without sovereign default risk. Portugal, Ireland, Italy, Greece, and Spain are labelled as a 

subgroup with possible sovereign default risk because they are known as the “PIIGS”. 

2.4.2.1.1 The benchmark scenario BM in the Eurozone subgroup 1 

As shown in Figure 2.4 and Figure 2.5, the yields on 10-year sovereign bonds issued by Austria, 

Belgium, Finland, the Netherlands, and France fluctuate within the arbitrage cost band as 

predicted by the arbitrage cost band hypothesis. 

The relationship between the arbitrage cost band and the possible interest rates are roughly one 

for one. The employed tax rate is 26.4% in Figure 2.4 while it is 30% in Figure 2.5 because 

France levies 30% tax on capital gains and Germany levies 26.4%, which are the first and the 

second highest tax rates in the Eurozone group. In consequence, the average width of the 

arbitrage cost band is 5.65%, and the average differential of the interest rate is 5.777% in figure 

2.4. While, in figure 2.5, the average bandwidth of the arbitrage costs and interest rates are 

6.09% and 6.228%, respectively, which are about 0.45% wider for the France/Germany pair 

than other country-pairs. This result is consistent with the prediction of the arbitrage cost band 

hypothesis, which indicates that the higher the tax rate is, the higher the arbitrage costs are, and 

the wider the interest rate gap will be.  

It is worth noting that the bond yield spreads have been widened since 2008. Though the 

widened bond yield spreads might be primarily initiated by the 2007 financial crisis, the 

wideness of the yield spread may also hint a possibility for policymakers to implement various 

interest rate policies compared to Germany. 
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Figure 2.4  Scenario BM – Subgroup 1: Austria/Germany, Belgium/Germany, Finland/Germany, and 

the Netherlands/Germany 

 

Figure 2.5  Scenario BM – Subgroup 1: France/Germany 
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2.4.2.1.2 The benchmark scenario BM in the Eurozone subgroup 2 

As we can see in Figure 2.6, the yields on 10-year sovereign bonds issued by Ireland, Italy, 

Portugal, Spain, and Greece have diverged from German 10-year government bond yields since 

2008 and started to exceed the upper boundary of the arbitrage cost band in 2010. Surprisingly, 

the yield divergence was a significant response to the downgraded credit rating on the PIIGS 

by major rating agencies in 2008 rather than the 2007 financial crisis (Afonso, Furceri, & 

Gomes, 2012).  

Irish 10-year government bond yields went beyond the upper boundary in August 2010 when 

Ireland announced to sell 400-million to 600-million Euros worth of bonds42. It took nearly 

three years for Irish 10-year bond yields to completely converge back into the arbitrage cost 

band in March 2013, but with a nearly four-month fluctuation closely around the upper 

boundary during December 2012—March 2013.  

Both Italian and Spanish 10-year government bond yields crossed the upper arbitrage cost 

boundary might be because Italy sold 7.97 billion Euros of bonds43 and Spain sold 1.8 billion 

Euros of government bonds44 in July 2011. Italian government bond yields converged back in 

April 2013 while Spanish government bond yields merged to the upper boundary in September 

2013.  

Portugal’s 10-year sovereign bond yields floated outside the arbitrage cost band in August 2010 

after Moody’s downgraded Portugal’s long-term bond for two notches from Aa2 to A1. The 

yield went back to the arbitrage cost band in March 2014, but it fluctuated out again in January 

2016, probably because the EU questioned Portugal’s 2016 budget plan, and most rating 

agencies classified Portugal’s debt as junk45. Finally, Portugal’s 10-year bond yields struggled 

back to the arbitrage cost band in June 2017.  

                                       
42 See more news details on link: http://nationalpost.com/news/sp-cuts-irelands-credit-rating-bonds-

fall/wcm/f99e4488-fad0-4dcc-8177-165169ef670c  
43 See more details on link: https://www.reuters.com/article/italy-bond/update-1-italy-key-bond-yield-soars-to-

11-yr-high-at-auction-idUSLDE76R0UT20110728  
44 See more details on link: https://www.ft.com/content/fd623646-b383-11e0-b56c-00144feabdc0  
45 See more details on link: https://www.wsj.com/articles/portugals-sovereign-bonds-take-hit-amid-risk-

aversion-1455205147  

http://nationalpost.com/news/sp-cuts-irelands-credit-rating-bonds-fall/wcm/f99e4488-fad0-4dcc-8177-165169ef670c
http://nationalpost.com/news/sp-cuts-irelands-credit-rating-bonds-fall/wcm/f99e4488-fad0-4dcc-8177-165169ef670c
https://www.reuters.com/article/italy-bond/update-1-italy-key-bond-yield-soars-to-11-yr-high-at-auction-idUSLDE76R0UT20110728
https://www.reuters.com/article/italy-bond/update-1-italy-key-bond-yield-soars-to-11-yr-high-at-auction-idUSLDE76R0UT20110728
https://www.ft.com/content/fd623646-b383-11e0-b56c-00144feabdc0
https://www.wsj.com/articles/portugals-sovereign-bonds-take-hit-amid-risk-aversion-1455205147
https://www.wsj.com/articles/portugals-sovereign-bonds-take-hit-amid-risk-aversion-1455205147
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Figure 2.6  Scenario BM – Subgroup 2: Ireland/Germany, Italy/Germany, Portugal/Germany, 

Spain/Germany, and Greece/Germany. 

 

Greek 10-year government bond yields have exceeded the upper boundary of the arbitrage cost 

band since January 2010. The increased yield spreads between Greek and German 10-year 

bonds might be caused by the worsened fiscal situation, financial markets, and downgraded 

credit rating by rating agencies in 2009.  However, the spreads ignored the improvement of the 

Greek economy in 2010 and continued to widen. According to Gibson, Hall, and Tavlas’s 

(2012; 2014) estimation, the actual spreads have exceeded the fundamental prediction by about 

400 basis points since May 2010. They also claim that a generated feedback loop among the 

bond spreads, government credit rating, and bank credit rating tends to cause a self-fulfilling 

type of spread overshooting (Gibson, Hall, & Tavlas, 2017). The self-fulfilling spread 

overshooting may explain the Greek yield peak of 36.59% and the default in February 2012.    
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Because the debt-GDP ratios are relatively higher in the countries in subgroup 2 than in 

subgroup 1, it is logical to argue that a higher debt-GDP ratio is responsible for higher default 

risk, and hence higher sovereign bond yields. However, Whelan (2013, p. 485) finds that the 

debt-GDP ratio hardly had any effect on sovereign bond yields during 1999-2008. For instance, 

both public and private debt-GDP ratios in Italy did not increase remarkably before or after 

2008, but the yield spreads have significantly increased between German and Italian 

government 10-year bonds since 2008. Hence, the relationship between sovereign bond yields 

and debt-GDP ratios might not be very reliable, especially during a pre-crisis period (Afonso, 

Arghyrou, & Kontonikas, 2015, p. 23; Whelan, 2013, p. 485).  

These increased yield spreads are also assumed to reflect the pricing of the possible sovereign 

default risk. The sovereign default risk is closely related to the sovereign rating since the rating 

affects the borrowing rate and the haircut of the sovereign collateral (Gibson, Hall, & Tavlas, 

2017). Gibson, Hall, and Tavlas (2012; 2014) find that the yield spreads significantly in 

response to the credit ratings, especially to the downgraded ones. Furthermore, Afonso, 

Arghyrou, and Kontonikas (2015, p. 18) notice that markets appear to price expected fiscal 

positions during their whole sample period and the coefficient between yield spreads and 

expected budget deficits has doubled since March 2009. The rating effect and expected-fiscal 

pricing might suggest a self-fulfilling effect in government bond markets. 

Afonso, Arghyrou, and Kontonikas (2015, p. 23) report that yield spreads did not significantly 

reflect macro and fiscal fundamentals until 2009. Carlin and Soskice (2015, p. 438), and Gibson, 

Hall, and Tavlas (2012; 2014) also show that, before the Greek sovereign debt crisis, the 

differentials of government bond yields were unexpectedly small compared to various 

fundamentals across the Eurozone countries. Furthermore, Afonso, Arghyrou, and Kontonikas 

(2015, pp. 22-23) indicate a marked shift in bond-pricing not only before and after the 2007 

crisis, but also shifted before and after spring 2009. For example, the market started to price 

the risks on macro and fiscal fundamentals, and the size, liquidity and maturity of debt 

issuances until summer 2007, and these factors became enriched significantly in explaining the 

spreads after 2009 (Afonso et al., 2015).  

To conclude, the fundamental effect is significant after spring 2009 when the yields are outside 

the arbitrage cost band, but not so notable before 2009 when the bond yields are inside the 

arbitrage cost band. On the one hand, these findings may reflect the self-fulfilling prophecy in 
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financial markets especially when the yields are inside the arbitrage cost band as shown in 

Figures 2.4, 2.5, and 2.6. On the other hand, when fundamentals cannot remarkably impact 

bond yields within the arbitrage cost band suggests that policymakers may lead yields or 

interest rates of government bonds to a desired level by influencing market expectations. This 

conclusion is consistent with the arbitrage cost band hypothesis. 

2.4.2.2  Hong Kong and the USA 

Although Hong Kong has pegged the Hong Kong dollar to the US dollar since June 1972, a 

target zone ± 0.006 has been set until May 200546. There is no tax on capital gains in Hong 

Kong, but the USA levies at least 15% tax on long-term capital gains. Therefore, 0.15 is used 

to calculate the tax cost in the Hong Kong/USA pair. 

As shown in Figure 2.7, the 10-year government bond yield spreads between Hong Kong and 

the USA are limited within the arbitrage cost band except for the 1998 financial crisis period. 

On average, the width of the arbitrage cost band is 4.73% without considering the target zone 

while it is 7.25% with a target zone of ± 0.006. A target zone as narrow as ± 0.006 widens the 

arbitrage cost band by 2.52% on average. This result confirms Svensson’s (1991) and Klein 

and Shambaugh’s (2015) empirical findings. More importantly, this result hints that Hong 

Kong could have its monetary policy independence and set its interest rates on 10-year bonds 

differently from the US government bonds by ± 3.62%. In other words, Hong Kong interest 

rate could be set higher or lower than the USA by 3.62%. 

It is worth noting that Hong Kong’s government bond yields converged to the arbitrage cost 

band in less than 10 months, which is much quicker than the “PIIGS” in subgroup 2. It took 

Italy nearly two years, Spain more than two years, Ireland almost three years, and Portugal 

nearly four years to converge to the arbitrage cost bands and to exceed the upper boundary 

again for 1.5 years, and we do not have enough information to predict how long it will take the 

Greek government bond yields to move back in the arbitrage cost band.  

                                       
46 The exchange rate of Hong Kong dollar per one US dollar starts floating between 7.75 and 7.85 HKDs for one 

USD in May 2005.  
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Figure 2.7  Scenario BM -- Hong Kong/USA 

 

Higher government bond yields imply higher borrowing costs and less efficient fiscal policies. 

It becomes worse when a government needs to borrow more to stimulate its economy and/or 

to bail out its financial institutions, and the market starts to doubt the government’s credibility. 

This interpretation might explain the slow convergence of government bond yields in the 

“PIIS”. Furthermore, if markets lose confidence in a government, the government will have to 

face a possible self-fulfilling default risk. Greece could be an example of this case. 

However, the 1998 financial crisis differed from the 2008 financial crisis, and the currency 

crisis in Hong Kong differs from the sovereign debt crisis in the “PIIGS”, so the situation in 

Hong Kong in 1998 might not be comparable with the situation in the “PIIGS” during the 2008 

financial crisis. Therefore, a comparison between the UK and Spain might be more suitable 

since the UK and Spain had a similar situation in 2008.  
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After analysing the similarity of the Eurozone and the USA, as well as the UK and Spain, 

Carlin and Soskice (2015, pp. 453-458) conclude that the structure of the Eurozone and lack of 

credible support to its members from the European central bank (ECB) exacerbate the “PIIGS” 

debt problem. For example, the UK and Spain were in a similar macroeconomic situation in 

2010, but the UK’s 10-year bond yields were 3.6% on average whereas Spain’s were 4.3% on 

average in 2010. In 2011, the borrowing cost for the UK fell to 2.98% while Spain’s increased 

to 5.44% on average. In 2012, the yields on the UK 10-year bonds dropped to 1.82%, but 

Spain’s bond yields continued to rise to 5.81%. De Grauwe (2011) also claims that the lack of 

a superior force of last resort to ascertain market confidence is the main reason for Spain paying 

a higher interest rate on its government bonds and experiencing slower economic recovery 

from the 2008 financial crisis than the UK. Furthermore, after comparing Danish and Finnish 

interest rate spreads against Germany, Krugman (2014) not only confirms De Grauwe’s claim, 

but also argues that the Greek-type crises will never happen in countries like the UK, the USA, 

and Japan. 

Therefore, it seems that the Euro system exposes its members as more vulnerable to a fiscal 

crisis than non-Eurozone countries. The Eurozone members are deprived of monetary 

independence, and the one-size-fits-all monetary policy in the Eurozone ignores their 

differences on the structural and macroeconomic level (Carlin & Soskice, 2015; Pisani-Ferry, 

2012; 2013). This suggests an opportunity to modify the Euro system into a better financial 

system which could keep the desired merits of the Euro system but allow various monetary 

policies, so the sovereign debt issue and/or other economic shocks confronted by potential 

“PIIGS” may be avoided in the future.  

2.4.3 Simulation 

The simulation scenarios are separated into two main groups. One is the Eurozone group based 

on the benchmark scenario in section 2.4.3.1. The other is the Hong Kong/USA pair based on 

the benchmark scenario in section 2.4.3.2. However, we simulate France/Germany as a 

subgroup because the capital gains tax rate is 30% rather than 26.4%, as in the rest of the 

Eurozone group. The main simulated results are exhibited in Tables 2.2-2.5. 

2.4.3.1  Simulation in the Eurozone group 

As shown in Table 2.2 and Table 2.3, I simulate 15 scenarios on various tax rates, mark-ups, 

and margin requirements. The simulation for tax rate scenarios TR1-TR5 are 0, 0.10, 0.20, 0.40, 
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0.50; for mark-ups scenarios MK1-MK5 are 0, 0.005, 0.010, 0.020, 0.025; and for margin 

requirement scenarios MG1-MG5 are 0, 0.1, 0.2, 0.4, 0.5, respectively.  

The width of the arbitrage cost band equals the cost 𝑀𝑖𝐶𝑡
𝒋𝒊

 in equation (2.13) plus 𝑀𝑎𝐶𝑡
𝑖𝑗

 in 

equation (2.14), so a one-way arbitrage cost is roughly half of the bandwidth. For instance, in 

Table 2.3, the narrowest arbitrage cost band is 2.09% in scenario MK1 in the Eurozone group. 

Consequently, the lowest arbitrage cost is about 1.045% (=0.5*2.09%). While the differential 

of the interest rate equals the maximum interest rate minus the minimum interest rate, so the 

maximum interest rate is roughly half of the differential plus the base interest rate, and the 

minimum interest rate is approximately the base interest rate minus half of the differential. For 

example, in scenario BM, the average interest rate is 2.99% in Germany, and half of the interest 

rate differential is 2.89%, so the maximum interest rate is roughly 5.88% (precisely 6.37%), 

and the minimum is about 0.1% (precisely 0.59%).  

However, because the upper boundary and lower boundary are not symmetric around the base 

interest rate, the width halving method on the arbitrage cost band and interest rate differentials 

only offers an approximation. For example, the maximum interest rate is 6.37% calculated in 

equation (2.15), and the minimum is 0.59% calculated in equation (2.11) rather than the 

approximated 5.88% and 0.1%. Gains on a higher interest rate pays a higher tax and increases 

arbitrage costs. As a consequence, higher arbitrage costs in the upper boundary widen the upper 

part. By the same token, lower arbitrage costs in the lower boundary narrow the lower part. In 

scenario MK1, for instance, the arbitrage cost on the upper boundary is 1.211% and 0.088% 

on the lower boundary rather than 1.045% as mentioned above.  

In the Eurozone group, increasing the tax rate by 0.1 raises the possible interest rate differential 

by at least 0.834%. Moreover, the higher the tax rate, the stronger the impact. For instance, 

when the tax rate changes from 0.1 to 0.2, the interest rate differential increases by 0.972% 

from 4.084% to 5.055%. Whereas, when the tax rate changes from 0.4 to 0.5, the interest rate 

differential increases by 1.989% from 7.708% to 9.697%. The tax rate effect is the same in 

Table 2.2 and Table 2.3 since all the rest factors are the same.  
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Table 2.2  Simulated scenarios in Eurozone (except France) 

Note: BM is an abbreviation of benchmark. 

 

Scenario 
Tax rate 

(TR) 

Mark-ups 

(MK) 

Margin 

requirement 

(MG) 

Arbitrage 

cost band 

width 

(average %) 

Interest rate 

differential 

(average %) 

Scenario BM 0.264 0.015 0.3 5.650 5.777 

Scenario TR1 0 0.015 0.3 3.180 3.249 

Scenario TR2 0.10 0.015 0.3 3.995 4.084 

Scenario TR3 0.20 0.015 0.3 4.945 5.055 

Scenario TR4 0.40 0.015 0.3 7.536 7.708 

Scenario TR5 0.50 0.015 0.3 9.473 9.697 

Scenario MK1 0.264 0 0.3 2.090 2.159 

Scenario MK2 0.264 0.005 0.3 3.277 3.370 

Scenario MK3 0.264 0.010 0.3 4.464 4.576 

Scenario MK4 0.264 0.020 0.3 6.837 6.973 

Scenario MK5 0.264 0.025 0.3 8.024 8.165 

Scenario MG1 0.264 0.015 0 5.437 5.561 

Scenario MG2 0.264 0.015 0.1 5.508 5.633 

Scenario MG3 0.264 0.015 0.2 5.579 5.705 

Scenario MG4 0.264 0.015 0.4 5.721 5.849 

Scenario MG5 0.264 0.015 0.5 5.793 5.921 
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Table 2.3  Simulated scenarios – France/Germany 

Note: BM is an abbreviation of benchmark. 

 

 

Scenario 
Tax rate 

(TR) 

Mark-ups 

(MK) 

Margin 

requirement 

(MG) 

Arbitrage 

cost band 

width 

(average%) 

Interest rate 

differential 

(average %) 

Scenario BM 0.30 0.015 0.3 6.090 6.228 

Scenario TR1 0 0.015 0.3 3.180 3.249 

Scenario TR2 0.10 0.015 0.3 3.995 4.084 

Scenario TR3 0.20 0.015 0.3 4.945 5.055 

Scenario TR4 0.40 0.015 0.3 7.536 7.708 

Scenario TR5 0.50 0.015 0.3 9.473 9.697 

Scenario MK1 0.30 0 0.3 2.420 2.499 

Scenario MK2 0.30 0.005 0.3 3.643 3.747 

Scenario MK3 0.30 0.010 0.3 4.867 4.990 

Scenario MK4 0.30 0.020 0.3 7.314 7.461 

Scenario MK5 0.30 0.025 0.3 8.538 8.689 

Scenario MG1 0.30 0.015 0 5.870 6.005 

Scenario MG2 0.30 0.015 0.1 5.944 6.079 

Scenario MG3 0.30 0.015 0.2 6.017 6.153 

Scenario MG4 0.30 0.015 0.4 6.164 6.302 

Scenario MG5 0.30 0.015 0.5 6.237 6.376 
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On average, every 0.005 changes in mark-ups cause about 1.239% changes in the interest rate 

differential between France and Germany, while 1.202% changes in other Eurozone pairs, 

because the France/Germany pair uses 0.3 as the tax rate rather than 0.264. Similarly, every 

0.1 increase in margin requirement increases the interest rate differential by 0.074% in the 

France/Germany pair while 0.072% in other Eurozone pairs. As we will see in the Hong 

Kong/USA case, and with all other conditions being the same, the higher the benchmark, the 

stronger the impact of each factor. 

Generally, among the tax rate, mark-ups, and margin requirements, the tax rate is the most 

influential factor on the interest rate differentials, while the margin requirement has the least 

impact. Moreover, the impact of the tax rate is increasing with the increased tax rate, while the 

impact of margin requirement is constant with all other conditions being the same. Roughly, 

the width of the interest rate band is as wide as the arbitrage cost band in the Eurozone group.  

2.4.3.2  Simulation in the Hong Kong/USA pair 

A target zone factor is added into the simulation in the Hong Kong/USA pair and twenty 

scenarios are simulated in this subsection. Hong Kong started a narrow target zone of ±0.006 

in May 2005, but to show the impact of a target zone, we simulate the scenarios with and 

without the target zone for the entire chosen period. The main results are displayed in Table 

2.4 and Table 2.5. In general, every 0.5% cost change in one-way bond trade (1% changes in 

one round-trip trade) causes slightly more than 1% difference in the interest rate. 

On average, a ±0.006 target zone enlarges the interest rate differential by 2.794%, but a 

constant target zone does not enlarge the impact of other factors significantly. For example, 

every 0.1 increase in the tax rate widens the interest rate differential by 1.365% without the 

target zone and 1.612% with the target zone. Without the target zone, every 0.005 change in 

mark-ups raises the difference of the interest rate by 1.116%, and 1.118% with the target zone.  

Moreover, a 0.067% change in the interest rate differential is caused by every 0.1 change in 

margin requirement with and without a target zone. The tax rate is 0.15 in the USA and Hong 

Kong pair, which is lower than in the Eurozone group, so the impact of mark-ups and margin 

requirement is slightly weaker than in the Eurozone group as mentioned in section 2.4.3.1.  

The higher the interest rate, the higher the tax arbitrageurs must pay. The average level of the 

base interest rate is 3.845% in the USA which is higher than 2.989% in Germany. Therefore, 
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the tax rate effect in the Hong Kong/USA pair is stronger than in the Eurozone group. As shown 

in Tables 2.2 - 2.5, the impact of the tax rate is 1.365% in the US and Hong Kong pair on 

average, while it is 1.28% in the Eurozone group.  

The tax rate has a strong and fast-increasing effect on the differential of the interest rate. Every 

0.1 change in the tax rate raises about 1% change in the interest rate differential.  When the tax 

rate increases from 0 to 0.1, the interest rate differential increases by 0.834% for the Eurozone 

group and 1.027% for the Hong Kong/USA pair (1.18% with the target zone). The interest rate 

differential is raised by 1.989% when the tax rate increases from 0.4 to 0.5 in the Eurozone 

group. The interest rate differential between Hong Kong and the USA increases 1.807% (2.178% 

with the target zone) when the tax rate raises from 0.3 to 0.4. On average, every 0.1 increase in 

the tax rate will raise interest rate differentials by 1.28% in the Eurozone group, and 1.365% 

(1.612% with the target zone) in the USA and Hong Kong pair. The fast-increased impact of 

the tax rate implies that the tax rate policy could affect arbitrage costs and interest rate 

differentials, and hence give more freedom to monetary policy. This finding is consistent with 

the claim of a tax effect on the differential of inflation rates and real interest rates among 

Eurozone members on the ECB monthly bulletin (2004; 2011)  

Every 0.005 increase in mark-ups brings more than a 1% change in the interest rate differential, 

but with a slightly decreasing trend. For example, in the Hong Kong/USA pair, when mark-

ups increase from 0 to 0.025, the increase in the interest rate differential decreases from 1.125% 

to 1.105% for every 0.005 increase in mark-ups, from 1.211% to 1.191% in the Eurozone group, 

and from 1.248% to 1.228% for the France/Germany pair. Thus, the effect of the increased 

mark-ups on the interest rate differentials is relatively stable.  

Though a margin call is dreadful for investors, margin requirement does not have much impact 

on the interest rate differential. On average, every 0.1 increase in margin requirement only 

brings about a 0.07% change in the interest rate differential in all sample country-pairs (0.074% 

in the Eurozone group and 0.067% in the Hong Kong/USA pair). Moreover, as conventional 

wisdom suggests and is shown in Table 2.5, a target zone offers more freedom to monetary 

policy.  
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Table 2.4  Simulated scenarios – Hong Kong/USA 

Scenario 
Tax rate 

(TR) 

Mark-ups 

(MK) 

Margin 

requirement 

(MG) 

Target zone 

(TZ) 

Arbitrage cost 

band width 

(average) 

Interest rate 

differential with 

NO target zone 

(average %) 

Interest rate 

differential with         

A target zone 

(average %) 

Scenario BM 0.15 0.015 0.3 0.006 4.734% 4.874 7.613 

Scenario TR1 0 0.015 0.3 0.006 3.180% 3.276 5.769 

Scenario TR2 0.10 0.015 0.3 0.006 4.178% 4.303 6.950 

Scenario TR3 0.20 0.015 0.3 0.006 5.338% 5.495 8.340 

Scenario TR4 0.30 0.015 0.3 0.006 6.732% 6.929 10.039 

Scenario TR5 0.40 0.015 0.3 0.006 8.488% 8.736 12.217 

Scenario MK1 0.15 0 0.3 0.006 1.457% 1.515 4.245 

Scenario MK2 0.15 0.005 0.3 0.006 2.549% 2.640 5.373 

Scenario MK3 0.15 0.010 0.3 0.006 3.642% 3.760 6.496 

Scenario MK4 0.15 0.020 0.3 0.006 5.826% 5.984 8.726 

Scenario MK5 0.15 0.025 0.3 0.006 6.918% 7.090 9.835 
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Table 2.5  Simulated scenarios – Hong Kong/USA (continued) 

Scenario 
Tax rate 

(TR) 

Mark-ups 

(MK) 

Margin 

requirement 

(MG) 

Target zone 

(TZ) 

Arbitrage cost 

band width 

(average) 

Interest rate 

differential with 

NO target zone 

(average %) 

Interest rate 

differential with       

A target zone 

(average %) 

Scenario BM 0.15 0.015 0.3 0.006 4.734% 4.874 7.613 

Scenario MG1 0.15 0.015 0 0.006 4.537% 4.674 7.413 

Scenario MG2 0.15 0.015 0.1 0.006 4.603% 4.741 7.480 

Scenario MG3 0.15 0.015 0.2 0.006 4.668% 4.808 7.547 

Scenario MG4 0.15 0.015 0.4 0.006 4.799% 4.941 7.680 

Scenario MG5 0.15 0.015 0.5 0.006 4.865% 5.008 7.747 

Scenario TZ1 0.15 0.015 0.3 0 4.734% 4.874 4.874 

Scenario TZ2 0.15 0.015 0.3 0.01 4.734% 4.874 9.446 

Scenario TZ3 0.15 0.015 0.3 0.015 4.734% 4.874 11.743 

Scenario TZ4 0.15 0.015 0.3 0.02 4.734% 4.874 14.049 

Scenario TZ5 0.15 0.015 0.3 0.025 4.734% 4.874 16.365 
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The impact of a target zone is shown in scenarios TZ1-TZ5 in Table 2.5. Every 0.005 increase 

in a target zone raises a 2.301% change in the interest rate differential on average. However, 

the bandwidth of the interest rate widens from a non-target zone to a target zone significantly. 

For example, the width of the interest rate differential is 4.874% without a target zone, ceteris 

paribus, it is 9.446% with a ±0.01 target zone, and when the target zone is ±0.025, it becomes 

16.365%. Though the floating exchange rate implies monetary independence, but a ±0.025 

target zone causing a change of 11.49% in the interest rate differential is still stunning.    

To sum up, the empirical results confirm the prediction of the model in section 2.2. Firstly, the 

various yields on 10-year bonds, and the differentials of inflation rates across Eurozone 

members indicate that a corner solution of the trilemma may exist in practice. Secondly, there 

are trade-offs among the three policy dimensions of the trilemma. As shown in the USA/Hong 

Kong pair, the more flexible the exchange rate is, the more freedom a monetary authority might 

have. Thirdly, the simulations show that, the wider the arbitrage cost band, the more monetary 

freedom. Generally, every 1% change in the arbitrage cost band roughly responds to 1% 

differential of the interest rates across countries.    

It is worth mentioning that the model refers to a macro-level interest rate, while the empirical 

analysis is limited to the 10-year bond yields. Hence, although the empirical results are 

consistent with the prediction of the model, to test the robustness of the conclusion requires 

further research to provide more evidence.  

2.5 Conclusion and Discussion 

This chapter models the corner solution of the trilemma and the trade-offs among the three 

policy dimensions of the trilemma. Under the arbitrage cost band hypothesis, an arbitrage 

model and the empirical analysis illustrate that there are trade-offs among the three policy 

dimensions of the trilemma, and also a corner solution of the trilemma might exist within the 

arbitrage cost band.   

Section 2.2 theoretically illustrates the trade-offs between the exchange rate policy and the 

monetary independence. The theoretical model and empirical analysis with an exchange rate 

target zone show that the more flexible the exchange rate is, the more freedom the monetary 

policy. This conventional wisdom of the trade-off has been challenged by Rey (2013; 2015; 

2016). However, the interest rates of countries with floating exchange rates seem to follow the 
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interest rates of the US, but highly heterogeneously. And the heterogeneous responses to US 

interest rates imply those countries do have monetary independence, especially in the short run 

(Ricci & Shi, 2016). Ricci and Shi (2016) also report that the pegged countries seem to have 

less monetary independence than floating countries do. 

The demonstration in section 2.2 also presents a scenario that a country may have a strictly 

fixed exchange rate, an open capital market, and monetary independence within an arbitrage 

cost band. The gauge of monetary independence that a central bank may have depends on the 

width of the arbitrage cost band. The wider the arbitrage cost band, the more monetary 

independence. Moreover, it is possible for policy-makers to amend regulations/laws on tax 

rates, margin requirements, and mark-ups to adjust the width of the arbitrage cost band, and 

hence, affect the gauge of monetary independence.  

The differentials of inflation rates, deposit rates, and lending rates across Eurozone members 

(see Von Borstel et al., 2015) conflict with the depiction of the trilemma and imply that a corner 

solution of the trilemma might be exist in practice. However, neither paradigm nor experiments 

are available to directly prove the existence of the corner solution of the trilemma in practice. 

Moreover, it is very unlikely that the Eurozone members can enjoy monetary independence 

due to lack of national currencies and proper central banks. Nevertheless, the possibility of a 

corner solution of the trilemma in practice might free policymakers’ mind and shed light on 

the design of an international financial system in the future. 

The empirical exercise in this chapter takes advantage of data availability and limits to the case 

of 10-year bond yields. However, it is possible to test the arbitrage cost band hypothesis on 

various financial products across countries in further research. Nonetheless, the empirical 

results of this chapter may shed light on further research on the possibility of the corner solution 

of the trilemma and provide a stepping stone to the design of an international financial system. 

  



71 
 

 

CHAPTER 3   The Determination of the Nominal Exchange 

Rate Volatility: A currency-trading-purpose perspective 

 

Abstract: From a currency-trading-purpose perspective, this chapter classifies the foreign 

exchange market into four segments: international trade-driven (TT) segment, international 

investment-driven (IT) segment, monetary policy-driven (MT) segment, and pure-currency 

trading (PT) segment. The sample data show that the total amount of international trade and 

investment accounts for less than 1 percent of the entire currency trade turnovers on average. 

This finding hints that the volatility of the nominal exchange rate may be predominated by the 

behaviour of the traders in the MT and PT segments rather than international trade and 

investment. Also, this finding may help explain the disconnection between the nominal 

exchange rate and the fundamentals and lend some empirical support to the arbitrage cost band 

hypothesis.   

 

3.1 Introduction 

The purchasing power parity (PPP) and the uncovered interest rate parity (UIP) are two main 

cornerstones of mainstream modelling on exchange rates, but both of them empirically fail to 

hold, especially in the short run (Cheung et al., 2005; Pasricha, 2006; Rogoff, 1996). The failed 

PPP and UIP conditions might cast doubts on the empirical validity of those mainstream 

models and their policy implications. Therefore, this chapter attempts to explain the volatility 

of the nominal exchange rate without holding the PPP and UIP assumptions.  

There are two distinct methods for exchange rate modelling: macro and micro. Most of the 

macro models derive from the open-economy macro models and claim that the exchange rates 

should be primarily determined by the fundamental facts or the expectation of the fundamentals, 

such as GDP, money supply, and the interest rate. Moreover, Engel and West (2005) and Evans 

and Lyons (2009) even argue that the exchange rate may have forecasting power to predict 

future fundamentals. Whereas, the micro models pay more attention to the details of currency 
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trading, such as the order flow model (Evans & Lyons, 2002; Evans, 2010; Rime, Sarno, & 

Sojli, 2010; Evans & Rime, 2017) and the behavioural finance model (De Grauwe & Grimaldi, 

2006; De Grauwe & Markiewicz, 2013).  

Furthermore, the macro modelling on the nominal exchange rate can be categorised into two 

main groups: the traditional approach and the modern approach. The traditional approach 

mainly refers to the exchange market approach, which is also known as the traditional flow 

approach or the balance of payment approach. The exchange market approach assumes that the 

exchange rate is determined by the supply and demand of currencies in the foreign exchange 

market. The older version of the exchange market approach primarily considered the import 

and export of goods among countries. However, adding international capital flows into the 

exchange market approach does not conflict with its main principle. For example, Federici and 

Gandolfo (2012) formulate an exchange rate model in terms of excess currency demands from 

non-speculators, speculators (including fundamentalists and chartists), and monetary 

authorities to test the chaotic motion in the exchange rate. 

The modern approach takes account of financial assets when determining the exchange rate 

and takes into consideration the total amount of money supply in the issuing country rather 

than only the amount of the currency traded on the foreign exchange market, such as the 

monetary approach and the portfolio approach. Basically, the monetary and portfolio 

approaches assume that the PPP and/or UIP hold to a certain degree. For instance, the 

overshooting model (Dornbusch, 1976b), or sticky-price model, relaxes the short-term PPP 

condition to explain the abrupt changes in the exchange rate, but it does not help explain its 

continuous fluctuation. On the contrary, the micro models can simulate the short-term volatility 

of the nominal exchange rate but offer little connection with the fundamentals in the long run. 

Several researchers have attempted to combine macro and micro models to explain the 

behaviour of the exchange rate. For example, Evans (2011, pp. 411-412) combines macro and 

micro into a micro-based model and concludes that the exchange rate is mainly determined by 

the order flows from currency dealers, while the current and future macro fundamentals only 

influence the exchange rate via dealers’ expectations and orders, which are consistent with 

Engel and West’s (2005) discount asset-pricing model. Gandolfo, Padoan, and Paladino (1990) 

claim that their economy-wide model can beat the random walk in the out-of-sample 

forecasting on the Lira/USD exchange rate.  
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Although the exchange market approach has been criticized for several shortcomings, such as 

neglecting stock adjustment, it does not change the fact that the exchange rate is actually 

determined by the interaction between the currency demand and supply in the foreign exchange 

market (Gandolfo & Federici, 2016, p. 336). In an international finance experiment, Noussair 

et al. (1997, p. 848) find that the movement of the exchange rate is affected by international 

rather than national demand and supply of currencies. Furthermore, they claim that, in their 

experiment, the exchange rate is determined by the flow of funds theory rather than the PPP 

postulate (Noussair et al., 1997, p. 846).  

To capture the core of the exchange market/flow approach, this chapter assumes that the 

nominal exchange rate is primarily and directly determined by the demand and supply of 

currencies in the foreign exchange market. Additionally, in consideration of the main purposes 

of currency trading, this chapter classifies the foreign exchange market into four segments: 

international trade-driven (TT) segment, international investment-driven (IT) segment, 

monetary policy-driven (MT) segment, and pure-currency trading (PT) segment.  

The segment division coincides with the sources of excess demands on the foreign exchange 

market in a continuous time model (see Gandolfo & Federici, 2016, pp. 368-380), but, due to 

different focuses, the modelling and methodology in this chapter are quite diverse from the 

continuous time model. Moreover, Gandolfo and Federici implicitly assume the real UIP holds 

because they embody the natural real exchange rate (NATREX) in their model (see more 

details on the NATREX in Stein, 1995). Whereas, whether the PPP or UIP conditions hold or 

not will not affect the main conclusion of the segment model in this chapter. 

Market order flows also play a crucial role in the modelling of this chapter, but the methodology 

differs from Evans’s micro-based order flow model. Firstly, Evans (2011) assumes only two 

types of exchange rate expectations between dealers and agents due to heterogeneous 

information. In this chapter, however, it is irrelevant that currency traders have homogeneous 

expectations, or a lot of heterogeneous expectations, on the nominal exchange rate. However, 

I implicitly assume that the elasticity of currency demand and supply are heterogeneous in each 

segment. Secondly, in Evans’s micro-based model, the macro fundamentals affect the 

exchange rate mainly via the expectations of the interest rate, which are formulated in the 

expected exchange rate of the dealers and agents. Whereas, the segment model assumes that 

the fundamentals might influence the exchange rate via four channels: international trade, 
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international investment, central bank intervention, and pure-currency traders’ expectations. 

Therefore, the segment model might link the macro and micro explanations on the exchange 

rate in a more general sense. 

The empirical analysis shows that, on average, export, import, and financial flows just account 

for less than 1% of the total currency trade turnovers. This result implies that more than 99% 

currency trading is not related to international trade and investment and traded either by central 

banks or by pure-currency traders, but mostly the pure-currency traders. Consequently, the 

volatility of the nominal exchange rate might be primarily influenced by central banks and 

pure-currency traders. This claim is consistent with Grossmann, Love, and Orlov’s (2014, p. 

23) finding that only about 8% volatility of the nominal exchange rate can be explained by 

macroeconomic variables in developed countries. This claim can also be seen in an empirical 

annotation of the disconnect puzzle. 

The empirical results also show that the volatility of the currency trade in the fundamental, TT 

and IT segments is relatively small and less correlated with the volatility of the nominal 

exchange rate. On the contrary, the volatility of the currency trade in the non-fundamental 

segments is very close to the volatility of the nominal exchange rate and the correlation 

coefficient is as high as 0.9953 on average. These results confirm the claim of the disconnect 

puzzle and also suggest that the non-fundamental currency trading might be the main source 

of the nominal exchange rate volatility. 

To test the prediction of the segment model, an out-of-sample forecast exercise is done at the 

end of the empirical analysis. The forecast exercise shows that the out-of-sample predictions 

of the segment model are comparable with the random walk. All of the root mean square errors 

(RSMEs) of three-month predictions are smaller than 0.055. Three out of five RSMEs in the 

segment model are smaller than the random walk. It is inconclusive that the segment model 

outperforms the random walk, but the prediction of the segment model is more accurate than 

most macro exchange rate models.  

The remainder of this chapter is organized as follows. The model is set up in section 3.2, with 

data description in section 3.3. The empirical analysis is presented in section 3.4, with the 

conclusion in section 3.5. 
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3.2 Model  

According to trading purposes, currency traders could be classified as one of the following four 

types: international trade-driven (TT) traders, international investment-driven (IT) traders, 

monetary/exchange rate policy (MT) executors, or pure-currency (PT) traders. 

Correspondingly, we can have the entire foreign exchange (FX) market catalogued into four 

segments: TT, IT, MT, and PT. 

The TT segment is defined as the currency trading related to international trade transactions 

that are recorded as imports or exports in the current account of a country. The IT segment 

refers to the international investment transactions that are recorded as financial flows in the 

financial account, including foreign direct investment and portfolio investment. The MT 

segment is the intervention of a central bank in the foreign exchange market. The PT segment 

is defined as the rest of the volume of the total currency turnovers. In other words, the PT 

segment refers to the trading volume which was not reported in the balance of payments but 

recorded in the foreign exchange market. 

3.2.1 Four-segment model 

We assume a two-country model with no barter trade. The nominal exchange rate  𝑆𝑡
𝑖𝑗

 is 

expressed as a weighted value of the exchange rates 𝑆1,𝑡
𝑖𝑗

, 𝑆2,𝑡
𝑖𝑗

,  𝑆3,𝑡
𝑖𝑗

, and 𝑆4,𝑡
𝑖𝑗

, which are traded 

in the TT, IT, MT, and PT segments, respectively.  

𝑆𝑡
𝑖𝑗

≡ 𝑏1,𝑡
𝑖 ∗  𝑆1,𝑡

𝑖𝑗
+ 𝑏2,𝑡

𝑖 ∗  𝑆2,𝑡
𝑖𝑗

+ 𝑏3,𝑡
𝑖 ∗  𝑆3,𝑡

𝑖𝑗
+ 𝑏4,𝑡

𝑖 ∗  𝑆4,𝑡
𝑖𝑗

                      (3.1) 

Where, 

− 𝑆𝑡
𝑖𝑗

 represents the nominal exchange rate (price) of one unit currency j in terms 

of currency i; 

− 𝑆1,𝑡
𝑖𝑗

 denotes the traded nominal exchange rate in the TT segment; 

− 𝑆2,𝑡
𝑖𝑗

 indicates the traded nominal exchange rate in the IT segment;  

− 𝑆3,𝑡
𝑖𝑗

  denotes the traded nominal exchange rate in the MT segment; 

− 𝑆4,𝑡
𝑖𝑗

  indicates the traded nominal exchange rate in the PT segment. 
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We also define:  

     𝑏1,𝑡
𝑖 =

𝑇1,𝑡
𝑖  

𝑇𝑡
𝑖   ; 𝑏2,𝑡

𝑖 =
𝑇2,𝑡

𝑖  

𝑇𝑡
𝑖  ; 𝑏3,𝑡

𝑖 =
𝑇3,𝑡

𝑖  

𝑇𝑡
𝑖  ;  𝑏4,𝑡

𝑖 =
𝑇4,𝑡

𝑖  

𝑇𝑡
𝑖  

Where,  

− 𝑇𝑡
𝑖 indicates the total trading on currency i denominated in currency i at time t;  

− 𝑇1,𝑡
𝑖  denotes the nominal value of international trade between country i and 

country j denominated in currency i at time t; 

− 𝑇2,𝑡
𝑖  represents the nominal value of international investment between country 

i and country j denominated in currency i at time t; 

− 𝑇3,𝑡
𝑖  indicates the central banks’ currency trading volume on currency i at time 

t; 

− 𝑇4,𝑡
𝑖 denotes the rest of the total currency trading volume on currency i 

denominated in currency i minus 𝑇1,𝑡
𝑖 , 𝑇2,𝑡

𝑖 , and  𝑇3,𝑡
𝑖   at time t; 

− 𝑏1,𝑡
𝑖 , 𝑏2,𝑡

𝑖 , 𝑏3,𝑡
𝑖 , and 𝑏4,𝑡

𝑖  are the volume shares of the TT, IT, MT, and PT 

segments in the total currency trading at time t, respectively. 

Accordingly, by the definition of the 𝑇1,𝑡
𝑖 , 𝑇2,𝑡

𝑖 , 𝑇3,𝑡
𝑖 , 𝑇4,𝑡

𝑖 , and  𝑇𝑡
𝑖, we have: 

𝑇𝑡
𝑖 ≡ 𝑇1,𝑡

𝑖 +  𝑇2,𝑡
𝑖 + 𝑇3,𝑡

𝑖 +  𝑇4,𝑡
𝑖  

Hence, 

𝑏1,𝑡
𝑖 + 𝑏2,𝑡

𝑖 + 𝑏3,𝑡
𝑖 + 𝑏4,𝑡

𝑖 = 1     

It is worth mentioning that there is no assumption on the values of the exchange rates  𝑆1,𝑡
𝑖𝑗

,

𝑆2,𝑡
𝑖𝑗

,  𝑆3,𝑡
𝑖𝑗

, and 𝑆4,𝑡
𝑖𝑗

. Equation (3.1) will always hold whether the traded exchange rates of each 

segment vary or not. Moreover, the equality or variety of the traded exchange rates in each 

segment will not affect the main conclusion of this chapter.  The main reason for labelling the 

exchange rates differently in each segment is to theoretically distinguish the segment effects 

on the volatility of the nominal exchange rate.  
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If we ignore the bid-ask spread, the nominal exchange rate in the foreign exchange market will 

be: 

𝑆𝑡
𝑖𝑗

=  
 𝑇𝑡

𝑖 

𝑇𝑡
𝑗  ≡  

   𝑇1,𝑡
𝑖 + 𝑇2,𝑡

𝑖 +𝑇3,𝑡
𝑖 + 𝑇4,𝑡

𝑖  

    𝑇1,𝑡
𝑗

+ 𝑇2,𝑡
𝑗

+𝑇3,𝑡
𝑗

+ 𝑇4,𝑡
𝑗

   
                                   (3.2) 

    𝑇𝑡
𝑗

≡ 𝑇1,𝑡
𝑗

+  𝑇2,𝑡
𝑗

+ 𝑇3,𝑡
𝑗

+  𝑇4,𝑡
𝑗

 

Where,  

− 𝑇𝑡
𝑗
 indicates the total trading on currency j denominated in currency j at time t;  

− 𝑇1,𝑡
𝑗

 denotes the nominal value of international trade between country i and 

country j denominated in currency j at time t; 

− 𝑇2,𝑡
𝑗

 represents the nominal value of international investment between country i 

and country j denominated in currency j at time t; 

− 𝑇3,𝑡
𝑗

  indicates the central banks’ currency trading volume on currency j at time 

t; 

− 𝑇4,𝑡
𝑗

denotes the rest of the total currency trading volume on currency j 

denominated in currency j minus 𝑇1,𝑡
𝑗

, 𝑇2,𝑡
𝑗

, and 𝑇3,𝑡
𝑗

 at time t; 

It is worth noting that equation (3.2) is just a realised market-clearing condition rather than a 

Walrasian general equilibrium, or we might call it a temporary equilibrium (see Grandmont, 

2008). More importantly, equation (3.2) implies that the clearance of the foreign exchange 

market requires neither the PPP nor UIP condition to be held, which might shed light on the 

explanation for the ever-since failure of the PPP and UIP in empirics.  

If we model the segment exchange rate as shown in equation (3.1), the PPP condition can be 

incorporated into 𝑆1,𝑡
𝑖𝑗

 , the UIP condition into 𝑆2,𝑡
𝑖𝑗

 , monetary policy intervention into 𝑆3,𝑡
𝑖𝑗

 , and 

pure currency traders into 𝑆4,𝑡
𝑖𝑗

 . It is easy to see that, even if both the PPP and UIP hold 

simultaneously, as long as pure-currency trading and monetary intervention exist in the foreign 

exchange market, the nominal exchange rate will tend to change and cannot be stabilised in the 

status which the PPP and UIP hold. This explanation might help understand the puzzling and 

persistent deviations from the exchange rate equilibrium models based on fundamentals, such 

as the PPP and UIP.  



78 
 

On the one hand, the monetary and portfolio approach fail to explain the short-term fluctuation 

of the nominal exchange rate because there are no generally accepted fundamental reasons to 

model pure-currency traders, especially speculative ones. On the other hand, the pure 

econometric model, such as random walk, cannot offer a plausible explanation for the long-

term trend of the nominal exchange rate due to a lack of considering fundamentals. Hence, the 

combination of the fundamentals with pure-currency traders in the segment model might 

explain both the short-term and long-term movement of the nominal exchange rate.  

3.2.2 Two-segment model 

In order to connect the segment model with macro and micro exchange rate models in the 

literature, the TT, IT, MT, and PT segments are categorized into fundamentals and non-

fundamentals in this subsection. The TT and IT segments are grouped as a fundamental group, 

which is directly related to the macro fundamentals. Since central banks and pure-currency 

traders primarily trade currency only for currency and indirectly connect to fundamentals, the 

MT and PT segments are set as the non-fundamentals.  

  The volatility of the nominal exchange rate 

The US Federal Reserve Bank of New York (May, 2007) reports that, compared with the total 

currency turnovers, the intervention of central banks is relatively small 47 . Hence, the 

intervention is mainly to signal a desired exchange rate level of monetary authorities and very 

unlikely to shift the demand and supply of foreign exchange immediately (Federal Reserve 

Bank of New York, May, 2007; Paul & Maurice, 2016). In other words, the intervention seems 

to affect the nominal exchange rate primarily via its influence on the expectations of the 

currency traders. Another fact is that the frequency of intervention is much less than pure-

currency trading in the PT segment. Thus, the non-fundamental group might virtually reflect 

the main characteristic of the PT segment and has a similar foundation with the micro exchange 

rate models. 

Therefore, we define  

𝑇𝑓,𝑡
𝑖 =  

   𝑇1,𝑡
𝑖 + 𝑇2,𝑡

𝑖  

    𝑇𝑡
𝑗

  
;     𝑇𝑛𝑓,𝑡

𝑖 =  
   𝑇3,𝑡

𝑖 + 𝑇4,𝑡
𝑖  

    𝑇𝑡
𝑗

  
 

                                       
47 More details can be found in the May 2007 Fedpoint of the US Federal Reserve Bank of New York on the web-

link: https://www.newyorkfed.org/aboutthefed/fedpoint/fed44.html .   

https://www.newyorkfed.org/aboutthefed/fedpoint/fed44.html
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Then, we can rewrite equation (3.2) into a two-segment model as follows: 

𝑆𝑡
𝑖𝑗

=  
 𝑇𝑡

𝑖 

𝑇𝑡
𝑗  ≡  

   𝑇𝑓,𝑡
𝑖  

    𝑇𝑡
𝑗

  
 +

   𝑇𝑛𝑓,𝑡
𝑖  

    𝑇𝑡
𝑗

  
                                         (3.3)    

For simplicity, we also define: 

𝑑𝑓,𝑡
𝑖 =

   𝑇𝑓,𝑡
𝑖  

    𝑇𝑡
𝑗

  
 ;   𝑑𝑛𝑓,𝑡

𝑖 =
   𝑇𝑛𝑓,𝑡

𝑖  

    𝑇𝑡
𝑗

  
 

Accordingly, we can rewrite equation (3.3) simply as follows:  

𝑆𝑡
𝑖𝑗

=  𝑑𝑓,𝑡
𝑖 + 𝑑𝑛𝑓,𝑡

𝑖  

We can also write the nominal exchange rate at time t+1 as: 

     𝑆𝑡+1
𝑖𝑗

=  𝑑𝑓,𝑡+1
𝑖 + 𝑑𝑛𝑓,𝑡+1

𝑖  

Consequently, the one-period changes  𝛥𝑆𝑡
𝑖𝑗

 in the nominal exchange rate are from time t to 

time t+1 and can be decomposed as a sum of one-period changes 𝛥𝑑𝑓,𝑡
𝑖  and 𝛥𝑑𝑛𝑓,𝑡

𝑖 . 

𝛥𝑆𝑡
𝑖𝑗

= 𝛥𝑑𝑓,𝑡
𝑖 + 𝛥𝑑𝑛𝑓,𝑡

𝑖                                              (3.4) 

The volatility of the nominal exchange rate can be assessed by the variance of  𝛥𝑆𝑡
𝑖𝑗

 as follows: 

                          𝑉𝑎𝑟(𝛥𝑆𝑡
𝑖𝑗

) = 𝑉𝑎𝑟(𝛥𝑑𝑓,𝑡
𝑖 + 𝛥𝑑𝑛𝑓,𝑡

𝑖 ) 

                                  = 𝑉𝑎𝑟(𝛥𝑑𝑓,𝑡
𝑖 ) + 𝑉𝑎𝑟(𝛥𝑑𝑛𝑓,𝑡

𝑖 ) + 2𝐶𝑜𝑣(𝛥𝑑𝑓,𝑡
𝑖 , 𝛥𝑑𝑛𝑓,𝑡

𝑖 )            (3.5) 

The empirical result reported in section 3.4 shows that the variance of 𝛥𝑑𝑛𝑓,𝑡
𝑖  is very close to 

the variance of  𝛥𝑆𝑡
𝑖𝑗

, while the variance of 𝛥𝑑𝑓,𝑡
𝑖  is relatively small. The result hints that the 

main attribute of the volatility of the nominal exchange rate might be the fluctuation of currency 

trading in the non-fundamental segment rather than the fundamental segment.  
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3.2.2.2   The nominal exchange rate of the non-fundamental segment 

To further analyse the segment effect on the nominal exchange rate, I add an assumption that 

each segment determines its own nominal exchange rate separately. Hence, following the two-

segment logic in subsection 3.2.2.1, we can rewrite equation (3.1) as: 

𝑆𝑡
𝑖𝑗

≡ 𝑏𝑓,𝑡
𝑖 ∗  𝑆𝑓,𝑡

𝑖𝑗
+ 𝑏𝑛𝑓,𝑡

𝑖 ∗  𝑆𝑛𝑓,𝑡
𝑖𝑗

 ;                                 (3.6) 

𝑏𝑓,𝑡
𝑖 = 𝑏1,𝑡

𝑖 + 𝑏2,𝑡
𝑖 ; 

 𝑏𝑛𝑓,𝑡
𝑖 = 𝑏3,𝑡

𝑖 + 𝑏4,𝑡
𝑖  

Where, 

− 𝑆𝑓,𝑡
𝑖𝑗

 denotes the share-weighted nominal exchange rate in the fundamental 

group; 

− 𝑆𝑛𝑓,𝑡
𝑖𝑗

 indicates the share-weighted nominal exchange rate in the non-

fundamental group; 

− 𝑏𝑓,𝑡
𝑖  and 𝑏𝑛𝑓,𝑡

𝑖  indicate the volume shares of the fundamental and non-

fundamental groups in the total currency trading, respectively. 

Equation (3.6) can be rearranged to reach a hypothetical nominal exchange rate in the non-

fundamental segment: 

𝑆𝑛𝑓,𝑡
𝑖𝑗  =  

 (𝑆𝑡
𝑖𝑗

− 𝑏𝑓,𝑡
𝑖 ∗ 𝑆𝑓,𝑡

𝑖𝑗
 )  

𝑏𝑛𝑓,𝑡
𝑖                                           (3.7) 

Most of the macro models based on fundamentals can be adopted to provide a theoretical 

nominal exchange rate 𝑆𝑓,𝑡
𝑖𝑗

 for the fundamental group in equation (3.7). However, since the 

disconnect puzzle refers to “the exceedingly weak relationship between the exchange rate and 

virtually any macroeconomic aggregates” (Obstfeld & Rogoff, 2001, p. 373), a simple macro 

model would be efficient to illuminate a way to the disconnect puzzle. Therefore, the simplest 

models, which are based on aggregate price levels and international trade, will be employed as 

the theoretical fundamental exchange rates in the empirical section 3.4. 
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Also, there are numerous models that can be employed in the non-fundamental group, such as 

the expectation-type models. The pure-currency traders assumingly trade currencies according 

to their expectations. If the pure-currency traders expect one currency to appreciate (depreciate), 

they will buy (sell). If the exchange rate is expected not to change, or it is not easy to predict a 

trend, the pure-currency traders might not trade at all. Moreover, pure-currency traders might 

alter their expectations of the exchange rate according to the trading orders and volumes, 

because order flows may be seen as a transit channel to connect the fundamentals with the 

foreign exchange market (Berger, Chaboud, Chernenko, Howorka, & Wright, 2008; Evans & 

Lyons, 2002; Kim, Liao, & Tornell, 2014). Also, the news on fundamentals will influence the 

expectation of the currency traders, hence, the currency trading as well (Love & Payne, 2008). 

Furthermore, pure-currency traders might have various trading strategies based on different 

trading theories, and it is impossible for us to know how each trader forms their trading strategy. 

Therefore, to focus on the whole scope of the segmentation, we leave the modelling on the 

complicated expectation to future research and do not specify how the expectations are formed 

in this chapter48.  

However, we can simply substitute an expectation-type model, equation (3.8), into equation 

(3.6) to obtain equation (3.9). 

 𝑆𝑛𝑓,𝑡
𝑖𝑗

= 𝑓(𝐸𝑡𝑆𝑡+1
𝑖𝑗

)                                                  (3.8)  

𝑆𝑡
𝑖𝑗

≡ 𝑏𝑓,𝑡
𝑖 ∗  𝑆𝑓,𝑡

𝑖𝑗
+ 𝑏𝑛𝑓,𝑡

𝑖 ∗ 𝑓(𝐸𝑡𝑆𝑡+1
𝑖𝑗

)                                 (3.9) 

Furthermore, if the expectation model is assumed to be linear, such as the rational expectation 

hypothesis49, 𝑆𝑛𝑓,𝑡
𝑖𝑗

= 𝐸𝑡𝑆𝑡+1
𝑖𝑗

+  𝑢𝑡  , equation (3.9) can be rewritten as: 

𝑆𝑡
𝑖𝑗

≡ 𝑏𝑓,𝑡
𝑖 ∗  𝑆𝑓,𝑡

𝑖𝑗
+ 𝑏𝑛𝑓,𝑡

𝑖 ∗ 𝐸𝑡𝑆𝑡+1
𝑖𝑗

                                  (3.10) 

Where,  𝐸𝑡𝑆𝑡+1
𝑖𝑗

denote one-period ahead expectations of the nominal exchange rate at 

time t;  𝑢𝑡  is an error term with a zero expectation. 

                                       
48  It is worth noting that we do implicitly assume that the expectations of the nominal exchange rate are 

heterogeneous among the non-fundamental currency traders. Otherwise, there will be no currency trading in the 

non-fundamental segment at all.   
49 See more details on the rational expectation hypothesis in the second chapter of The Theory of New Classical 

Macroeconomics (Galbács, 2015) and also other reference books. 
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Empirically, a random walk model outperforms fundamental models in out-of-sample 

forecasting of the exchange rate at short horizons (Meese & Rogoff, 1983). Researchers have 

attempted to beat the naïve random walk. For example, Molodtsova and Papell (2009) claim 

that a Taylor rule fundamental model outperforms the random walk in the out-of-sample 

forecasting. More recently, Engel, Mark, and West (2015) and Greenaway-McGrevy et al. 

(2017) attempt to empirically identify some common factors in the determination of the 

exchange rate. From a perspective of the segment modelling, the common factor might be the 

non-fundamental currency trade. For instance, the multilateral dollar-euro factor found by 

Greenaway-McGrevy et al. (2017) may be a reflection of the fact that both the US dollar and 

Euro are the top two international currencies and are being heavily traded by non-fundamental 

traders.  

However, if the nominal exchange rate of the non-fundamental segment is assumed to be a 

random walk and predominates the foreign exchange market, the market nominal exchange 

rate would be most likely to follow a random walk as well (suggested by Engel & West, 2005). 

Nonetheless, the hypothetical nominal exchange rate of the non-fundamental segment will be 

analysed and compared with the market nominal exchange rate in the empirical section.  

3.3 Data Description 

According to the BIS 2016 survey, the US dollar, the Euro, Japanese yen, Pound sterling, 

Australian dollar, and Canadian dollar have been the top six most traded currencies since 2010. 

Thus, the EUR/USD, JPY/USD, GBP/USD, AUD/USD, and CAD/USD currency pairs are 

chosen to test the hypothesis described in section 3.2. Also, because most of the data are 

available in US dollars, the US is chosen as country i and the rest of the sample countries are 

treated as country j in each pair.  

According to the OECD website, international transactions are reported as compiled economic 

flows in a country’s balance of payment50. Therefore, we employ the bilateral transactions of 

exports and imports recorded in the US current account, and financial inflows and outflows 

                                       
50 The OECD defines a transaction “as an economic flow that reflects the creation, transformation, exchange, 

transfer, or extinction of economic value and involves changes in ownership, of goods or assets, the provision of 

services, labour or capital” (http://stats.oecd.org/index.aspx?datasetcode=MEI_BOP6 ). Also, “Transactions in 

the current account of the ITAs are recorded on a gross basis in order to present a picture of the two-way flow of 

trade” (see page 36 of the BEA briefing: https://www.bea.gov/scb/pdf/2010/02%20February/0210_guide.pdf ). 

http://stats.oecd.org/index.aspx?datasetcode=MEI_BOP6
https://www.bea.gov/scb/pdf/2010/02%20February/0210_guide.pdf
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recorded in the US financial account as 𝑇1,𝑡
𝑖 ,  𝑇1,𝑡

𝑗
,  𝑇2,𝑡

𝑖 , and  𝑇2,𝑡
𝑗

 for share calculations, 

respectively51. The UK bilateral trade data in British pounds are downloaded from the “Office 

for National Statistics” (ONS). Canadian bilateral trade data in Canadian dollars are from the 

“Statistics Canada”. Japanese bilateral trade data in Japanese yens are from the Trade Statistics 

of Japan. Australian bilateral trade data in Australian dollars are from the “Australian Bureau 

of Statistics”. The quarterly and monthly CPIs are collected from Datastream. The nominal 

exchange rates are downloaded from the Federal Reserve website52.  

The foreign exchange volume data can be collected from three sources: the BIS triennial central 

bank surveys53, the foreign exchange market committee (FXC) semi-annual surveys54, and the 

CLS group55.  The foreign exchange volume data from the BIS are the most reliable but only 

available on a daily average basis in April for every three years. The data from the CLS group 

are available in hourly, daily, and monthly frequency, but it just accounts for 50%-70% of the 

global currency trading turnovers. More importantly, both of the BIS and CLS data consider 

avoiding double counting each trade, whereas the FXC local surveys might be involved in a 

double-counting issue, especially when a trade occurs across physical FX markets (see Bech, 

2012). Hence, to avoid the double-counting issue, the data from FXC local surveys are not 

employed in this chapter.  

To deal with the conflict between data frequency and data reliability, we can employ the 

proportional Denton technique used by Bech (2012), Bech and Sobrun (2013) to obtain 

monthly and quarterly benchmarked foreign exchange turnovers56. It is worth noting that Bech 

and Sobrun (2012; 2013) convert a semi-annual series from the BIS and FXC local surveys as 

                                       
51 The data are available on the BEA website: https://www.bea.gov/international/index.htm . 
52 The data can be found on the Fed website: https://www.federalreserve.gov/data.htm . 
53 The data are available on the BIS website: http://www.bis.org/publ/rpfx16.htm . 
54 The survey data are downloaded from Datastream, collected by six FXCs located in London (Foreign Exchange 

Joint Standing Committee), New York (Foreign Exchange Committee), Singapore (Singapore Foreign Exchange 

Market Committee), Tokyo (Tokyo Foreign Exchange Market Committee), Australia (Australian Foreign 

Exchange Committee), and Canada (Canadian Foreign Exchange Committee).  
55 See more information on Quandl website: https://www.quandl.com/alternative-data/CLS-foreign-exchange-

volume-data . 
56 See more details on the proportional Denton technique in the supplement note 3.1 at the end of this chapter.  

https://www.bea.gov/international/index.htm
https://www.federalreserve.gov/data.htm
http://www.bis.org/publ/rpfx16.htm
https://www.quandl.com/alternative-data/CLS-foreign-exchange-volume-data
https://www.quandl.com/alternative-data/CLS-foreign-exchange-volume-data
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an intermediate to benchmark the CLS monthly data. While the monthly series in this chapter 

are directly benchmarked from the BIS surveys and CLS data via the software JDemetra+57.   

Due to data availability, the sample period is chosen from 2010Q1 to 2016Q4. The 

benchmarked monthly data of the foreign exchange turnovers from 2010Q1 to 2011Q4 are 

kindly provided by Bech and Sobrun, which can be found in their 2013 paper.   

3.4 Empirical Analysis 

Although distinguishing the four segment traders might be implausible in the existing financial 

system, it is plausible and suitable to label them for both theoretical and empirical analysis in 

this chapter. With data availability on bilateral export, import, investment, central bank 

intervention, and the total currency exchange turnovers available, it is possible to estimate the 

segment effect on the volatility of the nominal exchange rate. The results of the empirical 

analysis are presented in this section. 

 The share of each segment in the foreign exchange market 

Empirically, the currency trade turnover is far higher than the international trade and 

investment needs. For example, Rime and Schrimpf (2013) find that financial institutions 

counted for 53% of the total currency trading and around 30-35% of the volume is high-

frequency trading (HFT) on the EBS trading platform in 2013. Furthermore, Kallianiotis (2013, 

p. 55) claims that “about 70-90 percent of the foreign exchange transactions are speculative”. 

Moreover, speculators seek profits from the fluctuations of the nominal exchange rates, which 

means the speculators will tend to push the nominal exchange rate to a direction favourable to 

them whenever they can. 

The BIS survey shows that, in April 2016, the average daily foreign exchange turnover was 

USD 5.067 trillion. When counting 260 trading days yearly, an estimated annual turnover will 

be about 1317.42 trillion, but the annual world GDP was just 75.278 trillion US dollars in 

                                       
57 The monthly foreign exchange turnovers are benchmarked by the Software JDemetra+, which is recommended 

for seasonal and calendar adjustment of official statistics by the EU in 2015. See more details about JDemetra+ 

on link: https://ec.europa.eu/eurostat/cros/content/download_en . 

 

https://ec.europa.eu/eurostat/cros/content/download_en
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201658, 59, 60, 61. In other words, if there is no pure-currency trading, we would have to trade 

every single product across countries more than 17 times to reach the trading volume of USD 

1317.42 trillion in 2016. The 2013 BIS survey implies a similar phenomenon as 2016. All of 

the facts mentioned above hint that the pure-currency traders not only provide liquidity but also 

contribute to volatility and risks in the foreign exchange market.  

Table 3.1 reports the share of bilateral exports, imports, financial outflows, and financial 

inflows for country-pairs in the US/Eurozone, US/Japan, US/UK, US/Canada, and 

US/Australia. As shown in Table 3.1, less than 1% of the bilateral currency trade is recorded 

in the US balance of payments with the exception of Canada. The bilateral trade and investment 

account for nearly 2% of total currency trade between Canadian and US dollars, is probably 

because they are adjacent and both are members of the NAFTA. The result hints that, on 

average, the 99% currency trading is not related to international trade and investment and might 

be non-fundamental pure-currency trading.  

Table 3.1  The share of each segment in the total foreign exchange turnover (%) 

US Exports Imports 
Financial 

outflows (net) 

Financial 

inflows (net) 
Rest 

Euro zone 0.19 0.19 0.09 0.10 99.43 

Japan 0.08 0.12 0.05 0.08 99.67 

UK 0.18 0.16 0.15 0.21 99.29 

Canada 0.81 0.78 0.19 0.17 98.05 

Australia 0.09 0.04 0.06 0.05 99.76 

Average 0.27 0.26 0.11 0.12 99.24 

Note: The data of financial outflows and inflows are not gross and have been adjusted. Hence, the actual 

portion of the financial segment might be bigger and the share of the Rest might be slightly smaller. 

However, if we assume the world’s GDP has been traded once internationally, the percentage of the 

Rest should be no less than 90%. 

                                       
58 According to the World Bank statistics, the total value of the global stocks was 77.507 trillion US dollars in 

2016 (see more details on: https://data.worldbank.org/indicator/CM.MKT.TRAD.CD ). 
59 The amount outstanding of international debt securities was 21.283 billion US dollars at the end of 2016, 

reported by the BIS (https://www.bis.org/statistics/about_securities_stats.htm?m=6%7C33%7C638 ). 
60 According to the Statistics Portal, the total value of deals on the international debt capital market was 4.234 

trillion in 2016 (https://www.statista.com/statistics/247092/transaction-volume-of-debt-securities-on-the-global-

bond-market/ ). 
61 The median average of total gross capital flows is 15.15 percent of the GDP for all countries and 32.65 percent 

for high-income countries (Broner, Didier, Erce, & Schmukler, 2013, p. 117). 

https://data.worldbank.org/indicator/CM.MKT.TRAD.CD
https://www.bis.org/statistics/about_securities_stats.htm?m=6%7C33%7C638
https://www.statista.com/statistics/247092/transaction-volume-of-debt-securities-on-the-global-bond-market/
https://www.statista.com/statistics/247092/transaction-volume-of-debt-securities-on-the-global-bond-market/
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It is worth noting that the financial outflows and inflows are not gross and have been adjusted. 

Consequently, the actual portion of the financial segment might be bigger, and the share of the 

Rest might be slightly smaller. However, if we assume all of the GDP in the world have been 

traded once internationally, the percentage of the non-fundamental should still be no less than 

90% because the currency trade turnover is as much as 17 times of the world GDP. As for the 

highly-traded international currencies, such as the US dollar, the volume share of the non-

fundamental should be greater than 90%, at least for the sample country pairs. 

Substituting the share values reported in Table 3.1 into equation (3.6), we will have: 

𝑆𝑡
𝑖𝑗

= 0.0076 ∗ 𝑆𝑓,𝑡
𝑖𝑗

+ 0.9924 ∗  𝑆𝑛𝑓,𝑡
𝑖𝑗

                                   (3.11) 

Recall that, if non-fundamental currency traders presumably trade currencies on their 

expectations, then 𝑆𝑛𝑓,𝑡
𝑖𝑗

 can be substituted with an expectation function of  𝑓(𝐸𝑡𝑆𝑡+1
𝑖𝑗

) in 

equation (3.9). With the assumption of the rational expectation, equation (3.10) can be rewritten 

as: 

 𝑆𝑡
𝑖𝑗

= 0.0076 ∗ 𝑆𝑓,𝑡
𝑖𝑗

+ 0.9924 ∗  𝐸𝑡𝑆𝑡+1
𝑖𝑗

                               (3.12) 

Moreover, as shown in Table 3.1, the foreign exchange market is predominated by the non-

fundamental currency trade, which is primarily driven by the expectations of pure-currency 

traders. In contrast, the fundamental currency trade, which is driven by international trade and 

investment, is just a tiny portion of the foreign exchange market. Thus, if the nominal exchange 

rate is determined proportionally by currency trade in the foreign exchange market, the 

volatility of the nominal exchange rate will be highly affected by the expectations of non-

fundamental currency traders rather than the fundamentals. Moreover, as long as pure-currency 

trading exists, the PPP condition guarded by international trade and the UIP condition 

guaranteed by international investment will not be easy to hold.  
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Let us compare equation (3.12) with the asset-pricing model in Engel and West’s paper (2005, 

p. 493), mathematically: 

𝑠𝑡 =
1

1 + 𝛼
 [𝑚𝑡 − 𝑚𝑡

∗ − 𝜸(𝑦𝑡 − 𝑦𝑡
∗) + 𝑞𝑡 − (𝑣𝑚𝑡 − 𝑣𝑚𝑡

∗ ) − 𝛼𝜌𝑡 

                                  +
𝛼

1 + 𝛼
 𝐸𝑡𝑠𝑡+1 

The first part of the right-hand side refers to current fundamentals, such as money supply  𝑚𝑡 

and output 𝑦𝑡. The second part depends on the expectation of the future fundamentals. Engel 

and West calibrate the discount value of 
𝛼 

 1+𝛼 
 and claim that it should fall within a range of 0.9 

to 1. They, hence, argue that the changes in the exchange rate should be highly correlated with 

future fundamentals rather than current ones (Engel & West, 2005). Balke, Ma, and Wohar 

(2013, p. 15) estimate the discount factor of the Engel-West model for the USD/GBP currency 

pair from 1880 to 2010. They also report that the expectations of future fundamentals cause a 

nearly 90% change in the exchange rate (Balke et al., 2013). More recently, Chou (2017, p. 7) 

also finds that most of the current variations of the exchange rate are related to the future 

fundamentals62 and the current fundamentals only can explain less than 20%. 

Both the Engel-West model and the segment model recognize the important role of the 

expectations played in the determination of the nominal exchange rate, but these two models 

explain the coefficients of the expectation quite differently. In the Engel-West model, the 

coefficient of the expectation is a discount factor ranging from 0.9 to one but unobservable 

(Engel & West, 2005). It seems difficult to directly catch the precise changes in the discount 

factor across countries and over periods. Whereas, in the segment model, the coefficient is the 

volume proportion of each segment in the currency trade turnover, and, more importantly, it is 

observable.  The weight of each segment in the exchange change rate will be adjusted 

automatically according to the changes in its volume share of the currency trade turnover. 

Consequently, the non-fundamental coefficient might range from zero to one in the segment 

model, such as zero for a non-international currency and nearly one for the top internationally 

traded currency. Hence, apart from the mathematical similarity with the Engel-West model, the 

                                       
62 This statement is deduced from the original expression that “the k-period [k=4] ahead 𝑠𝑡 − 𝑓𝑡 [spread between 

the exchange rate and fundamentals] explains most of the variability of the current spread 𝑠𝑡 − 𝑓𝑡  ” (Chou, 2017, 

p.7). 
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segment model may be more plausible and reliable to explain the variety of the coefficients 

across countries and over periods. 

3.4.2 The decomposition of the nominal exchange rate volatility 

This subsection analyses the relationship between the volatility of the nominal exchange rate 

and the currency trading in the fundamental and non-fundamental segments. The one-period 

changes in the nominal exchange rate and the currency trading volumes are illustrated in 

Figures 3.1-3.6. The correlation coefficients of 𝛥𝑆𝑡
𝑖𝑗

 and 𝛥𝑑1+2,𝑡
𝑖 , and, 𝛥𝑆𝑡

𝑖𝑗
and 𝛥𝑑3+4,𝑡

𝑖  are 

also estimated and reported in Table 3.2.   

Figure 3.1  The one-period changes in the AUD/USD pair 

 

Figure 3.2  The one-period changes in the CAD/USD pair 
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Figure 3.3  The one-period changes in the EUR/USD pair 

 

Figure 3.4  The one-period changes in the GBP/USD pair 

 

Figure 3.5  The one-period changes in the JPY/USD pair including investment in the fundamental 

group 
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Figure 3.6  The one-period changes in the JPY/USD pair including investment in the non-

fundamental group 

 

The JPY/USD pair is an outlier in the sample. As shown in Figure 3.5, it is difficult to find a 

proper pattern for the relationship among the changes in the nominal exchange rate and 

segment trading volumes. The bilateral investment is quite volatile between Japan and the US 

during the sample period63. However, after separating the investment from the fundamentals 

and including the non-fundamentals, the pattern of the JPY/USD pair becomes similar to the 

rest of the currency pairs as shown in Figure 3.6. Consequently, for the JPY/USD pair, the 

investment is included in the non-fundamental group rather than the fundamental in this chapter.   

The variance of   𝛥𝑆𝑡
𝑖𝑗

 is supposed to be assessed by 𝑉𝑎𝑟(𝛥 𝑑1+2,𝑡
𝑖 ) , 𝑉𝑎𝑟(𝛥 𝑑3+4,𝑡

𝑖 ),

and 𝐶𝑜𝑣(𝛥 𝑑1+2,𝑡
𝑖 , 𝛥𝑑3+4,𝑡

𝑖 ) as shown in equation (3.5). However, the direct volume data on 

pure-currency trading are not available, as a consequence, the variance of the non-fundamentals 

𝑉𝑎𝑟(𝛥 𝑑3+4,𝑡
𝑖 ) can only be deduced via the estimates of  𝑉𝑎𝑟(𝛥𝑆𝑡

𝑖𝑗
), 𝑉𝑎𝑟(𝛥 𝑑1+2,𝑡

𝑖 ) , and 

𝐶𝑜𝑣(𝛥 𝑑1+2,𝑡
𝑖 , 𝛥𝑑3+4,𝑡

𝑖 ).  

As shown in Table 3.2, the variance of the non-fundamental volume is very close to the 

variance of the nominal exchange rate, while, the variance of the fundamental volume is 

relatively small. On average, the correlation coefficient between the changes in the nominal 

exchange rate 𝛥𝑆𝑡
𝑖𝑗

 and the changes in the trading volume of fundamentals 𝛥𝑑1+2,𝑡
𝑖  is 0.274, 

while the correlation coefficient between 𝛥𝑆𝑡
𝑖𝑗

and 𝛥𝑑3+4,𝑡
𝑖  is 0.996. The negative correlation 

                                       
63 The volatility of the investment between Japan and the US is complicated and not a focus of this chapter.  
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between 𝛥𝑆𝑡
𝑖𝑗

 and 𝛥𝑑1+2,𝑡
𝑖  in the EUR/USD pair might be due to the sovereign debts in the 

Eurozone. However, the correlation between 𝛥𝑆𝑡
𝑖𝑗

and 𝛥𝑑1,𝑡
𝑖  is positive. These results suggest 

that the fluctuation of the non-fundamental currency demand may contribute to the volatility 

of the nominal exchange rate vastly.  

Table 3.2  The variance and correlation coefficient 

Currency pair 𝑉𝑎𝑟(𝛥𝑆𝑡
𝑖𝑗

) 𝑉𝑎𝑟(𝛥𝑑1+2,𝑡
𝑖 ) 𝑉𝑎𝑟(𝛥𝑑3+4,𝑡

𝑖 ) 𝐶𝑜𝑟𝑟. 1 𝐶𝑜𝑟𝑟. 2 

AUD/USD 1.5355 0.0014 1.5242 0.1357 0.9995 

CAD/USD 0.7350 0.0000 0.6599 0.6250 0.9974 

EUR/USD 2.1983 0.0007 2.2003 -0.0160 0.9998 

GBP/USD 2.3332 0.0181 2.3105 0.0992 0.9961 

JPY/USD* 0.2443 0.0072 0.2073 0.5263 0.9873 

Average 1.4093 0.0055 1.3805 0.2740 0.9960 

Note: Corr.1 refers to the correlation coefficient between the 𝛥𝑆𝑡
𝑖𝑗

and 𝛥𝑑1+2,𝑡
𝑖 . Corr.2 represents the 

correlation coefficient between the 𝛥𝑆𝑡
𝑖𝑗

and 𝛥𝑑3+4,𝑡
𝑖 . The values of the variances shown in Table 3.2 

have been multiplied by 1000 to make them more readable, but the JPY/USD pair is multiplied by 

1000,000 instead. Also, in the JPY/USD pair, as explained in the context, the investment is included in 

the non-fundamental group rather than the fundamental group. 

The currency demand of each segment may have a different adjustment speed. Generally, due 

to price stickiness, the currency demand in the fundamental segment is supposed to adjust 

slower than the demand in the non-fundamental segment. For instance, in good times, the pure-

currency traders have millions of funding to trade, and it is also highly possible to borrow other 

millions shortly. Along with a very high trading leverage, such as 100:1, even 200:1, the 

currency demand can increase sharply in the PT segment in a very short period. However, in 

bad times, if the creditors prefer to withdraw their investment, the pure-currency traders will 

be forced to face a liquidity problem and a dreadful margin call to close their positions. In this 

case, an unwilling currency trading in the PT segment might increase first, and then, decrease 

sharply.  

Furthermore, the fast adjustment in the PT segment is primarily based on the fast reaction of 

the pure-currency traders to the shocks/news in the FX market. Suppose there is a shock which 
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favours currency j, the pure-currency traders will quickly buy currency j with a sale of currency 

i because they expect currency j to appreciate (currency i depreciate) in the future. 

Consequently, the market order will increase. If more and more pure-currency traders want to 

buy currency j, the market rate will go up. This increased market rate may enhance pure-

currency traders’ initial expectations on the trend of the currency and attract more buying on 

currency j and counterpart selling on currency i. This iterated scenario might bring the self-

fulfilling prophecy alive. By the same token, if there is a positive shock to currency i, triggering 

an iterated scenario, currency i will appreciate, and currency j will depreciate. The similar 

reasoning can be applied to negative shocks.  

Hence, compared to the fundamental segments, the trading frequency in the PT segment is 

much higher, the trading volume is vaster, and the traded exchange rate might be more volatile, 

especially in the short run. On the other hand, in a very short period, the fundamental segment 

might not have time to respond to these shocks on the exchange rate before the trend changes. 

Thus, the various trading portions and adjustment speeds in each segment might partly explain 

why the nominal exchange rate is less connected to the fundamentals in the short run and shed 

light on the disconnect puzzle. Therefore, the short-term volatility of the nominal exchange 

rate is most likely caused by the non-fundamental (pure-currency) traders rather than by the 

fundamentals, such as international trade and investment.  

3.4.3 The hypothetical non-fundamental nominal exchange rate  

The analysis of the volume share and decomposed volatility points to a direction that the non-

fundamentals may dominate the foreign exchange market and the volatility of the market 

nominal exchange rate. However, in practice, it is not plausible to differentiate the nominal 

exchange rate of the non-fundamental segment from the fundamental segment, because the 

observed market nominal exchange rates are mingled in the whole market. Also, the modelling 

on the expectation of the non-fundamental traders is complicated and not a focus of this chapter. 

Thus, the trade flow approach and the conventional PPP-based exchange rate will be employed 

as a reference for the theoretical, fundamental exchange rate to compare with the hypothetical 

non-fundamental exchange rate.  



93 
 

The hypothetical, non-fundamental exchange rate 𝑆𝑛𝑓,𝑡
𝑖𝑗

will be deduced as shown in equation 

(3.7): 

𝑆𝑛𝑓,𝑡
𝑖𝑗  =  

 (𝑆𝑡
𝑖𝑗

− 𝑏𝑓,𝑡
𝑖 ∗ 𝑆𝑓,𝑡

𝑖𝑗
 )  

𝑏𝑛𝑓,𝑡
𝑖  

In the trade flow approach, the fundamental exchange rate is represented by the ratio of the 

bilateral trade in paired countries, while, the PPP-based theoretical nominal exchange rate will 

be the ratio of the CPIs in country i and country j. The comparison includes one-month and 

three-month horizons. The figures only show the results of a one-month horizon comparison 

because the one-month and three-month results have the same pattern. 

As shown in Figures 3.7 and 3.8, the market nominal exchange rate is very closely related to 

the non-fundamental rate and less correlated with the theoretical fundamental exchange rate. 

In Figure 3.7, the ratio of the bilateral trade is much more volatile than the market nominal 

exchange rate, while the ratio of the CPIs in Figure 3.8 is much more stable than the market 

nominal exchange rate. The volatile trade ratio might hint that the nominal exchange rate 

affects the international trade but not vice versa. Whereas, the stable ratio of the CPIs may be 

a reflection of the targetted inflation policy and hints that the domestic price level has less effect 

on the market nominal exchange rate. Moreover, the reflected inflation target policy might be 

a sign of monetary independence. 

Figure 3.7  One-month nominal exchange rate comparison based on trade   
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Note: The trade ratio of the JPY/USD pair is divided by 1000 to make it easier to compare with the 

non-fundamental and market nominal exchange rates in one figure. 
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Figure 3.8  One-month nominal exchange rate comparison based on CPI 

  

 

Note: The CPI-based AUD/USD pair is dropped due to lack of monthly Australian CPI data. The CPI 

ratio of the JPY/USD pair is multiplied by 100 with consideration of the nominal exchange rate.  
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The extreme closeness between the market nominal exchange rate and the hypothetical non-

fundamental rate may be mainly due to the huge trading share of non-fundamental traders in 

the foreign exchange market. These results imply that the non-fundamental segment has a 

predominant role in the foreign exchange market and the determination of the nominal 

exchange rate volatility. Also, these results hint that the massive currency trading in the non-

fundamental segment might explain the disconnect puzzle. 

3.4.4 The expected nominal exchange rate of the non-fundamental segment and 

the random walk 

The rational expectation of the nominal exchange rate in the non-fundamental segment might 

be a predictor of the future nominal exchange rate. To see the prediction accuracy of the 

expectation, the nominal exchange expectation of the non-fundamental segment and the 

random walk are compared in this subsection. 

Rearrange equation (3.10) to get the expectation formula as follows: 

𝐸𝑡𝑆𝑡+1
𝑖𝑗

 =  
 (𝑆𝑡

𝑖𝑗
− 𝑏𝑓,𝑡

𝑖 ∗ 𝑆𝑓,𝑡
𝑖𝑗

 )  

𝑏𝑛𝑓,𝑡
𝑖                                            (3.13) 

The calculation of the nominal exchange rate expectation 𝐸𝑡𝑆𝑡+1
𝑖𝑗

 includes one-month, three-

month, six-month, and twelve-month horizons64. Moreover, in consideration of the record of 

the short-horizon unbeaten random walk, the empirical analysis focuses on the comparison of 

the prediction accuracy at one-month and three-month horizons. 

As Figures 3.9 and 3.10 show, the expectations (predictions65) of the non-fundamental segment 

are extremely close to the random walk at one-month and three-month horizons. Since it is not 

possible to distinguish the difference from the figures, we need more accurate measurements, 

such as the conventional root mean square error (RMSE) and direction accuracy (DA).  

 

                                       
64 The EUR/USD pair is dropped in the prediction comparison due to the data availability of the bilateral trade in 

the Eurozone. 
65 Refer to the non-fundamental segment, the words “expectation” and “prediction” are interchangeable since they 

have the same meaning in the context.   
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Figure 3.9  The expected nominal exchange rate and the random walk (one-month ahead) 
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Note: Due to a lack of proper data on gross financial flows, the fundamental segment only includes 

international trade and services. The rest is included in the non-fundamentals. 

Figure 3.10  The expected nominal exchange rate and the random walk (three-month ahead) 
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Note: Due to a lack of proper data on gross financial flows, the fundamental segment only includes 

international trade and services. The rest is included in the non-fundamentals. 

The calculation of RMSEs is based on the percentage of forecasting errors. The formula is as 

follows:  

RMSE = √
 1 

𝑛
 ∑ (

 𝑆𝑡
𝑖𝑗

 ̂ −𝑆𝑡
𝑖𝑗

 

𝑆𝑡
𝑖𝑗 )2𝑛

𝑡=1                             (3.14) 

Where 𝑆𝑡
𝑖𝑗

 ̂ denotes the expectation (prediction) of the one-period-ahead nominal 

exchange rate at time t, 𝑆𝑡
𝑖𝑗

 ̂ equals the expectation of equation (3.13) in the segment 

model but represents 𝑆𝑡−1
𝑖𝑗

 in the random walk model.  
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Then, the Theil inequality coefficient U is used to compare the accuracy of two predictions.  

U =

 √
 1 

𝑛
 ∑ (

 𝑆𝑡
𝑖𝑗

 
̂

−𝑆𝑡
𝑖𝑗

 

𝑆𝑡
𝑖𝑗

)2𝑛
𝑡=1  

 √
 1 

𝑛
 ∑ (

 𝑆𝑡−1
𝑖𝑗

−𝑆𝑡
𝑖𝑗

 

𝑆𝑡
𝑖𝑗 )2𝑛

𝑡=1

                                                    (3.15) 

If the value of U is greater than one, the random walk performs better. If the value of U is 

smaller than one, the expectation of the non-fundamental segment is closer to the market 

nominal exchange rate. 

The direction accuracy (DA) of the segment model is calculated as the following equation: 

 DA =
 1 

𝑛
 ∑ 𝑎𝑡

𝑛
𝑡=1                                                         (3.16) 

                  𝑎𝑡 = {
1,         𝑖𝑓 (𝑆𝑡+1

𝑖𝑗
 ̂ − 𝑆𝑡

𝑖𝑗
) (𝑆𝑡+1

𝑖𝑗
− 𝑆𝑡

𝑖𝑗
) > 0 

      0,         𝑖𝑓 (𝑆𝑡+1
𝑖𝑗

 ̂ − 𝑆𝑡
𝑖𝑗

) (𝑆𝑡+1
𝑖𝑗

− 𝑆𝑡
𝑖𝑗

) < 0      
 

The DA as greater than 0.5 implies that the underlying model outperforms the random walk in 

predicting directions (Cheung et al., 2005). The results are reported in Table 3.3.  

As shown in Table 3.3, the results are mixed. In general, the expectation of the non-

fundamental segment outperforms the random walk in the AUD/USD and GBP/USD pairs, 

while the random walk performs better in the other two currency pairs. All U values near one 

means that the RMSEs are very similar between the predictions of the non-fundamental 

segment and the random walk. For the AUD/USD and GBP/USD pairs, the U values are below 

one, except for the one-month ahead expectation of the GBP/USD pair, which implies that the 

expectation of the non-fundamental segment outperforms the prediction of the random walk. 

Whereas, the U values are slightly above one for the rest of the currency pairs hints that the 

random walk seems to perform better. Therefore, it is hard to tell which prediction is superior 

in terms of the DAs and Us.  
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Table 3.3  The root mean square error (RMSE) and direction accuracy (DA) 

 AUD/USD CAD/USD  GBP/USD JPY/USD 

1-month     

DA 0.52 0.46 0.48 0.53 

RMSE 0.0245 0.0176 0.0206 0.0244 

U 0.9996 1.0029 1.0004 1.0063 

AGS  

F-statistics 
3.83E-05 

(0.995) 
0.00796 
(0.929) 

3.46E-05 
(0.995) 

0.04213 
(0.838) 

 

3-month 
    

DA 0.59 0.44 0.59 0.41 

RMSE 0.0430 0.0432 0.0429 0.0431 

U 0.9997 1.0032 0.9966 1.0029 

AGS  

F-statistics 
4.12E-06 

(0.998) 

0.00026 
(0.987) 

0.00155 
(0.969) 

0.00345 
(0.953) 

 

6-month 
    

DA 0.54 0.38 0.54 0.46 

RMSE 0.0612 0.0614 0.0611 0.0614 

U 0.9997 1.0034 0.9975 1.0027 

     

12-month     

DA 0.67 0.33 0.67 0.33 

RMSE 0.1017 0.1021 0.1015 0.1021 

U 0.9998 1.0030 0.9970 1.0038 

     

Note: Due to lack of proper data on gross financial flows, the fundamental segment only considers the 

international trade and services. The rest is included in the non-fundamentals. The AGS F-statistics are 

the results of the test of equal MSFEs proposed by Ashley, Granger and Schmalenesee (1980). The 1% 

critical value of F is 6.792 for one-month samples and 7.149 for three-month samples. The p-values are 

reported in parentheses under the F-values. 

Ashley, Granger, and Schmalensee (1980) suggest an F test to check the statistical significance 

of the difference between two RMSEs66. The method requires to consider a regression equation 

as follows: 

 𝛥𝑡 =  𝛽1 +  𝛽2(𝑀𝑡 − 𝑀) +  𝑢𝑡                                              (3.15) 

                                       
66 The F test employed by Moosa and Burns (2014) is an “AGS” test to calculate χ2 statistic. 
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Where  𝛥𝑡 =  𝑒1,𝑡 − 𝑒2,𝑡 ;  𝑀𝑡 = 𝑒1,𝑡 + 𝑒2,𝑡 ; 𝑀 =  
 1 

𝑛
 ∑ (𝑒1,𝑡 + 𝑒2,𝑡)𝑛

𝑡=1 ;  𝑢𝑡  is the error 

term with a zero mean; 𝑒1,𝑡 is the forecasting error of the model with a higher RMSE at 

time t; 𝑒2,𝑡 is the forecasting error of the model with a lower RMSE at time t.  

According to Ashley, Granger, and Schmalensee (1980, pp. 1154-1155), if both estimates of 

 𝛽1 and  𝛽2 are positive, it will be appropriate to use an F test with a null hypothesis 𝛽1 =  𝛽2 =

0. If one estimate is negative but not significant, a one-tailed t test on the positive estimate can 

be employed. However, if one of them is significantly negative, or both estimates are negative, 

the test will be inclusive.  

As shown in table 3.3, all results of the AGS F-tests suggest that the null hypothesis cannot be 

rejected. The non-rejected null hypothesis suggests that the RMSEs of the expectation of the 

non-fundamental segment and the prediction of the random walk are not statistically 

significantly different. 

To conclude, the analysis on the volume share and decomposed volatility shows that the non-

fundamental segment is the predominant part of the foreign exchange market and may 

dominate the volatility of the market nominal exchange rate. Compared with the disconnection 

between the fundamentals and the nominal exchange rate, the extreme closeness between the 

hypothetical non-fundamental exchange rate and the market exchange rate may shed light on 

the disconnect puzzle. Moreover, the non-fundamental traders might be the “unobserved”67, 

“unidentified” 68 , or “common factor” 69  variables missed out in the macro fundamental 

exchange rate models.  

Furthermore, the insignificant difference between the expectation of the non-fundament 

segment and the random walk implies that the non-fundamental expectation may follow a 

random walk. If the non-fundamental rate dominates the foreign exchange market, the market 

exchange rate will also behave like a random walk, as suggested by Engel and West (2005) in 

their asset-pricing model. 

                                       
67 The “unobserved” or not captured variable is mentioned by Engel and West (2005, p. 499).   
68 An unobserved component represents the “unidentified” variables in Moosa and Burns’s TVP model (2014).  
69 The “common factors” in a factor exchange rate model are identified by Engel, Mark, and West (2015).  
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3.5 Conclusion and Discussion 

The segment model is based on the trading purpose of currency traders. The currency trading 

purposes are theoretically classified into four categories, international trade, international 

investment, policy intervention, and pure-currency trading (the rest). Empirically, the four 

categories are grouped into two segments; the fundamentals and the non-fundamentals. 

The empirical analysis shows that the non-fundamental currency trading takes more than 98% 

of the foreign exchange market turnovers. The volatility of the non-fundamental trading 

volumes is very close to the volatility of the market nominal exchange rate, and the correlation 

coefficient of the two volatility is about 0.99 on average. The hypothetical exchange rate of the 

non-fundamental segment is closely related to the market nominal exchange rate, while the 

theoretical exchange rate of the fundamental segment is disconnected with the market exchange 

rate.  

Furthermore, the expectation of the non-fundamental segment seems to follow a random walk, 

which may contribute to a random-walk-like market nominal exchange rate. These empirical 

results suggest that the non-fundamental segment may be the missing part in the macro 

exchange rate modelling. Considering the non-fundamental (pure-currency) traders may 

explain the disconnect puzzle. 

It is worth noting that, due to the data availability, especially the availability of the bilateral 

gross financial flows, the empirical results in this chapter might amplify the effect of the non-

fundamental segment in the foreign exchange market. However, the share of the non-

fundamental trading will still be more than 90% of the total market turnover, because the 

currency trade turnover is 17 times the world GDP, not to mention that international trade and 

investment are a fraction of the GDP. Therefore, the main conclusion of this chapter should not 

be altered. Nonetheless, more accurate data will be needed to provide more precise analysis on 

the role of the non-fundamentals in the foreign exchange market in further research. Also, 

sophisticated modelling on the expectation of the non-fundamental currency traders might be 

a direction for future research. 
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Supplement note 3.1  

The proportional Denton technique described in Bech (2012), Bech and Sobrun (2013)’s 

papers. 

“The proportional Denton technique is based on the principle of movement preservation 

(Bloem et al. (2001)). It seeks to make the growth rates in the benchmarked series match 

those of the higher-frequency indicator series as closely as possible. At the same time, 

it ensures that the benchmarked series matches the lower-frequency (but more reliable) 

series when the latter is available. “Closeness” is achieved by minimising the sum of 

squared deviations in the growth rates of the two series. In mathematical terms, the 

technique can be written as”  
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Conclusion and Further Research 

This dissertation proposes an arbitrage cost band hypothesis to deepen the understanding of the 

behaviour of the nominal exchange rate. The anomaly of the nominal exchange rate can be 

reflected in the PPP puzzle, UIP puzzle, disconnect puzzle, and recently found CIP puzzle. The 

arbitrage cost band hypothesis argues that the unavoidable arbitrage costs tend to leave a price 

gap across international markets. The price gap across international trade markets brings the 

PPP puzzle. The price gap across international financial markets leaves the UIP puzzle and CIP 

puzzle. Furthermore, the failed PPP, UIP, and CIP conditions offer an opportunity for non-

fundamental (pure-currency) traders to benefit from the fluctuation of the nominal exchange 

rate. Consequently, the non-fundamental currency trading may disconnect the nominal 

exchange rate from the fundamentals and contribute to the disconnect puzzle. 

The first chapter explores the arbitrage cost band in the international trade and services markets. 

The empirical analysis on the US/Canada, US/UK, US/Japan, and US/Australia country-pairs 

shows that the widest arbitrage cost band is 139.69% of the nominal exchange rate and the 

narrowest is 58.08%. The analysis implies that the width of the arbitrage cost band is positively 

related to the arbitrage costs across countries. The nominal exchange rate, the upper boundary 

and the lower boundary of the arbitrage cost band are cointegrated at a significance level of 1% 

for all country pairs, but there is no Granger causality found between the boundaries and the 

nominal exchange rate. Thus, the nominal exchange rate may not directly relate to the width of 

the arbitrage cost band, which might hint the possibility that the nominal exchange rate may 

fluctuate within the arbitrage cost band randomly.    

The second chapter argues that the implication of the failure of the UIP may give leeway to the 

corner solution of the open policy trilemma in practice. There is no direct empirical evidence 

on the existence of the trilemma, but the differentials of the inflation rates among Eurozone 

members may prove that the non-existence of the trilemma is untrue by contradiction. Under 

the arbitrage cost band hypothesis, the second chapter argues that there are not only trade-offs 

among the three policy dimensions of the trilemma but also a corner solution of the trilemma 

may exist in practice. The empirical analysis on the eleven initial Eurozone members, and the 

US and Hong Kong, supports the argument about the trilemma in practice. 
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Generally, the possible differentials of the interest rates are roughly one for one with the width 

of the arbitrage cost band. For example, the width of the arbitrage cost band related to 10-year 

government bonds in the eleven initial Eurozone members is about 6%, which means that the 

interest rate in a non-base country could be 3% higher or lower than the interest rate in the base 

country — Germany. “The wider the arbitrage cost band is, the greater the interest rate 

differential could be” is also found in the capital market, which is similar with the international 

trade and services market.  

The simulation of the Eurozone group shows that, among the capital gains tax rate, mark-ups, 

and margin requirements, the tax rate is the most influential factor on the width of the arbitrage 

cost band and the possible differential of the interest rates. Whereas, the simulation of the 

US/Hong Kong pair indicates that a ±0.006 exchange rate target zone enlarges the interest rate 

differential by 2.794% on average. The strong effect of the target zone implies a trade-off 

between the fixed exchange rate and the monetary independence. In short, the empirical 

analysis in chapter two confirms that there are trade-offs between the exchange rate regime and 

the monetary independence, and a possible corner solution of the trilemma within the arbitrage 

cost band. Moreover, the government may adjust the tax rate on capital gains to cooperate with 

monetary policy.    

The third chapter develops a segment model to analyse the determination of the nominal 

exchange rate volatility.  According to the purpose of currency trading, the currency traders are 

grouped into two main categories; the fundamental and the non-fundamental. The fundamental 

group includes the currency needed from international trade and investment. The non-

fundamental includes the monetary intervention and pure-currency trading. The empirical 

analysis on the top-five-traded currency pairs shows that the non-fundamental currency trading 

is more than 99% of the currency trade turnovers on average. The predominant market share 

of the non-fundamental trading might imply that the non-fundamental traders may dominate 

the behaviour of the market nominal exchange rate. 

The volatility of the trading volume in the non-fundamental segment is highly correlated with 

the volatility of the nominal exchange rate. Whereas, the volume volatility of the fundamental 

segment is relatively stable and less correlated with the volatility of the nominal exchange rate. 

Furthermore, the hypothetical non-fundamental exchange rate is extremely close to the market 

nominal exchange rate, but the movement of the theoretical fundamental exchange rate is less 
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related to the nominal exchange rate. These findings imply that the non-fundamental currency 

trading may disconnect the nominal exchange rate from the fundamentals, and hence, might be 

a key to the disconnect puzzle. 

In conclusion, the arbitrage cost band hypothesis seems promising to explain the behaviour of 

the nominal exchange rate. On the one hand, arbitrage costs offer a possibility for the nominal 

exchange rate to fluctuate randomly within the arbitrage cost band and an opportunity for non-

fundamental traders to make profits from the fluctuations of the nominal exchange rate. On the 

other hand, the non-fundamental trading may disconnect the nominal exchange rate from the 

fundamentals and dominate the primary movement of the nominal exchange rate. Hence, 

accepting the failure of the PPP, UIP, and CIP conditions, and recognizing the role of the 

arbitrage cost and the non-fundamental traders in the determination of the nominal exchange 

rate might be a direction for future research. 
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