Abstract

To ensure platform independence, mobile programs are distributed in forms that are isomorphic to the original source code. Such codes are easy to decompile, and hence they increase the risk of malicious reverse engineering attacks.

Code obfuscation is one of several techniques which has been proposed to alleviate this situation. An obfuscator is a tool which -- through the application of code transformations -- converts a program into an equivalent one that is more difficult to reverse engineer.

In a previous paper [5] we have described the design of a control flow obfuscator for Java. In this paper we extend the design with transformations that obfuscate data structures and abstractions. In particular, we show how to obfuscate classes, arrays, procedural abstractions and built-in data types like strings, integers, and booleans.

1 Introduction

Mobile programs are distributed in architecture-neutral formats (such as Java bytecode [8]) that contain much of the same information as the original source code. While this achieves platform independence, it also makes programs easy to decompile and reverse engineer.

This is of particular concern to small software developers who can ill afford to protect their software secrets through legal [17] means against larger and more powerful competitors [12]. As an alternative, several forms of technical [1, 7] protection against theft of software secrets have been suggested:

Server-Side Execution The user connects to the software developer’s site to run the program remotely, paying a small amount of electronic money every time. A software thief will never gain physical access to the application and will be unable to reverse engineer it. The downside is that the application will perform much worse than if it had run locally.

Native Code When down-loading the application, the user’s site identifies its architecture, and the corresponding native code version of the application is transmitted. Digital signatures should be attached to the code to assure authenticity and harmlessness. Decompilation of the native code is still possible [3], but much more difficult, if, as is usual, symbol naming and type information is suppressed.

Encryption Encrypting [11, 21] the application will only protect against theft if the entire decryption/execution process takes place in hardware. If the code is executed in software by a virtual machine interpreter it will always be possible to intercept and decompile the decrypted code.

Obfuscation Before distributing the application, the software developer runs it through an automatic obfuscator. This tool transforms the program into one that is functionally identical to the original but which is more difficult to decompile and reverse engineer.

Unlike server-side execution and hardware-based encryption schemes, code obfuscation can never completely protect an application from malicious reverse engineering efforts. Rather, obfuscation should be seen as a cheap way of making reverse engineering so technically difficult that it becomes economically infeasible. To ensure this, the techniques employed by an obfuscator have to be powerful enough to thwart attacks by automatic deobfuscators that attempt to undo the obfuscating transformations.

The remainder of the paper will examine various code transformations that obfuscate the abstractions and data structures used in an application. The paper is structured as follows. In Section 2 we give a brief overview of the design of a code obfuscator for Java which is currently under construction. Section 3 describes the criteria used to evaluate different types of obfuscating transformations. Sections 4, 5, and 6 present a catalogue of obfuscating transformations. Section 7 summarizes our results.

2 The design of a Java obfuscator

Figure 1 outlines the design of our Java obfuscation tool. In a first phase the obfuscator reads and parses all refer-
enced class files. The second phase builds various internal data structures:

- A **Source Code Object Table** stores information about all parts of the program which may be the subject of obfuscation: methods, classes, variables, etc.

- An **inheritance graph** stores the class structure of the program.

- **Control flow graphs** are built for all methods. The CFGs are annotated with execution counts (estimated or provided through profiling) and **pragmatic information**. Execution counts are used to guide the obfuscator so that frequently executed parts of the application are not obfuscated by very expensive transformations. Pragmatic information expresses what sort of language constructs a class/method contains.

- An **appropriateness** function – mapping each source code object to the transformations appropriate for that object – is constructed from the pragmatic information. This function is used to select *stealthy* obfuscations, i.e. obfuscations that introduce code that is as similar as possible to the original code.

- A **priority queue** of source code objects is constructed based on user input and/or heuristics. The queue ensures that sensitive source code objects (i.e. parts of the program that the programmer particularly wants to protect from theft) are given higher levels of obscurity than “bread-and-butter” code.

The third phase repeatedly applies code transformations to the application until the required level of obfuscation has been achieved or the maximum execution time/space cost accepted by the user has been exceeded. Finally, the obfuscator generates a new version of the application; obfuscated but functionally equivalent to the original one.

### 3 Obfuscating transformations

**Obfuscating transformations** were first introduced in Collberg [5]. $P \xrightarrow{T} P'$ is an obfuscating transformation, if
a) $T$ transforms source program $P$ into target program $P'$.
b) $P$ and $P'$ have the same observable behavior (except in cases of non-termination or error-termination), and
c) $T$ is a potent transformation, i.e. it renders $P'$ more obscure than $P$.

Observe behavior is defined loosely as “behavior as experienced by the user.” This means that $P'$ may have side-effects (such as creating files, sending messages over the Internet, etc.) that $P$ does not, as long as these side effects are not experienced by the user. Note that we do not require $P$ and $P'$ to equally efficient. In fact, many of our transformations will result in $P'$ being slower or using more memory than $P$.

3.1 Transformation quality

Collberg [5] also introduces the concept of quality of an obfuscating transformation $T$, a combination of four measures:

- potency The potency of $T$ measures how much more obscure (or complex or unreadable) $T$ renders the application.
- resilience The resilience of $T$ measures how well the transformation holds up under attack from an automatic deobfuscator. Some highly resilient transformations are one-way, in the sense that they can never be undone. This is typically because they remove information (such as variable names or abstractions) from the program. Other transformations add useless information to the program that does not change its observable behavior, but which increases the “information load” on a human reader. These transformations can be undone with varying degrees of difficulty.
- stealth The stealth of $T$ measures how well obfuscated code blends in with the rest of the program. If $T$ introduces new code that differs wildly from what is in the original program it will be easy to spot for a reverse engineer.
- cost The cost of $T$ measures the execution time/space penalty which a transformation incurs on an obfuscated application. While some trivial transformations (such as scrambling identifiers) are free (i.e. they incur no run-time cost) many of the transformations presented in this paper will incur a varying amount of overhead.

3.2 Increasing potency

Before we can design any obfuscating transformations we must first define what it means for a program $P'$ to be more obscure than a program $P$. Any such measure of potency will, at best, be approximate since we cannot hope to measure exactly a human’s ability to understand a program.

Fortunately, we can draw upon the vast body of work in the Software Complexity Metrics branch of Software Engineering. The detailed complexity formulas found in the metrics’ literature are of little interest to us, but they can be used to derive general statements such as: “if programs $P$ and $P'$ are identical except that $P'$ contains more of property $q$ than $P$, then $P'$ is more complex than $P$.” Given such a statement, we can attempt to construct a transformation which adds more of the $q$-property to a program, knowing that this is likely to increase its obscurity.

Of particular interest to us are the Henry [10], Cidamber [2], and Munson [14] metrics.

The Munson metric states that the complexity of a program $P$ increases with the complexity of the static data structures declared in $P$. The complexity of a scalar variable is constant; the complexity of an array increases with the number of dimensions and with the complexity of the element type; and the complexity of a record increases with the number and complexity of its fields.

The Henry metric states that the complexity of a function $F$ increases with the number of formal parameters to $F$, and with the number of global data structures read or updated by $F$.

The Chidamber metric applies to object oriented programs. The complexity of a class $C$ increases with the number of methods in $C$, the depth (distance from the root) of $C$ in the inheritance tree, the number of other classes to which $C$ is coupled, and the number of methods that can be executed in response to a message sent to an object of $C$.

Other metrics express that the complexity of a program grows with the number of predicates it contains (McCabe [13]) and with the nesting level of conditional and looping constructs (Harrison [9]).

3.3 Classifying transformations

There are some aspects of program understandability that are not covered directly by software metrics. For example, it should be obvious that there is much valuable information about a program in comments, strings, and identifiers, although these do not enter into any metrics formula.

Similarly, according to the Munson metric a two-dimensional array is more complex than a one-dimensional one. This fails to capture the fact that a programmer who declares a two-dimensional array does so for a purpose: the chosen structure somehow maps cleanly to the data that is being manipulated. If the array is folded into a one-dimensional structure the Munson metric would indicate that the transformed program is less complex than the origin.
nal one, when, in fact, much useful information has been lost.

With this in mind we can attempt to classify obfuscating transformations according to the kind of information they target. Layout transformations are typical of current Java obfuscators such as Crema [20]. They remove source code formatting and scramble identifiers. Control transformations increase the McCabe and Harrison metrics by introducing predicated branches. Data transformations increase the Munson, Henry, or Chidamber metrics. Abstractions or introduce spurious ones.

In this paper we describe transformations that obfuscate built-in data types and data and procedural abstractions introduced by the programmer.

3.4 Opaque predicates

Most control transformations and, as we will see, some data transformations, rely on the existence of opaque predicates. Informally, a predicate $P$ is opaque if its value is known a priori to the obfuscator, but this value is difficult for the deobfuscator to deduce. For a predicate $P$ we write $P^P$ ($P^T$) if $P$ always evaluates to False (True).

As an example, consider the following transformation where the obfuscator has introduced a bogus if-statement:

```java
main () { main () { 
S1; S1; 
S2; S3; 
} if ((7y^2 - 1 \neq x^2)^T) S2; }
```

In spite of the introduced if-statement, statement $S_2$ will always execute. The reason is that the opaque predicate $7y^2 - 1 \neq x^2$ will always evaluate to True. The transformed code in this example is resilient to attack by any deobfuscator ignorant of elementary number theory.

Being able to create opaque predicates which are difficult for an obfuscator to crack is a major challenge to a creator of obfuscation tools, and the key to many highly resilient obfuscating transformations. Collberg [5] shows how it is possible to manufacture cheap and resilient opaque predicates based on intractable problems such as alias analysis.

4 Obfuscating data abstractions

In this section we will discuss transformations that obscure the data abstractions used in the source application. Most of the transformations are designed to directly increase the Munson or Chidamber metrics.

4.1 Modify inheritance relations

In current object-oriented languages such as Java, the main modularization and abstraction concept is the class. Classes are essentially abstract data types that encapsulate data (instance variables) and control (methods). We write a class as $C = (V, M)$, where $V$ is the set of $C$’s instance variables and $M$ its methods.

In contrast to the traditional notion of abstract data types, two classes $C_1$ and $C_2$ can be composed by aggregation ($C_2$ has an instance variable of type $C_1$) as well as by inheritance ($C_2$ extends $C_1$ by adding new methods and instance variables). Borrowing the notation used in [18], we write inheritance as $C_2 = C_1 \oplus\Delta C_2$. $C_2$ is said to inherit from $C_1$, its super- or parent class. The $\oplus$ operator is the function that combines the parent class with the new properties defined in $\Delta C_2$. The exact semantics of $\oplus$ depends on the particular programming language. In languages such as Java, $\oplus$ is usually interpreted as union when applied to the instance variables and as overriding when applied to methods.

Extending the inheritance hierarchy tree. According to the Chidamber metric, the complexity of a class $C_1$ grows with its depth (distance from the root) in the inheritance hierarchy, and the number of its direct descendants. As shown in Figures 2 (a) and (b), there are two basic ways in which we can increase this complexity: we can split up (factor) a class or insert a new, bogus, class.

When, as in Figure 2(a), we factor a class $C$ into classes $C_1$ and $C_2$ we cannot arbitrarily move $C$’s methods and instance variables into the resulting classes. To see this, let $C = (\{V\},\{M\})$ where method $M$ references instance variable $V$. Any factoring of $C$ must respect the scope of $V$. For example, we cannot factor $C$ into $C_1$ and $C_2$ where $C_1 = (\{\},\{M\})$, $\Delta C_2 = (\{V\},\{\})$, and $C_2 = C_1 \oplus \Delta C_2$.

To deal with this problem we build a dependence graph $G$ for class $C$. The nodes of $G$ are the members of $C$, and $C$ itself. There is an edge $a \rightarrow b$ in $G$ if the declaration of $a$ must be in scope for $b$. If there is a path $C \leadsto y$ in $G$, then $y$ must be declared in the child class $C_2$. If there is a path $x \leadsto y$ in $G$ then either $x$ and $y$ are both declared in the same class or $x$ is declared in the parent class $C_1$. See Figure 3 for an example.

Another problem with class factoring is its low resilience; there is nothing stopping a deobfuscator from simply merging the factored classes. To prevent this, factoring and insertion are normally combined as shown in Figure 2(d). We can also insert bogus code which appears to create instances of all introduced classes. For example, the statement $\text{if} (P^P) \text{ x=new } C_1$ appears to create an instance of class $C_1$.

False refactoring. Figure 2(c) shows a variant of class insertion, called false refactoring. Refactoring is a (sometimes automatic) technique for restructuring object-oriented programs whose structure has deteriorated [15]. Refactoring is a two-step process. First, it is detected.
that two, apparently independent classes, in fact implement similar behavior. Secondly, features common to both classes are moved into a new (possibly abstract) parent class. False refactoring is a similar operation, only it is performed on two classes $C_1$ and $C_2$ that have no common behavior. If both classes have instance variables of the same type, these can be moved into the new parent class $C_3$. $C_3$’s methods can be buggy versions of some of the methods from $C_1$ and $C_2$.

### 4.2 Restructure arrays

A number of transformations can be devised for obscuring operations performed on arrays: we can split an array into several sub-arrays, merge two or more arrays into one array, fold an array (increasing the number of dimensions), or flatten an array (decreasing the number of dimensions).
Figure 3: Example of a dependency graph built to facilitate class factoring. var f and the constructor C must all be declared in the child class. x and P may either be declared in the parent or the child class, but if x is put into the child class then so must P.

Figure 4 shows some examples of array restructuring. In statements (1-2) an array A is split up into two sub-arrays A1 and A2. A1 holds the elements of A that have even indices, and A2 holds the elements with odd indices. Statements (3-5) of Figure 4 show how two integer arrays B and C can be interleaved into a new array BC. Statements (6-7) demonstrate how a one-dimensional array D can be folded into a two-dimensional array D1. Statements (8-9), finally, demonstrate the reverse transformation: a two-dimensional array E is flattened into a one-dimensional array E1.

5 Obfuscating Procedural Abstractions

In this section we will discuss transformations that obscure the procedural abstractions used in the source application. Some transformations affect the Henry or McCabe metrics. Others merely break up user-defined abstractions or introduce new bogus abstractions, and hence destroy the "natural" structure of the programmer’s code.

5.1 Table interpretation

One of the most effective (and expensive) transformations is table interpretation. The idea is to convert a section of code (Java bytecode in our case) into a different virtual machine code. This new code is then executed by a virtual machine interpreter included with the obfuscated application. Obviously, a particular application can contain several interpreters, each accepting a different virtual machine and executing a different section of the obfuscated application. See Figure 5 for an example.

Since there is usually 1–2 orders of magnitude slowdown for each level of interpretation, this transformation should be reserved for sections of code that make up a small part of the total runtime or which need a very high level of protection.

While the potency of this transformation is very high, the resilience is rather low. A deobfuscator could always just inline the code for each bytecode instruction prior to decompilation. There are two ways to increase the resilience. First, the bytecode string could be converted to a program that produces it, as explained in Section 6.2. Secondly, the original code can itself be obfuscated – for example by inserting bogus predicated branches protected by opaque predicates – prior to being translated to the specialized bytecode. This is illustrated by transformation $T_1$ in Figure 5.

5.2 Inline and outline methods

Inlining is, of course, a important code optimization technique. It is also an extremely useful obfuscating transformation since it removes procedural abstractions from the program. Inlining is a highly resilient transformation (it is essentially one-way), since once a procedure call has been replaced with the body of the called procedure and the procedure itself has been removed, there is no trace of the abstraction left in the code.

Outlining (turning a sequence of statements into a subroutine) is a very useful companion transformation to inlining. Figure 6 shows how procedures P and Q are inlined at their call-sites, and then removed from the code. Subsequently, we create a bogus procedural abstraction by extracting the end of P’s code and the beginning of Q’s code into a new procedure R.

In object-oriented languages such as Java, inlining may, in fact, not always be a fully one-way transformation. Consider a method invocation $m.P()$. The actual procedure called will depend on the run-time type of m. In cases when more than one method can be invoked at a particular call site, we have to inline all possible methods [6] and select the appropriate code by branching on the type of m. Hence, even after inlining and removal of methods, the obfuscated code may still contain some traces of the original abstractions.

5.3 Clone methods

When trying to understand the purpose of a subroutine a reverse engineer will of course examine its signature and body. However, equally important to understanding the behavior of the routine are the different environments in which it is being called. We can make this process more difficult by obfuscating a method’s call sites to make it appear that different routines are being called, when, in fact, this is not the case.

Figure 7 shows how we can create several different versions of a method by applying different sets of obfuscating transformations to the original code. We use method dispatch to select between the different versions at runtime.

6 Obfuscating built-in data types

In this section we will present transformations that obscure the basic data types (such as integers and strings)
(1) int A[10];
(2) A[i] = ...;
    ...
(3) int B[10], C[20];
(4) B[i] = ...;
(5) C[i] = ...;
(6) int D[10];
(7) for (i=0; i<9; i++)
    D[i] = 2*D[i+1];
    ...
(8) int E[3,3];
(9) for (i=0; i<2; i++)
    for (j=0; j<2; j++)
        swap (E[i,j], E[j,i]);

\[
\begin{array}{cccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
A : & A_0 & A_1 & A_2 & A_3 & A_4 & A_5 & A_6 & A_7 & A_8 \\
B : & B_0 & B_1 & B_2 & B_3 & B_4 & B_5 & B_6 & B_7 & B_8 \\
C : & C_0 & C_1 & C_2 & C_3 & C_4 & C_5 & C_6 & C_7 & C_8 \\
D : & D_0 & D_1 & D_2 & D_3 & D_4 & D_5 & D_6 & D_7 & D_8 \\
E : & E_{0,0} & E_{0,1} & E_{0,2} & E_{1,0} & E_{1,1} & E_{1,2} & E_{2,0} & E_{2,1} & E_{2,2} \\
\end{array}
\]

Figure 4: Array Restructuring. Array splitting (statements (1-2)), array merging (statements (3-5)), array folding (statements (6-7)), and array flattening (statements (8-9)). \texttt{int X[10]} is a shorthand for \texttt{int X = new int[X].}

6.1 Split variables

Boolean variables and other variables of restricted range can be split into two or more variables. We will write a variable \( V \) split into \( k \) variables \( p_1, \ldots, p_k \) as \( V = [p_1, \ldots, p_k] \). Typically, the potency and resilience of this transformation will grow with \( k \). Unfortunately, so will the cost of the transformation, so we usually restrict \( k \) to 2 or 3.

To allow a variable \( V \) of type \( T \) to be split into two variables \( p \) and \( q \) of type \( U \) requires us to provide three pieces of information: (1) a function \( f(p, q) \) that maps the values of \( p \) and \( q \) into the corresponding value of \( V \), (2) a function \( g(V) \) that maps the value of \( V \) into the corresponding values of \( p \) and \( q \), and (3) new operations (corresponding to the primitive operations on values of type \( T \)) cast in terms of operations on \( p \) and \( q \). In the remainder of this section we will assume that \( V \) is of type boolean, and \( p \) and \( q \) are small integer variables.

Figure 8(a) shows a possible choice of representation for split boolean variables. The table indicates that boolean variable \( V \) has been split into two short integer variables \( p \) and \( q \). If \( p = q = 0 \) or \( p = q = 1 \) then \( V \) is \texttt{False}, otherwise, \( V \) is \texttt{True}.

Given this new representation, we have to devise substitutions for the built-in boolean operations (\&, |, \^, \~). The easiest way is simply to provide a run-time lookup table for each operator. Tables for \& and | are shown in Figure 8(c) and (d), respectively. Given two boolean vari-
```java
int Sum(int A[]) {
    int i, sum=0;
    int n=A.length;
    for (i=0; i<n; i++)
        sum += A[i];
    return sum;
}
```

```java
int sum, i=0, pc=0;
int s[] = new int[5], sp=-1;
loop: while (true)
    switch("fcghiabced".charAt(pc)) {
        case 'a': sum += s[sp--]; pc++; break;
        case 'b': i++; pc++; break;
        case 'c': s[++sp] = i; pc++; break;
        case 'd': if (s[sp--] > s[sp--]) pc -= 8;
            else break loop; break;
        case 'e': s[++sp] = A.length; pc++; break;
        case 'f': pc += 7; break;
        case 'g': s[sp] = A[sp]; pc++; break;
        case 'h': s[sp] = (p != q)?1:0; pc++; break;
        case 'i': if (s[sp--]==1) pc++=2 else pc++; break;
    }
    return sum;
}
```

Figure 5: The Java method `Sum` on the left is obfuscated by translating it into the bytecode "fcghiabced". This code is then executed by a stack-based interpreter specialized to handle this particular virtual machine code. This is akin to Proebsting’s superoperators [16]. To increase the resilience of this transformation, `Sum` is first obfuscated by inserting a bogus if-statement whose opaque predicate (which depends on two un-aliased pointer variables `p` and `q`) will always evaluate to `True`. Even after deobfuscating the interpreter, the resulting code is still obfuscated.

---

Figure 6: Inlining and outlining transformations.

The potency, resilience, and cost of this transformation all grow with the number of variables into which the original variable is split. The resilience can be further enhanced by selecting the encoding at run-time. In other words, the run-time lookup tables of Figure 8(b-d) are not constructed at obfuscation-time (which would make them susceptible to static analyses) but by algorithms included in the obfuscated application. This, of course, would prevent us from using in-line code to compute primitive operations, as done in statement (6') in Figure 8(e).

ables \( V_1 = [p, q] \) and \( V_2 = [r, s] \). \( V_1 \& V_2 \) is computed as \( \text{AND}[2p + q, 2r + s] \).

In Figure 8(e) we show the result of splitting three boolean variables \( A = [a_1, a_2] \), \( B = [b_1, b_2] \), and \( C = [c_1, c_2] \). An interesting aspect of our chosen representation is that there are several possible ways to compute the same boolean expression. Statements (3') and (4') in Figure 8(e), for example, look different, although they both assign `False` to a variable. Similarly, while statements (5') and (6') are completely different, they both compute \( A \& B \).
Figure 7: Cloning methods. c2.m and c1.m1 have been generated by applying different obfuscating transformations to the body of c.m. The calls ‘x.m(5)’ and ‘x.m(7)’ look as if they were made to two different methods, while in fact they go to different-looking methods with identical behavior. c1.m is a buggy version of c.m that is never called.

<table>
<thead>
<tr>
<th>g(V)</th>
<th>f(p,q)</th>
<th>p</th>
<th>q</th>
<th>2p+q</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a)  (b)  (c)  (d)

G(1)="AAA", G(2)="BAAAA", G(3)=G(5)="CCB", and G(4)="XCB" (which is not actually used in the program). For other argument values, G may or may not terminate.

Aggregating the computation of all static string data into just one function would be un stealthy in most codes. Much higher potency and resilience may be achieved if the G-function were broken up into smaller components embedded into the "normal" control flow of the source program.

6.2 Convert static to procedural data

Static data, particularly character strings, contain much useful pragmatic information to a reverse engineer. A simple way of obfuscating a static string is to convert it into a program that produces the string. The program – which could be a DFA, a Trie traversal, etc. – could possibly produce other strings as well.

As an example, consider the function G in Figure 9. This function was constructed to obfuscate the strings "AAA", "BAAAA", and "CCB". The values produced by G are G(1)="AAA", G(2)="BAAAA", G(3)=G(5)="CCB", and G(4)="XCB" (which is not actually used in the program). For other argument values, G may or may not terminate.
main() {
    String S1,S2,S3,S4;
    S1 = "AAA";
    S2 = "BAAA";
    S3 = "CCB";
    S4 = "CCB";
}

main() {
    String S1,S2,S3,S4,S5;
    S1 = G(1);
    S2 = G(2);
    S3 = G(3);
    S4 = G(5);
    if (P) S5 = G(9);
}

6.3 Merge scalar variables

Two or more scalar variables $V_1 \ldots V_k$ can be merged into one variable $V_M$, provided the combined ranges of $V_1 \ldots V_k$ will fit within the precision of $V_M$. For example, two 32-bit integer variables could be merged into one 64-bit variable. Arithmetic on the individual variables would be transformed into arithmetic on $V_M$. As a simple example, consider merging two 32-bit integer variables $X$ and $Y$ into a 64-bit variable $Z$. Using the merging formula

$$Z(X,Y) = 2^{32} \cdot Y + X$$

we get the arithmetic identities in Figure 10(a). Some simple examples are given in Figure 10(b).

The resilience of variable merging is quite low. A deobfuscator only needs to examine the set of arithmetic operations being applied to a particular variable in order to guess that it actually consists of two merged variables. We can increase the resilience by introducing bogus operations that could not correspond to any reasonable operations on the individual variables. In the example in Figure 10(b) we could insert operations that appear to merge $Z$’s two halves, for example by bitwise rotation: ‘if (P) $Z = \text{rotate}(Z, 5)$’.

7 Summary

In a previous paper [5] we showed that it is possible to obfuscate the control flow of an application with a high degree of resilience (resistance to attack by automatic deobfuscators) and at low time/space cost. In this paper we have shown that data structures and abstractions can also be obfuscated, in many cases with only minor impact on execution time/space cost.

The transformations presented in this paper are only a few of a large catalogue [4] of obfuscations which target every aspect of a program. The extra complexity that an obfuscator adds to a program will depend on the complex interaction between all the different types of transformations which have been applied to it.

While all transformations described in this paper have been cast in terms of Java, it should be clear that most apply equally well to other languages. In fact, our obfuscator (which targets Java class files) is already able to obfuscate programs written in a variety of languages. The reason, of course, is the existence of translators from many languages (including Ada and Scheme) into Java source or bytecode [19].
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\[
Z(X + r, Y) = 2^{32} \cdot Y + (r + X) = Z(X, Y) + r
\]
\[
Z(X, Y + r) = 2^{32} \cdot (Y + r) + X = Z(X, Y) + r \cdot 2^{32}
\]
\[
Z(X, r, Y) = 2^{32} \cdot Y + X \cdot r = Z(X, Y) + (r - 1) \cdot X
\]
\[
Z(X, Y, r) = 2^{32} \cdot Y \cdot r + X = Z(X, Y) + (r - 1) \cdot 2^{32} \cdot Y
\]

(a) \[\frac{1}{\text{int } X=45,Y=95;}{\text{long } Z=167759086119551045;}
\]
(b) \[\frac{Y += 5;}{Z += 5;}}
\]

(1) \[X \leftarrow 11; \quad Y \leftarrow 116; \quad Z \leftarrow 47244640256;
\]
(2) \[Z += (c-1) \cdot (Z \& 4294967295);
\]
(3) \[Z += (d-1) \cdot (Z \& 18446744069414584320);
\]

Figure 10: Merging two 32-bit variables \(X\) and \(Y\) into one 64-bit variable \(Z\). \(Y\) occupies the top 32 bits of \(Z\), \(X\) the bottom 32 bits. If the actual range of either \(X\) or \(Y\) can be deduced from the program, less intuitive merges could be used. (a) gives rules for addition and multiplication with \(X\) and \(Y\). (b) shows some simple examples. The example could be further obfuscated, for example by merging \((2')\) and \((3')\) into \(Z += 47244640256\).
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