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Abstract

Take a continuous-time Galton-Watson tree. If the system survives until a large time T , then
choose k particles uniformly from those alive. What does the ancestral tree drawn out by these
k particles look like? Some special cases are known but we give a more complete answer. We
concentrate on near-critical cases where the mean number of offspring is 1 + µ/T for some µ ∈ R,
and show that a scaling limit exists as T → ∞. Viewed backwards in time, the resulting coalescent
process is topologically equivalent to Kingman’s coalescent, but the times of coalescence have an
interesting and highly non-trivial structure. The randomly fluctuating population size, as opposed
to constant size populations where the Kingman coalescent more usually arises, have a pronounced
effect on both the results and the method of proof required. We give explicit formulas for the
distribution of the coalescent times, as well as a construction of the genealogical tree involving a
mixture of independent and identically distributed random variables. In general subcritical and
supercritical cases it is not possible to give such explicit formulas, but we highlight the special
case of birth-death processes.

1 Introduction

Let L be a random variable taking values in Z+ = {0, 1, 2, . . .}. Consider a continuous-time Galton-
Watson tree beginning with one initial particle and branching at rate r with offspring distribution L.
We will give more details of the model shortly.

Fix a large time T , and condition on the event that at least k particles are alive at time T . Choose
k particles uniformly at random (without replacement) from those alive at time T . These particles,
and their ancestors, draw out a smaller tree. The general question that we attempt to answer is: what
does this tree look like? This is a fundamental question about Galton-Watson trees; several authors
have given answers via interesting and contrasting methods for various special cases, usually when
k = 2. We aim to give a more complete answer with a unified approach that can be adapted to other
situations.

Before explaining our most general results we highlight some illuminating examples. Let Nt be the
set of particles that are alive at time t, and write Nt = #Nt for the number of particles that are alive
at time t. Let m = E[L] and for each j ≥ 0 let pj = P(L = j). We assume throughout the article,
without further mention, that p0 + p1 6= 1.

On the event {NT ≥ 2}, choose a pair of particles (UT , VT ) ∈ NT uniformly at random (without
replacement). Then let S(T ) be the last time at which these uniformly chosen particles shared a
common ancestor. If NT ≤ 1 then set S(T ) = 0.

∗University of Auckland, Private Bag 92019, Auckland 1142, New Zealand. Email: simon.harris@auckland.ac.nz
†University College Dublin, Belfield, Dublin 4, Ireland. Email: sggjohnston@gmail.com
‡University of Bath, Claverton Down, Bath BA2 7AY, UK. Email: mattiroberts@gmail.com

1

ar
X

iv
:1

70
3.

00
29

9v
4 

 [
m

at
h.

PR
] 

 1
3 

Fe
b 

20
19

mailto:simon.harris@auckland.ac.nz
mailto:sggjohnston@gmail.com
mailto:mattiroberts@gmail.com


If p0 ∈ [0, 1) and p2 = 1 − p0, then the model is known as a birth-death process. In this case we
are able to calculate explicitly the distribution of S(T ) conditional on {NT ≥ 2}. In particular,

• in the supercritical case when p2 > p0, the law of S(T ) conditional on {NT ≥ 2} converges as
T →∞ to a non-trivial distribution with tail satisfying

lim
T→∞

P(S(T ) ≥ t |NT ≥ 2) ∼ 2r(m− 1)te−r(m−1)t as t→∞;

• in the subcritical case p0 > p2, the law of T −S(T ) conditional on {NT ≥ 2} converges as T →∞
to a non-trivial distribution with tail satisfying

lim
T→∞

P(T − S(T ) ≥ t |NT ≥ 2) ∼
(

1− 2p2

3p0

)
er(m−1)t as t→∞.

In the critical case we can work more generally.

• If L has any distribution satisfying m = E[L] = 1 and E[L2] < ∞, then the law of S(T )/T
conditional on {NT ≥ 2} converges as T →∞ to a non-trivial distribution on [0, 1] satisfying

lim
T→∞

P
(S(T )

T
≥ t
∣∣∣NT ≥ 2

)
=

2(1− t)
t2

(
log
( 1

1− t

)
− t
)
.

This last result (the critical case) is known: Durrett [7] gave a power series expansion, and Athreya [4]
gave a representation in terms of a geometric number of exponential random variables, both of which
we will show agree with our explicit formula. Lambert [16] gave a similar formula for a certain critical
continuous state branching process. Athreya also mentioned that his expression could alternatively be
obtained by using the excursion representation of continuum random trees. This method was also used
by Popovic [25], Aldous and Popovic [2], Lambert [17], and Lambert and Popovic [19] to investigate
related questions. We give more details of this link in Section 3.2.

Beyond the critical case, we can find a distributional scaling limit when L is “near-critical”. We
let the distribution of L depend on T , and write PT to signify that the Galton-Watson process now
depends on T as a result.

• Suppose that L satisfies ET [L] = 1 + µ/T + o(1/T ), ET [L(L − 1)] = β + o(1), and that L2 is
uniformly integrable under PT . Then the law of S(T )/T conditional on {NT ≥ 2} converges as
T →∞ to a non-trivial distribution on [0, 1] satisfying

lim
T→∞

PT
(S(T )

T
≥ s
∣∣∣NT ≥ 2

)
= 2
( erµ(1−s) − 1

erµ(1−s) − erµ
)

+ 2
(erµ − 1)(erµ(1−s) − 1)

(erµ(1−s) − erµ)2
log
( erµ − 1

erµ(1−s) − 1

)
.

O’Connell [24, Theorem 2.3] gave this result by using a diffusion approximation, relating the near-
critical process to a time-changed Yule tree, and then adapting the method of Durrett [7] from the
critical case. Again, these authors only considered choosing two particles at time T .

All of the above special cases—although they are already interesting in their own right—are just
a taster of our general results. The effectiveness and adaptability of our method is demonstrated by
the fact that it recovers, in these cases, the results of several separate investigations using different
techniques [4, 7, 16, 24]. In our main result (see Theorem 3), we will give a complete description for
the genealogical tree of a uniform sample of k ≥ 2 individuals in near-critical Galton-Watson processes
in the large time limit.

We now attempt to describe our general results in a little more detail. For any k ≥ 2, under a
second moment condition on L, we sample k particles without replacement at time T and trace back
the tree induced by them and their ancestors. It turns out that if we view this tree backwards in
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time, then the coalescent process thus obtained is topologically the same as Kingman’s coalescent, but
has different coalescent rates. We give an explicit joint distribution function for the limiting k − 1
coalescent times, which are also asymptotically independent of the Kingman tree topology; it turns out
that they can be constructed by choosing k independent random variables with a certain distribution
and renormalising by the maximum. Equivalently, the coalescent times can also be interpreted as being
a mixture of independent identically distributed random variables. The correlation introduced by this
mixture is linked to the random variations of the population size. On the other hand, Kingman’s
coalescent usually arises from populations where the total number of individuals is kept constant: see,
for example, [29]. One of the biggest hurdles in our proof was to overcome the effect of fluctuations
in the population size; we did this using a very natural change of measure Qk,T under which the
coalescent times decorrelate, making calculations easier.

After this article was released, using knowledge of the precise form of our answers, Lambert [18] was
able to construct a remarkable method to obtain some of our formulas for coalescent point processes.
However, [18] assumes binary branching, so whilst it can apply to birth-death processes, it does not
cover our main results concerning general near-critical Galton-Watson processes. We discuss this
approach further in Section 3.2.

Ren, Song and Sun [26, 27] have also subsequently used a 2-spine approach (involving analogues
of our Q2,T ) to give elegant probabilistic proofs of Yaglom theorems about the size of the population
conditional on survival, both for the discrete time critical Galton-Watson processes [27] and critical
superprocesses [26].

In Section 2, we state full details our main results, we present a more intuitive probabilistic con-
struction of the near-critical scaling limit, and we then provide a heuristic explanation and intuitive
probabilistic derivation for it. We follow that with discussion of some of the properties of the scaling
limit and comparisons to related results in Section 3. In Section 4, we introduce the tools required to
prove our results, including a change of measure and a version of Campbell’s formula. We then prove
our main result for birth-death processes in Section 5, and our main result for near-critical processes
in Section 6.

2 Results

We first describe, in more detail than previously, our basic continuous-time Galton-Watson tree. Under
a probability measure P, we begin with one particle, the root, which we give the label ∅. This particle
waits an exponential amount of time τ∅ with parameter r, and then instantaneously dies and gives
birth to some offspring with labels 1, 2, . . . , L∅, where L∅ is an independent copy of the random variable
L. To be precise, at the time τ∅ the particle ∅ is no longer alive and its offspring are. These offspring
then repeat, independently, this behaviour: each particle u waits an independent exponential amount
of time with parameter r before dying and giving birth to offspring u1, u2, . . . , uLu where Lu is an
independent copy of L, and so on. We let pj = P(L = j) and m =

∑∞
j=1 jpj . Since we will be

using more than one probability measure, we will write P[·] instead of E[·] for the expectation operator
corresponding to P.

Denote by NT the set of all particles alive at time T . For a particle u ∈ NT we let τu be the
time of its death, and define τu(T ) = τu ∧ T . If u is an ancestor of v, we write u ≤ v, and if u is a
strict ancestor of v (i.e. u ≤ v and u 6= v) then we write u < v. For technical reasons we introduce a
graveyard ∆ which is not alive (it is not an element of NT ).

For a particle u ∈ Nt and s ≤ t, let u(s) be the unique ancestor of u that was alive at time s. For
two particles u, v ∈ NT , let σ(u, v) be the last time at which they shared a common ancestor,

σ(u, v) = sup{t ≥ 0 : u(t) = v(t)}.

Now fix k ∈ N, and at time T , on the event NT ≥ k, pick k particles U1
T , . . . , U

k
T uniformly at

3



random without replacement from NT . We let Pkt (T ) be the partition of {1, . . . , k} induced by letting
i and j be in the same block if particles U iT and U jT shared a common ancestor at time t, i.e. if

σ(U iT , U
j
T ) > t. We order the elements of Pkt (T ) by their smallest element.

There are two aspects to the information contained in Pkt (T ). The first is the topological informa-
tion; given a collection of blocks, which block will split first, and when it does, what will the new blocks
created look like? The second is the times at which the splits occur. We will find that in the models
we look at, the topological information is (asymptotically) universal and rather simple to describe,
whereas the split times are much more delicate and depend on the parameters of the model. In order
to separate out these two aspects, we require some more notation.

Let νkt (T ) be the number of blocks in Pkt (T ), or equivalently the number of distinct ancestors of
U1
T . . . , UkT that are alive at time t; that is, νkt (T ) = #{u ∈ Nt : u < U iT for some i ≤ k}.

For i = 1, . . . , k − 1 let
Ski (T ) = inf{t ≥ 0 : νkt > i}.

We call Sk1 (T ) ≤ . . . ≤ Skk−1(T ) the split times. For technical reasons it is often easier to con-

sider the unordered split times; we let (S̃k1 (T ), . . . , S̃kk−1(T )) be a uniformly random permutation of

(Sk1 (T ), . . . ,Skk−1(T )).

For i = 0, . . . , k−1 let P ki (T ) = Pk
Ski

(T ), and let H = σ(P k0 (T ), . . . , P kk−1(T )), so that H contains all

the topological information about the tree generated by U1
T , . . . U

k
T , but almost no information about

the split times.

2.1 Birth-death processes

Fix α ≥ 0 and β > 0. Suppose that r = α + β, p0 = α/(α + β) and p2 = β/(α + β), with pj = 0
for j 6= 0, 2. This is known as a birth-death process with birth rate β and death rate α. Note that
since there are only binary splits, if there are at least k particles alive at time T then when we pick
k uniformly at random as above there are always exactly k − 1 distinct split times. Our first theorem
gives an explicit distribution for these split times, in the non-critical case and conditional on {NT ≥ k}.

Theorem 1. Suppose that α 6= β. For any s1, . . . , sk−1 ∈ (0, T ], the unordered split times are
independent of H and satisfy

P(S̃k1 (T ) ≥ s1, . . . , S̃kk−1(T ) ≥ sk−1|NT ≥ k)

=
k(E0 − α/β)k

(E0 − 1)k−1

[
1

(E0 − α/β)

k−1∏
i=1

Ei − 1

Ei − E0
+

k−1∑
j=1

(Ej − 1)

(Ej − E0)2

( k−1∏
i=1
i6=j

Ei − 1

Ei − Ej

)
log
(βE0 − α
βEj − α

)]

where Ej = e(β−α)(T−sj) for each j = 1, . . . , k and s0 = 0. Furthermore, the partition process
P k0 (T ), P k1 (T ), . . . , P kk−1(T ) has the following description:

• if P ki (T ) contains blocks of sizes a1, . . . , ai+1, the probability that the next block to split will be

block j is
aj−1
k−i−1 ;

• if a block of size a splits, it creates two blocks whose (ordered) sizes are l and a− l with probability
1/(a− 1) for each l = 1, . . . , a− 1.

The case of the Yule tree, in which β = 1 and α = 0, gives simpler formulas for the split times.

Example 1 (Yule tree). Suppose that α = 0 and β = 1. Then for any s ∈ (0, T ],

P(S̃2
1 (T ) ≥ s |NT ≥ 2) =

2(e−s − e−T )(e−s − 1 + s)

(1− e−T )(1− e−s)2

4



and for any s1, s2 ∈ (0, T ],

P(S̃3
1 (T ) ≥ s1, S̃3

2 (T ) ≥ s2 |NT ≥ 3)

= 3(e−s1−e−T )(e−s2−e−T )

(
s1(1−e−s2)2 − s2(1−e−s1)2 + (1−e−s1)(1−e−s2)(e−s2−e−s1)

)
(1− e−T )2(1− e−s1)2(1− e−s2)2(e−s2 − e−s1)

.

Returning to general α 6= β, the case k = 2, mentioned in the introduction, is of particular interest.
Note that when k = 2, there is only one split time, so the choice of ordered or unordered is irrelevant.
To be consistent with the description in the introduction we write S(T ) = S2

1 (T ). Taking a limit
as T → ∞ simplifies the formula significantly, although we have to consider the supercritical and
subcritical cases separately.

Example 2 (Supercritical birth-death, T →∞). Suppose that β > α. Then for any s > 0,

lim
T→∞

P(S(T ) ≥ s |NT ≥ 2) =
2e−(β−α)s

(1− e−(β−α)s)2

(
(β − α)s− 1 + e−(β−α)s

)
.

Example 3 (Subcritical birth-death, T →∞). Suppose that α > β. Then for any s > 0,

lim
T→∞

P(S(T ) ≥ T − s |NT ≥ 2) =
2α2

β2
(e(α−β)s − 1)

(
e(α−β)s log

(
1 +

β

αe(α−β)s − β

)
− β

α

)
.

To our knowledge all of these results are new. We note (as Durrett also mentioned in [7]) that in
the supercritical case, the time S(T ) is likely to be near 0, whereas in the subcritical case, S(T ) is likely
to be near T . This much is to be expected, but the detailed behaviour is perhaps more surprising: as
mentioned in the introduction, some elementary calculations using the formulas above show that in
the supercritical case,

lim
T→∞

P(S(T ) ≥ s |NT ≥ 2) ∼ 2(β − α)se−(β−α)s as s→∞,

whereas in the subcritical case,

lim
T→∞

P(T − S(T ) ≥ s |NT ≥ 2) ∼
(

1− 2β

3α

)
e−(α−β)s as s→∞.

We can also give analogous results in the critical case α = β.

Theorem 2. Suppose that α = β. For any s1, . . . , sk−1 ∈ (0, T ] with si 6= sj for i 6= j, the unordered
split times are independent of H and satisfy

P(S̃k1 (T )/T ≥ s1, . . . , S̃kk−1(T )/T ≥ sk−1 |NT ≥ k)

= k
(

1 +
1

βT

)k[ 1

1 + 1/T

k−1∏
i=1

(
1− 1

si

)
+

k−1∑
j=1

1− sj
s2
j

( k−1∏
i=1
i 6=j

1− si
sj − si

)
log
( 1 + 1/T

1− sj + 1/T

)]
.

Furthermore, the partition process P k0 (T ), P k1 (T ), . . . , P kk−1(T ) has the following description:

• if P ki (T ) contains blocks of sizes a1, . . . , ai+1, the probability that the next block to split will be

block j is
aj−1
k−i−1 ;

• if a block of size a splits, it creates two blocks whose (ordered) sizes are l and a− l with probability
1/(a− 1) for each l = 1, . . . , a− 1.
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Example 4. Suppose that α = β. Then for any s > 0

P(S̃2
1 (T )/T ≥ s |NT ≥ 2) = 2

(
1 +

1

βT

)2(1− s
s2

)(
log
( 1 + 1/T

1− s+ 1/T

)
− s

1 + 1/T

)
and for any s1, s2 > 0,

P(S̃3
1 (T )/T ≥ s1, S̃3

2 (T )/T ≥ s2 |NT ≥ 3)

=
3(1 + 1

βT )3(1− s1)(1− s2)

s2
1s

2
2(s2 − s1)

[
s2

2 log
(1− s1 + 1

T

1 + 1
T

)
− s2

1 log
(1− s2 + 1

T

1 + 1
T

)
+
s1s2(s2 − s1)

1 + 1
T

]
.

We can easily let T → ∞ in these formulas, but in the critical case—and even in near-critical
cases—if we are willing to take a scaling limit as T →∞ then we can work much more generally.

2.2 Near-critical processes: a scaling limit

We no longer restrict to birth-death processes; the birth distribution L may take any (non-negative
integer) value. In order to consider a scaling limit, we take Galton-Watson processes that are near-
critical, in that the mean number of offspring is approximately 1 + µ/T for some µ ∈ R. We also
insist that the variance converges. Conditional on survival to time T , we sample k particles uniformly
without replacement, and ask for the structure of the genealogical tree generated by these k particles.
In other branching models when the population is kept constant, it has been shown that the resulting
coalescent process converges as T → ∞ to Kingman’s coalescent [29]. We see something slightly
different.

To state our result precisely, we need some more notation. Fix µ ∈ R and σ > 0. Suppose that for
each T > 0, the offspring distribution L satisfies

• PT [L] = 1 + µ/T + o(1/T )

• PT [L(L− 1)] = σ2 + o(1)

• L2 is uniformly integrable under PT : that is, for any ε > 0, there exists K such that

PT [L2
1{L>K}] < ε for all T.

Theorem 3 (Near-critical scaling limit). Suppose that the conditions above hold. Then the split times
are asymptotically independent of H, and if µ 6= 0, then for any s1, . . . , sk−1 ∈ (0, 1) with si 6= sj for
any i 6= j,

lim
T→∞

PT (S̃k1 (T )/T ≥ s1, . . . , S̃kk−1(T )/T ≥ sk−1 |NT ≥ k)

= k

k−1∏
i=1

Ei
Ei − E0

+ k

k−1∑
j=1

E0Ej
(Ej − E0)2

( k−1∏
i=1
i 6=j

Ei
Ei − Ej

)
log

E0

Ej

where Ej = erµ(1−sj) − 1 for each j = 0, . . . , k − 1 and s0 = 0. If µ = 0, then instead

lim
T→∞

P(S̃k1 (T )/T ≥ s1, . . . , S̃kk−1(T )/T ≥ sk−1 |NT ≥ k)

= k

k−1∏
i=1

si − 1

si
− k

k−1∑
j=1

1− sj
s2
j

( k−1∏
i=1
i 6=j

1− si
sj − si

)
log(1− sj).

Furthermore, the partition process P k0 (T ), P k1 (T ), . . . , P kk−1(T ) has the following description:
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• if P ki (T ) contains blocks of sizes a1, . . . , ai+1, the probability that the next block to split will be

block j converges as T →∞ to
aj−1
k−i−1 ;

• if a block of size a splits, with probability tending to 1 it creates two blocks whose (ordered) sizes
are l and a− l with probability converging to 1

a−1 for each l = 1, . . . , a− 1.

In Theorems 1 and 2 we saw that the split times were independent of H. This cannot be the
case in Theorem 3, since two or more split times may be equal with positive probability, an event
which is captured by both the split times and the topological information H. However we do see
that the split times are asymptotically independent, in that PT (A ∩ B) → PT (A)PT (B) for any A ∈
σ(Sk1 (T ), . . . ,Skk−1(T )) and B ∈ H, which is the best that we can hope for.

We note here that the topology of the (limiting) tree described forwards in time in Theorem 3 is
the same as that described backwards in time by Kingman’s coalescent; but the times of splits (or
times of mergers, in the coalescent picture) are drastically different.

In the case that the process is actually critical we recover the following simple formula for the split
times.

Example 5 (Critical processes). Suppose that P[L] = 1 and P[L2] <∞. Then for any s ∈ (0, 1),

lim
T→∞

P(S(T )/T ≥ s |NT ≥ 2) =
2(s− 1)

s2

(
log(1− s) + s

)
. (1)

Example 6 (Near-critical scaling limit, k = 2). Suppose that the conditions of Theorem 3 hold with
µ 6= 0. Then for any s ∈ (0, 1),

lim
T→∞

PT (S(T )/T ≥ s |NT ≥ 2)

= 2
( erµ(1−s) − 1

erµ(1−s) − erµ
)

+ 2
(erµ − 1)(erµ(1−s) − 1)

(erµ(1−s) − erµ)2
log
( erµ − 1

erµ(1−s) − 1

)
.

Both of these examples are known, but to our knowledge the general formula is not. We give more
details in Section 3.1.

2.3 Construction of the near-critical scaling limit

In this section we investigate further the scaling limit observed in Theorem 3. Our aim is to give a
more intuitive probabilistic understanding of the scaling limit, rather than the explicit formulas seen
in Theorems 1 to 3.

We work under the conditions of Section 2.2: we fix µ ∈ R and σ > 0, and suppose that for each
T > 0 the offspring distribution L satisfies

• PT [L] = 1 + µ/T + o(1/T )

• PT [L(L− 1)] = σ2 + o(1)

• L2 is uniformly integrable under PT .

Theorem 3 says that the rescaled unordered split times, conditional on at least k particles being alive
at time T , converge jointly in distribution to an explicit limit,( S̃k1 (T )

T
, . . . ,

S̃kk−1(T )

T

)
(d)−−→ (S̃k1 , . . . , S̃kk−1).

We aim to shed some more light on this limit. First we note that, although the split times (for fixed T )
do not usually have a joint density—with positive probability one split time may equal another—their
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scaling limit does have a density. Indeed, from the proof of Theorem 3 (or by checking directly) we
see that this density satisfies (with s0 = 0)

fk(s1, . . . , sk−1) =



k(rµ)k−1(1− e−rµ)

∫ ∞
0

θk−1
k−1∏
i=0

erµ(1−si)

(1 + θ(erµ(1−si) − 1))2
dθ if µ > 0

k

∫ ∞
0

θk−1
k−1∏
i=0

1

(1 + θ(1− si))2
dθ if µ = 0

k(−1)k(rµ)k−1(1− e−rµ)

∫ ∞
0

θk−1
k−1∏
i=0

erµ(1−si)

(1− θ(erµ(1−si) − 1))2
dθ if µ < 0.

The following proposition gives a construction of the scaling limit of the tree in the critical case
µ = 0, in the spirit of Aldous’ construction of Kingman’s coalescent [3, Section 4.2]. In particular it
gives a method for consistently constructing the times (S̃k1 , . . . , S̃kk−1).

Theorem 4 (A construction for critical genealogies). Suppose that µ = 0. Let X1, X2, . . . be a
sequence of independent and identically distributed random variables on (0,∞) with density (1 +x)−2.
Let Mk = maxi≤kXi, and choose I such that XI = Mk. For i ≤ k define Ti = 1 − Xi/Mk. Then

(T1, . . . , TI−1, TI+1, . . . , Tk) is equal in distribution to (S̃k1 , . . . , S̃kk−1) in the critical case (µ = 0).
Moreover, the ancestral tree drawn out by the k uniformly chosen particles has the following de-

scription: let U1, U2, . . . be independent uniform random variables on [0, 1]. Within the unit square,
for each 1 ≤ i ≤ k, draw a vertical line from (Ui, 0) to (Ui, 1− Ti). These lines represent the branches
of our tree. Now, for each 1 ≤ i ≤ k− 1, draw a horizontal line starting from (Ui, Ti) towards (UI , Ti)
but stopping as soon as it hits another (vertical) line (see Figure 1 below).

Figure 1: A representation of the rescaled tree drawn out by 5 particles chosen uniformly at random from
those alive at a large time. Here I = 4.

This result, in particular, clarifies the consistency of the split times. Of course, if we choose k + 1
particles uniformly without replacement at time T , and then forget one of them, the result should be
consistent with choosing k particles originally. This is not immediately obvious from the distribution
function given in Theorem 3, but it follows easily from the construction in Theorem 4.

Remark. In the above construction the scale of the horizontal axis has no meaning; any permutation
of the vertical lines could replace the random variables U0, . . . , Uk−1 and give the same Kingman
tree topology. Indeed, the tallest (green) line could just as well be fixed, say as the leftmost, and
the remaining vertical lines randomly permuted without changing the tree topology. Nevertheless, in
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Section 2.4, we will describe a construction under Qk where the gaps on the horizontal axis between
the vertical lines can be interpreted as the population size: see Figure 3 and the discussion immediately
beforehand.

We can do something similar when µ 6= 0.

Theorem 5 (A construction for near-critical genealogies). Suppose that µ 6= 0. Let X1, X2, . . . be a
sequence of independent and identically distributed random variables on (0,∞) with density (1 +x)−2.
Let Mk = maxi≤kXi, and choose I such that XI = Mk. For i ≤ k define

Ti = 1− 1

rµ
log
(

1 + (erµ − 1)
Xi

Mk

)
.

Then (T1, . . . , TI−1, TI+1, . . . , Tk) is equal in distribution to (S̃k1 , . . . , S̃kk−1).
Moreover, the ancestral tree drawn out by the k uniformly chosen particles has the same construction

as in Theorem 4.

2.4 Heuristic explanation of our results

In this section, we aim to give a quick intuitive probabilistic derivation of Theorem 4. For this we will
need to construct a certain very natural probability measure, Qk,T . Whilst Qk,T will not be precisely
defined until Section 4 (see (6)), and it is fundamental to the entire success of our approach, for now it
will be sufficient to know only a few of its basic properties. The probability measure Qk,T will describe
the behaviour of k distinguished spine particles along which standard Galton-Watson processes are
immigrated. Under Qk,T , these k spines will have the property of looking like a uniform choice without
replacement from all those NT particles alive at time T . For this heuristic we will use this measure
Qk,T , together with the classical theorems of Kolmogorov [15] about the asymptotics of the survival
probability, and Yaglom [30] about the distribution of the scaled population size conditioned to survive
(see for example [23, Theorem 12.7] for a modern treatment of both these results).

Let Ek be any event concerning the tree drawn out by the k uniformly sampled particles (we will
only consider these conditionally on NT ≥ k so that they always exist). It will be easy to show, using
the definition of our change of measure Qk,T , that

P(Ek|NT ≥ k) = Qk,T
[ 1Eξk

NT (NT − 1) . . . (NT − k + 1)

]P[NT (NT − 1) . . . (NT − k + 1)]

P(NT ≥ k)
(2)

where Eξk is the event corresponding to Ek, but for the k spines under Qk,T , rather than the k uniformly
chosen particles under P.

Now, the second factor above can easily be approximated using Yaglom’s theorem: when T is large,

P[NT (NT − 1) . . . (NT − k + 1)]

P(NT ≥ k)
= P[NT (NT − 1) . . . (NT − k + 1)|NT ≥ k]

∼ T kP[(NT /T )k|NT > 0] ∼ T kP[Ek] (3)

where E is an exponential random variable with parameter 2/σ2. Therefore, in order to describe the
distribution of the tree drawn out by the k uniformly sampled particles under P when T is large, it
suffices to understand the joint distribution of the tree drawn out by the k spines together with NT
under Qk,T when T is large.

Write τi = S̃ki (T )/T for the scaled split times of the k uniformly sampled particles, and τ ξi for the
scaled split times of the k spine (unordered, in the sense that they are a random permutation of the
ordered split times). We show (this is Lemma 30 and the case µ = 0 of Proposition 29; see also the
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discussion in Section 4.4) that in the limit as T →∞, under Qk,T the times (τ ξ1 , . . . , τ
ξ
k−1) are uniform

random variables on [0, 1], and the topology of the underlying tree has a certain topology, which is
equivalent to the topology of Kingman’s coalescent restricted to k blocks. Here is a way of constructing
such a tree, again in the same spirit as Aldous [3, Section 4.2]: let U0, . . . , Uk−1 and V1, . . . , Vk−1 be
independent uniform random variables on [0, 1]. Also let V0 = 1. Within the unit square, for each
0 ≤ i ≤ k−1, draw a line from (Ui, 0) to (Ui, Vi). These lines represent the branches of our tree. Now,
for each 1 ≤ i ≤ k − 1, draw a horizontal line starting from (Ui, Vi) towards (U0, Vi) but stopping as
soon as it hits another (vertical) line. This is our description of the tree drawn out by the spines under
Qk,T as T →∞. (Note, as previously, that the particular choice of the Ui is merely a convenient way
to give a random permutation of the vertical lines; the scale on the horizontal axis has no meaning in
this construction.)

Figure 2: A probabilistic representation of the rescaled tree under Q5,T for large T .

Now we explain how to observe the joint distribution of this tree and the total population size, given
the description above. Under Q, each spine—that is, each vertical line in our picture—behaves in the
same way, giving birth to ordinary particles at a constant rate (independent of the number of marks
following the spine); this can be seen from Lemma 10. Thus the contribution to the total population
of a vertical line of length v in our picture is simply the contribution to the total population of a single
spine that lived for time vT . It is immediate from the definition of Q1,vT that a single spine results
in a size-biasing of the total population size; by Yaglom’s theorem, under P, the total population size
after time vT is approximately vT times an independent exponential random variable of parameter
2/σ2, and therefore under Q1,vT the total population size is approximately vT times an independent
Gamma random variable of parameters (2, 2/σ2).

Thus, the total population size NT under Qk,T satisfies

NT
T
→(d)

k−1∑
i=0

ViΓi

where the branch lengths V1, . . . , Vk−1 are independent U [0, 1] random variables, V0 = 1, and Γ0, . . . ,Γk−1

are independent identically distributed Γ(2, 2/σ2) random variables that are also independent of
V0, . . . , Vk−1.

Remark. Before we apply the description above to obtain an explanation of our results, let us make a
further observation. Recall that for each 1 ≤ i ≤ k−1, Vi is uniformly distributed on [0, 1]. A uniform
random variable multiplied by an independent Γ(2, 2/σ2) random variable is exponentially distributed
with parameter 2/σ2; that is, Ei := ViΓi ∼ Exp(2/σ2) for i = 1, . . . , k − 1. Finally, V0 = 1, and
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therefore of course V0Γ0 is distributed as the sum of two independent exponential random variables,
say E0 and E ′0, each with parameter 2/σ2. Thus the total population size under Qk,T is approximately
T times a sum of k+1 independent exponential random variables of parameter 2/σ2, or in other words,
T times a Γ(k + 1, 2/σ2) random variable.

Figure 3: Each triangle represents the contribution towards the total population from particles that branched
off the adjacent spine. The scale on the horizontal axis can now be interpreted as population size.

Remark. It is also worth noting that size-biased exponential distributions give Gamma distributions.
In fact, the exponential distribution can be characterised by relationships with its size-biased versions
and uniform random variables; this was key in Ren, Song and Sun’s proof of Yaglom’s theorem using
two spines in [27], and also appeared with a single spine in Lyons, Pemantle and Peres [22].

To complete the explanation of our results, continuing from (2) and (3), we now see that

P(τ1 ∈ dt1, . . . , τk−1 ∈ dtk−1|NT ≥ k) ∼ Qk,T
[

1{τξ1∈dt1,...,τ
ξ
k−1∈dtk−1}

NT (NT − 1) . . . (NT − k + 1)

]
T kP[Ek]

∼ P
[
1{1−V1∈dt1,...,1−Vk−1∈dtk−1}

T k(
∑k−1
i=0 ViΓi)

k

]
T kP[Ek]

= P
[

1

(
∑k−1
i=0 (1− ti)Γi)k

]
P[Ek] dt1 . . . dtk−1.

We now observe that for any α > 0,

1

αk
=

1

(k − 1)!

∫ ∞
0

zk−1e−αzdz.

Applying this fact, we get that

P(τ1 ∈ dt1, . . . , τk−1 ∈ dtk−1 |NT ≥ k)

∼ P
[ 1

(k − 1)!

∫ ∞
0

zk−1e−z
∑k−1
i=0 (1−ti)Γidz

]
P[Ek] dt1 . . . dtk−1

=
1

(k − 1)!

∫ ∞
0

zk−1
k−1∏
i=0

1

(1 + σ2

2 (1− ti)z)2
dz k!

(σ2

2

)k
dt1 . . . dtk−1

= k

∫ ∞
0

zk−1
k−1∏
i=0

1

(1 + (1− ti)z)2
dz dt1 . . . dtk−1.
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Indeed, this is the joint density of the coalescent times in the critical case as given in Section 2.3,
and consistent with the construction in Theorem 4. Further, integrating gives the joint distribution
function in Theorem 2.

Note that in near-critical cases a similar picture will hold, although the distribution of the rescaled
spine split times will not be uniform and will have a density that is proportional to erµ(1−s) for s ∈ [0, 1].
See Section 6 for more details.

3 Further discussion of the results

In this section we seek to give further understanding of our scaling limit, compare it to known results,
and to explore other ways of obtaining similar representations; in order to keep the calculations to a
reasonable length, at times we will not worry too much about the technical details. We will return to
full rigour in Sections 4, 5 and 6, in order to prove our main results.

3.1 Comparison to known formulas

As mentioned in the introduction, the critical case µ = 0 has been investigated by other authors.
Athreya [4] gave an implicit description of the distributional limit of S(T )/T . (In fact he worked with
discrete-time Galton-Watson processes, but this makes no difference in the limit, and we will continue
to use our continuous-time terminology and notation for ease of comparison.) By considering the
numbers of descendants at time T of particles alive at an earlier time sT , Athreya showed that

lim
T→∞

P(S(T )/T < s |NT ≥ 2) = 1− E[φ(Gs)]

where Gs satisfies P (Gs = j) = (1− s)sj−1 for j ≥ 1, and

φ(j) = E

[ ∑j
i=1 η

2
i

(
∑j
i=1 ηi)

2

]
where η1, η2, . . . are independent exponential random variables of parameter 1.

We check that this description of the scaling limit agrees with our own formula (1).

Lemma 6. With φ and Gs as described above,

E[φ(Gs)] =
2(s− 1)

s2

(
log(1− s) + s

)
.

Proof. Suppose first that we are given η1, . . . , ηj . Let γj =
∑j
i=1 ηi, and let U1 and U2 be independent

uniform random variables on (0, γj). Then for each l, (ηl/
∑j
i=1 ηi)

2 is the probability that both U1

and U2 fall within the interval (γl−1, γl). Therefore (
∑j
i=1 η

2
i )/(

∑j
i=1 ηi)

2 is the probability that for
some l ≤ j, both U1 and U2 fall within the interval (γl−1, γl).

Suppose now that we are given only the value of γj , and let γ̃1, . . . , γ̃j−1 be a uniform permutation
of γ1, . . . , γj−1. Since γ1, γ2, . . . can be viewed as the arrival times of a Poisson process of parameter
1, we know that given γj , the random variables γ̃1, . . . , γ̃j−1, U1, U2 are independent uniform random
variables on (0, γj). Therefore the probability that U1 and U2 both fall within the interval (γ̃l−1, γ̃l)
for some l is exactly 2/(j+ 1). Since this does not depend on the value of γj , we get immediately that
φ(j) = 2/(j + 1).
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Summing over the possible values of Gs, we get

E[φ(Gs)] =

∞∑
j=1

2

j + 1
(1− s)sj−1 = 2

(1− s)
s2

∞∑
j=1

sj+1

j + 1
= 2

(1− s)
s2

∫ s

0

u

1− u
du

= 2
(1− s)
s2

(
log
( 1

1− s

)
− s
)

= 2
(s− 1)

s2

(
log(1− s) + s

)
.

Durrett [7] also gave a description of the limit S(T )/T in the critical case, showing that

lim
T→∞

P(S(T )/T > s |NT ≥ 2) = (1− s)
(

1 + 2

∞∑
j=1

sj

j + 2

)
.

It is easy to expand our formula (1) as a power series and check that it agrees with the above. Durrett,
in fact, went on to give power series expressions for the distributions of S3

1 and S3
2 . He further stated

that it was “theoretically” possible to calculate distributions of split times for k > 3, and also mentioned
that he could derive a joint distribution for S3

1 and S3
2 , again in power series form, but that “we would

probably not obtain a useful formula”. This makes clear the advantage of our method, which gives
explicit formulas for the joint distribution for each k without going through an interative procedure.

O’Connell [24] gave exactly the formula in our Example 6, the near-critical scaling limit in the case
k = 2. He also provided a very interesting application to a biologically motivated problem: how long
ago did the most recent common ancestor of all humans live?

In subcritical and supercritical cases, it is impossible to give such explicit results in generality as
the genealogical structure of the tree depends on the detail of the offspring distribution. However one
can characterize the distribution of the split times using integral formulas involving the generating
function of the offspring distribution. Lambert [16] (in discrete time) and Le [21] (in continuous time)
did this in the case k = 2 for quite general Galton-Watson processes. They also investigated the case
k ≥ 3, but gave only an implicit representation for the joint distribution of the split times. More
recently Grosjean and Huillet [11] and Johnston [14] gave detailed answers for general k.

Donnelly and Kurtz [6, Theorem 5.1] showed that the genealogy of the Feller diffusion is a time-
change of Kingman’s coalescent, in which the rate at which two lineages merge is inversely proportional
to the population size. The Feller diffusion started from x is itself the scaling limit of a critical Galton-
Watson process started with a population of size bNxc, so taking a limit as x ↓ 0 one might expect to
be able to recover our results. However, finding the marginal distribution of the coalescent times—that
is, not conditional on the population size—is highly non-trivial, as the two quantities are so closely
connected; this can be seen in (2), for example. We manage to overcome this serious difficulty by
decoupling the dependence between the population size and the split times via the measure Qk,T ,
which adjusts for the varying population size whilst simultaneously ensuring the k spines form a
uniform sample without replacement from population at time T .

Besides being more difficult, the question of understanding the distribution of the coalescent tree
drawn out by a sample from a large population, without knowing the population size, appears to be
more natural from the point of view of biological applications.

Indeed, whilst the formulae for the genealogies in near-critical Galton-Watson processes look com-
plicated, they are nevertheless explicit, they have simple constructions, and the underlying natural
branching model allows the population to vary randomly with time. In this latter respect, the struc-
ture obtained is significantly different from under fixed sized population assumptions. It is hoped that
our results may eventually prove useful in applications, for example using computational methods to
fit these genealogical models to real data.
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3.2 Contour processes and the continuum random tree

Athreya [4] mentioned that his result could alternatively be obtained by representing the limiting
random trees with Brownian excursions. We give a non-rigorous discussion of this approach.

It is known that a critical Galton-Watson tree conditioned to survive until time T converges, as
T → ∞ (in a suitable topology), to a continuum random tree. There is a vast literature, beginning
with Aldous [1], on continuum random trees as the scaling limit of various discrete structures. For our
rough discussion we can think of drawing our tree, conditioned to survive to time T and renormalised
by T , and tracing a contour around it starting from the root and proceeding in a depth-first manner
from left to right. The height of that contour process converges as T → ∞ to a Brownian excursion
(Bt)t∈[0,ν] conditioned to reach height 1. It is easy to see that two points u, v ∈ [0, ν] correspond to
the same “vertex” in the limiting tree if they are at the same height and the excursion between u
and v is always above Bu; i.e. Bu = Bv = inft∈(u,v)Bt. The total population of the tree at time sT
corresponds to the local time of the Brownian excursion at level s. Choosing two particles at time
T , then, means picking two points on the excursion at height 1 according to the local time measure;
and the two particles have a common ancestor at time t if the two points chosen are in the same
sub-excursion above height t.

Figure 4: A Brownian excursion conditioned to reach height 1. Two points U1 and U2 are chosen uniformly
according to local time at height 1, and the induced tree is drawn below the excursion. The split time of the
two particles is denoted by S.

In order to calculate the probability of this last event, we (obviously) need to know a little about
Brownian excursions. Excursions, indexed by local time, occur according to a Poisson point process
with intensity Lebesgue × n for some excursion measure n. This measure n satisfies n(supt f(t) >
a) = 1

2a ; and the local time at 0 when the Brownian motion first hits −δ is exponentially distributed
with parameter 1

2δ . See for example [28].
Take a Brownian excursion conditioned to reach height 1, and choose two points U1 and U2 at

height 1 uniformly according to local time measure. Let L1 be the total local time at level 1, and LU
be the total local time between U1 and U2. The event that U1 and U2 are in the same sub-excursion
above height s is exactly the event that there is no excursion from level 1 between U1 and U2 that
goes below level s (and stays above level 0); by the facts about Brownian excursions above, given LU ,
the number of such excursions is a Poisson random variable with parameter LU ( 1

2(1−s) −
1
2 ). Thus the

probability that U1 and U2 are in the same sub-excursion above height s is∫ ∞
0

P(L1 ∈ dx)

∫ x

0

P(LU ∈ dy |L1 = x)e−y( 1
2(1−s)−

1
2 ).

The local time L1 is exponential of parameter 1/2, and it is easy to check that the density of the
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distance between two uniform random variables on (0, x) is 2(x− y)/x2. Thus the above equals∫ ∞
0

1

2
e−x/2

∫ x

0

2(x− y)

x2
e−y( 1

2(1−s)−
1
2 ) dy dx.

Making the substitution z = y/x and changing the order of integration, we get∫ 1

0

(1− z)
∫ ∞

0

e−
1
2x(1+ z

1−s−z) dx dz,

and it is then easy to integrate directly to get that the limiting split time S satisfies

P(S ≥ s) = 2
(s− 1

s2

)
(log(1− s) + s)

which agrees with (1).
Applying this sophisticated machinery works well (at least if we do not worry too much about

the technical details) in this simple case. However it becomes much more difficult to generalise these
techniques to obtain the joint distribution of the split times for three particles, rather than just two;
let alone the general formula for k particles that appeared in Theorem 3.

Popovic [25] used the following observation. Condition on the event that there are exactly k
particles alive at time Tk, so that the k particles we choose comprise the whole population, then
rescale by Tk and let k →∞. If Tk/k → t, then the contour process converges to a Brownian excursion
conditioned to have local time 1 at level t; and the split times are then governed by the entire collection
of excursions below level t. These excursions form a Poisson point process with an explicit intensity
measure. This allowed Popovic to give some very interesting results about critical processes, and
similar techniques were built upon in various ways by her and other authors [2, 10, 17, 19]. Although
these are certainly related to our investigation, they often look at the entire population alive at time
T , rather than sampling a fixed number of individuals, which results in a different scaling regime.
Biological motivation for why we might like to sample a fixed number of individuals from a growing
population—that is, our regime—can be found in [24].

After this article was released, Lambert [18] constructed a remarkable method for obtaining some
of our formulas from contour processes. Given a branching process whose population at time T is
geometrically distributed (for example a birth-death process), the work in [20] allows one to sample
each particle at time T independently with some fixed probability y ∈ (0, 1) and reconstruct the
genealogical tree of the sampled particles. By taking y to be a realisation of a carefully chosen improper
random variable Y , and conditioning the resulting number of particles sampled to be exactly k, in [18]
Lambert produces our Proposition 20. However, constructing the correct (improper) distribution for
Y would have been extremely difficult without prior knowledge of the answers provided by our results.

Lambert’s results in [18] are for a large class of processes known as coalescent point processes.
However, coalescent point processes necessarily have geometrically distributed population sizes. As
Lambert says in [18], “we consider here possibly non-Markovian and time-inhomogeneous branching
processes, but always binary.” For Galton-Watson processes, this means only our birth-death process
results are in common with Lambert’s coalescent point process results in [18]. In a more recent private
communication, Lambert has told us that he can carry out his construction even in non-binary cases,
and that his results hold beyond geometrically distributed population sizes.

Another advantage of our approach is that it does not require a Markovian contour process, and
has the potential to be generalised, for example, to Galton-Watson processes with infinite variance, or
spatial branching processes. We plan to carry out some of these generalisations in future work.
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3.3 Purple trees

For a moment forget about the scaling limit, and consider a birth-death process (that is, fix α ≥ 0 and
β > 0, and suppose that r = α + β, p0 = α/(α + β) and p2 = β/(α + β), with pj = 0 for j 6= 0, 2).
Wait until time T , and then colour any particle that has a descendant alive at time T purple, and any
particle whose descendants all die before time T red.

The purple tree, often called the reduced tree in the literature, was first introduced by Fleischmann
and Siegmund-Schultze [9]. The reduced tree has been used in several of the references given in Section
3.1, in particular O’Connell [24]. On a related note, Harris, Hesse and Kyprianou [13] considered a
supercritical branching process and coloured any particle whose descendants survived forever blue, and
anyone whose descendants all died out red. Of course red particles in our picture are also red in the
Harris-Hesse-Kyprianou picture, whereas each of our purple particles may be either red or blue in their
colouring.

Now suppose that, rather than running the birth-death process until time T and then colouring
all the particles, we want to construct the coloured picture dynamically as the process evolves. If we
start with one particle and condition on the process surviving until time T , then the first particle is
certainly purple, since at least one of its descendants must survive.

Let pt = P(Nt = 0). Using generating functions one can show that

pt =
αe(β−α)t − α
βe(β−α)t − α

, 1− pt =
(β − α)e(β−α)t

βe(β−α)t − α
;

see Section 5.1 for details.
If a purple particle branches at time s, then its two children could be either both purple, or one

red and one purple. The probability that they are both purple must be

(1− pT−s)2

1− p2
T−s

,

corresponding to the probability that both descendancies survive given that at least one does. The
probability that one is purple and one is red must similarly be

2pT−s(1− pT−s)
1− p2

T−s
.

One can check from [13] that purple particles branch at rate β(1 + pT−s) at time s, and red particles
branch at rate βpT−s at time s. In particular purple particles give birth to new purple particles at
rate

β(1 + pT−s) ·
(1− pT−s)2

1− p2
T−s

= β(1− pT−s).

Similar calculations can be done generally, rather than just for birth-death processes. However it is
easy to see that in any near-critical cases the probability that a purple particle has more than two
purple children at any branching event will tend to zero, so in a sense the important information is
captured by the simpler birth-death calculations. Indeed we saw in Theorem 3 that in our scaling limit,
only the mean of the branching process really matters; and we will see again in Lemma 27 that only
binary splits appear in the limit. For this intuitive discussion we therefore carry out our calculations
only in the birth-death case only.

Of course, to understand the coalescent structure of the tree drawn out by particles chosen at time
T , we can ignore the red particles; only the purple tree matters. Let us now return to a near-critical
scaling limit by assuming that β = α + γ/T for some γ 6= 0. At time sT , the purple tree branches at
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rate

β(1− pT−sT ) =
βγeγ(1−s)/T

βeγ(1−s) − (β − γ/T )
=

γeγ(1−s)

T (eγ(1−s) − 1)
·
(

1− γ

βT (eγ(1−s) − 1 + γ
βT )

)
.

Scaling time [0, T ] onto [0, 1] and considering the large T limit, at time s ∈ (0, 1) the purple tree
undergoes binary branching at rate

lim
T→∞

T β(1− pT (1−s)) =
γeγ(1−s)

eγ(1−s) − 1
. (4)

Thus, since ∫ t

0

γeγ(1−s)

eγ(1−s) − 1
ds =

∫ eγ

eγ(1−t)

1

u− 1
du = log

( eγ − 1

eγ(1−t) − 1

)
,

we see that the purple tree in the near-critical scaling limit is the same as a Yule tree (binary branching
at rate 1) observed under the time change

t 7→ log
( eγ − 1

eγ(1−t) − 1

)
.

Following the same route in the purely critical case α = β gives that the rescaled purple tree binary
branches at rate 1/(1− s), which corresponds to a Yule tree under the time change t 7→ − log(1− t).

These rough calculations help to explain the similarities between our formulas in the near-critical
scaling limit (Theorem 3) and in the birth-death process (Theorem 1). In particular, for the coalescence
behaviour, only the purple tree matters. In the large time T limit, only binary branching occurs in the
purple tree, since the chance of any purple particle having more than one other purple offspring at a
time (or in close proximity) becomes negligible. Further, the purple branching rate is given by the limit
of the original branching rate weighted by the probability of survival, that is limT→∞ Tβ(1− pT (1−s)),
as calculated above, and this rate corresponds to a simple deterministic time change of a Yule tree in
all near-critical cases.

An anonymous referee pointed out to us that Theorem 2.2 of [24] gives an apparently incorrect
formula in place of our (4), although the main Theorem 2.3 of [24] is nevertheless correct.

4 Spines and changes of measure

In this section we lay down many of the technical tools that we will need to prove the results in the
previous sections. Our two most important signposts will be Proposition 8, which translates questions
about uniformly chosen particles under P into calculations under a new measure Q; and Proposition
17, which is a version of Campbell’s formula under Q which will be central to our analysis.

First, of course, we must introduce Q, and we begin by describing the idea of spines, which introduce
extra information into our tree by allocating marks to certain special particles. Spine methods are
now well known and a thorough treatment can be found for example in [12]. We give only a brief
introduction.

4.1 The k-spine measure Pk

We define a new measure Pk under which there are k distinguished lines of descent, which we call
spines. Briefly, Pk is simply an extension of P in that all particles behave as in the original branching
process; the only difference is that some particles carry marks showing that they are part of a spine.

Under Pk particles behave as follows:
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• We begin with one particle which carries k marks 1, 2, . . . , k.

• We think of each of the marks 1, . . . , k as distinguishing a particular line of descent or “spine”,
and define ξit to be the label of whichever particle carries mark i at time t.

• A particle carrying j marks b1 < b2 < . . . < bj at time t branches at rate r, dying and being
replaced by a random number of particles according to the law of L, independently of the rest
of the system, just as under P.

• Given that a particles v1, . . . , va are born at a branching event as above, the j marks each choose
a particle to follow independently and uniformly at random from amongst the a available. Thus
for each 1 ≤ l ≤ a and 1 ≤ i ≤ j the probability that vl carries mark bi just after the branching
event is 1/a, independently of all other marks.

• If a particle carrying j > 0 marks b1 < b2 < . . . < bj dies and is replaced by 0 particles, then its
marks are transferred to the graveyard ∆.

Again we emphasise that under Pk, the system behaves exactly as under P except that some particles
carry extra marks showing the lines of descent of k spines. We write ξt = (ξ1

t , . . . , ξ
k
t ). Obviously ξt

depends on k too, but we omit this from the notation.
We let nt be the number of distinct spines (i.e. the number of particles carrying marks) at time t,

and for i ≥ 1
ψi = inf{t ≥ 0 : nt 6∈ {1, . . . , i}}

with ψ0 = 0. We view ψi as the ith spine split time (although, for example, the first and second
spine split times may be equal—corresponding to marks following three different particles at the first
branching event). We also let ρit be the number of marks following spine i.

The set of distinct spine particles at any time t, and the marks that are following those spine
particles, induce a partition Zkt of {1, . . . , k}. That is, i and j are in the same block of Zkt if ξit = ξjt .
If we then let

Zki = Zkψi
for i = 0, . . . , k− 1, we have created a discrete collection of partitions Z0, Z1, . . . , Zk−1 which describe
the topological information about the spines without the information about the spine split times. It
will occasionally be useful to use the σ-algebra H′ = σ(Z0, Z1, . . .).

For any particle u ∈ Nt, there exists a last time at which u was a spine (which may be t). If this
time equals ψi for some i, then we say that u is a residue particle; if it does not equal ψi for any i,
and u is not a spine, then we say that u is ordinary. Each particle is exactly one of residue, ordinary,
or a spine.

Of course Pk is not defined on the same σ-algebra as P. We let Fkt be the filtration containing
all information about the system, including the k spines, up to time t; then Pk is defined on Fk∞.
For more details see [12, Section 5]. Let F0

t be the filtration containing only the information about
the Galton-Watson tree. Let G̃kt be the filtration containing all the information about the k spines
(including the birth events along the k spines) up to time t, but none of the information about the rest
of the tree. Finally let Gkt be the filtration containing information only about spine splitting events
(including which marks follow which spines); Gkt does not know when births of ordinary particles from
the spines occur.

4.2 A change of measure

We will now introduce a new measure. Under this measure, the k spines will be uniformly chosen
(without replacement) at time T , which will allow us to represent uniformly chosen particles under
P as calculations using the spines under our new measure. This very natural new measure has some
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Figure 5: Spines, ordinary particles and residue particles. The horizontal axis represents time. The numbers
show how many marks are carried by each spine.

remarkable properties, including the fact that it can be fully described forwards in time. Without this
new measure we found calculating with uniformly chosen particles to be intractable.

Throughout the rest of this section we fix k ≥ 1 and assume that P[Lk] < ∞. This condition will
be relaxed later, but it is required even to define our changed measure.

For any set S and k ≥ 1, let S(k) be the set of distinct k-tuples from S, and for n ≥ 0, write

n(k) =

{
n(n− 1)(n− 2) . . . (n− k + 1) if n ≥ k
0 otherwise.

Note that |S(k)| = |S|(k). For t ≥ 0, define

gk,t := 1{ξit 6=ξ
j
t ∀i 6=j}

k∏
i=1

∏
v<ξit

Lv

and
ζk,t :=

gk,t

P[N
(k)
t ]

.

Lemma 7. For any t ≥ 0,

Pk[gk,t|F0
t ] = N

(k)
t .

In particular, Pk[ζk,t] = 1.

Proof.

Pk[gk,t|F0
t ] = Pk

[ ∑
u∈N (k)

t

1{ξt=u}

k∏
i=1

∏
v<ui

Lv

∣∣∣∣F0
t

]

=
∑

u∈N (k)
t

( k∏
i=1

∏
v<ui

Lv

)
Pk(ξt = u | F0

t ).
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Recall that the marks act independently, and at each branching event choose uniformly amongst the
available children. Therefore

Pk(ξt = u | F0
t ) =

k∏
i=1

Pk(ξit = ui | F0
t ) =

k∏
i=1

∏
v<ui

1

Lv
. (5)

Thus
Pk[gk,t|F0

t ] =
∑

u∈N (k)
t

1 = |N (k)
t | = N

(k)
t .

This gives the first part of the result, and taking expectations gives the second.

We now fix T > 0 and define a new probability measure Qk,T by setting

dQk,T

dPk

∣∣∣∣
FkT

:=
1{ξiT 6=ξ

j
T ∀i6=j}

∏k
i=1

∏
v<ξiT

Lv

P[NT (NT − 1) . . . (NT − k + 1)]
= ζk,T (6)

Often, when the choice of T and k is clear, we write P instead of Pk (since Pk is an extension of P this
should not cause any problems) and Q instead of Qk,T . Then, by Lemma 7,

dQk,T

dPk

∣∣∣∣
F0
T

=
NT (NT − 1) . . . (NT − k + 1)

P[NT (NT − 1) . . . (NT − k + 1)]
=

N
(k)
T

P[N
(k)
T ]

=: Zk,T . (7)

To see why the measure Qk,T will be useful to us, we show how to translate questions about particles
sampled uniformly without replacement under P into questions about the spines under Q.

Proposition 8. Suppose that f is a measurable functional of k-tuples of particles at time T . Then

P
[ 1

N
(k)
T

∑
u∈N (k)

T

f(u)
∣∣∣NT ≥ k] =

P[N
(k)
T ]

P(NT ≥ k)(k − 1)!

∫ ∞
0

(ez − 1)k−1Qk,T
[
e−zNT f(ξT )

]
dz.

We defer the proof of this result to section 4.6.

4.3 Description of Qk,T

In this section, we give a full description of the measure Qk,T . We defer the proofs to section 4.5.
Our first lemma states that Qk,T satisfies a time-dependent Markov branching property, in that

the descendants of any particle behave independently of the rest of the tree.

Lemma 9 (Symmetry lemma). Suppose that v ∈ Nt is carrying j marks at time t. Then, under Qk,T ,
the subtree generated by v after time t is independent of the rest of the system and behaves as if under
Qj,T−t.

We already know from (11) and the discussion following it that particles that are not spines behave
exactly as under Pk: they branch at rate r and have offspring distribution L. The behaviour of the
spine particles is more complicated.

Recall that τ∅ is the first branching event, and ψ1 is the time of the first spine splitting event, i.e.

ψ1 = inf{t ≥ 0 : ∃i, j with ξit 6= ξjt }.

(Note that if the spines die without giving birth to any children, this counts as a splitting event.) By
the symmetry lemma, in order to understand the split times under Q, it suffices to understand the
distributions of τ∅ and ψ1.
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Lemma 10. For any t ∈ [0, T ] and k ≥ 0, we have

Qk,T (τφ > t) =
Pk[N

(k)
T−t]

Pk[N
(k)
T ]

e−rt,

Qk,T (ψ1 > t) =
Pk[N

(k)
T−t]

Pk[N
(k)
T ]

e(m−1)rt,

and
Qk,T (τφ > t|ψ1 > t) = e−mrt.

The third part of Lemma 10 combined with the symmetry lemma (Lemma 9) tells us the following:
given GkT (the information only about spine splitting events), under Qk,T each spine gives birth to
non-spine particles according to a Poisson process of rate mr, independently of everything else. In
particular when there are n distinct spines alive, there are n independent Poisson point processes and
the total rate at which non-spine particles are immigrated along the spines is nmr.

We call birth events that occur along the spines, but which do not occur at spine splitting events,
births off the spine. The following lemma tells us the distribution of the number of children born at
such events.

Lemma 11. For any j ≥ 0, k ≥ 1 and 0 ≤ t < T ,

Qk,T (L∅ = j|τ∅ = t, ψ1 > t) =
jpj
m
.

A random variable that takes the value j with probability jpj/m for each j is said to be size-biased
(relative to L). Lemma 11 then tells us (in conjunction with the symmetry lemma) that births off
any spine are always size-biased, no matter how many marks are following that particular spine. (The
number of marks therefore only affects spine splitting events.)

To have a complete description of the behaviour of the process under Qk,T , it remains to understand
how the marks distribute themselves amongst the available children at a spine splitting event. To do
this, we write Pξt for the partition of {1, . . . , k} induced by letting i and j be in the same block if the
ith and jth spines are following the same particle at time t. By the symmetry lemma, again it suffices
to consider the first spine splitting event.

Lemma 12. Conditional on {ψ1 > t}, the Qk,T -conditional probability that during the time interval
[t, t+h), the spine particle dies and gives birth to l offspring, and at this time the marks are partitioned
according to a partition P with blocks of sizes a1, . . . , an, is given by

Qk,T
(
ψ1 < t+ h, Pξψ1

= P, Lξ1t = l
∣∣∣ ψ1 > t

)
= pll

(n)

∏n
i=1 Pk[N

(ai)
T−t]

Pk[N
(k)
T−t]

(rh+ o(h)).

For a collection of positive integers a1, . . . , an whose sum is k, write

nj = #{i : ai = j}, j ≥ 1.

(Note that
∑k
j=1 nj = n and

∑k
j=1 jnj = k.) Then the number of partitions of {1, . . . , k} into blocks

of sizes a1, . . . , an is
k!∏n
i=1 ai!

1∏k
j=1 nj !

Combining this observation with Lemmas 10 and 12 gives us the following corollary.
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Corollary 13.

Qk,T
(
ψ1 ∈ [t, t+ dt), spines split into groups of sizes a1, . . . , an, Lξ1t = l

)
=

l(n)pl
P[L(n)]

k!∏n
i=1 ai!

∏k−1
j=1 nj !

P[L(n)]re(m−1)rt

∏n
i=1 Pk[N

(ai)
T−t]

Pk[N
(k)
T ]

dt.

4.4 Understanding the measure Qk,T as T →∞
To help the reader to understand our results from the previous section, particularly Corollary 13, we
let T →∞ and ask what happens to the tree drawn out by the spines. For brevity we will concentrate
on the critical case m = 1, although similar calculations could be done in near-critical cases when
m = 1 + µ/T + o(1/T ). Take m = 1, n = 2 and t = sT in Corollary 13; if a1 6= a2 then we get

Qk,T
(
ψ1 ∈ [sT, sT + Tds), spines split into two groups of sizes a1, a2, Lξ1sT = l

)
=

l(l − 1)pl
P[L(L− 1)]

k!

a1!a2!
P[L(L− 1)]r

Pk[N
(a1)
T (1−s)]P

k[N
(a2)
T (1−s)]

Pk[N
(k)
T ]

Tds.

We now let T → ∞ and use Kolmogorov’s theorem that TP(NuT > 0) → 2/(σ2ru), as well as
Yaglom’s theorem which says that conditionally on survival, NuT /T converges in distribution to an
exponential random variable of parameter 2/(σ2ru). Letting E1 be exponentially distributed with
parameter 2/(σ2r(1− s)) and E2 be exponentially distributed with parameter 2/(σ2r), this gives

lim
T→∞

Qk,T
(
ψ1 ∈ [sT, sT + Tds), spines split into two groups of sizes a1, a2, Lξ1sT = l

)
=

l(l − 1)pl
P[L(L− 1)]

k!

a1!a2!
P[L(L− 1)]r

2
Tσ2r(1−s)T

a1Pk[Ea11 ] 2
Tσ2r(1−s)T

a2Pk[Ea21 ]

2
Tσ2rT

kPk[Ek1 ]
ds

= l(l − 1)pl r
(σ2r(1− s)/2)a1−1(σ2r(1− s)/2)a2−1

(σ2r/2)k−1
ds

= l(l − 1)pl
2

σ2
(1− s)k−2ds.

If a1 = a2 then there is an extra factor of 1/2 as the two blocks can be rearranged indistinguishably.
As there are k− 1 possible (ordered) ways of splitting k into two groups of non-zero size, and from

the above each of these ways is equally likely,

lim
T→∞

Qk,T
(
ψ1 ∈ [sT, sT + Tds), spines split into two groups, Lξ1sT = l

)
=
l(l − 1)

σ2
pl(k − 1)(1− s)k−2ds.

We note that if we sum the above quantity over l and integrate over s ∈ [0, 1] we obtain 1. This means
that, in the limit as T →∞, at the first spine splitting event ψ1, the k spines always split into exactly
two groups. We also see that the number of spines in each of the groups is uniform on {1, . . . , k − 1},
and the total number of offspring at this time is doubly-size-biased. Finally, the first splitting time,
when rescaled by 1/T , converges in distribution to the minimum of k independent uniform random
variables on [0, 1].

The symmetry lemma, Lemma 9, tells us that we can extend our understanding of the first spine
splitting event to all spine splitting events. When a collection of spines decides to split, they always
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(in the limit as T → ∞) split uniformly into two groups; this property is shared by the tree drawn
out by the Kingman coalescent. Furthermore the k − 1 spine split times, when rescaled by 1/T , are
independent and uniformly distributed on [0, 1].

We stress again that this is true only in the critical case; if instead we are in the near-critical case
when m = 1 +µ/T + o(1/T ) (see Section 2.2) then the uniform density for the independent split times

is replaced by rµerµs

erµ−1 ds. In particular, the near-critical case is simply a deterministic time-change of
the critical picture.

4.5 Proofs of properties of Qk,T

We start this section with the proof of the symmetry lemma.

Proof of Lemma 9. Fix t, T and v. Let H be the σ-algebra generated by all the information except in
the subtree generated by v after time t. Then it suffices to show that for s ∈ (t, T ] and i ≥ 0,

Qk,T (τv > s, Lv = i|H) = Qj,T−t(τ∅ > s− t, L∅ = i)

almost surely.
Recall that

gk,T = 1{ξiT 6=ξ
j
T ∀i 6=j}

k∏
i=1

∏
v<ξiT

Lv

and
ζk,T =

gk,T

P[N
(k)
T ]

.

Let I be the set of marks carried by v at time t, and let

g̃ = 1{ξiT 6=ξ
j
T ∀i6=j, i,j∈Ic}

∏
i∈I

∏
ξit≤v<ξiT

Lv

and
h = 1{ξiT 6=ξ

j
T ∀i 6=j, i,j∈Ic}

(∏
i 6∈I

∏
v<ξiT

Lv

)∏
i∈I

∏
v<ξit

Lv.

Note that h is H-measurable and gk,T = g̃h.
By Lemma 14, Qk,T -almost surely,

Qk,T (τv > s, Lv = i|H) =
1

Pk[ζk,T |H]
Pk[ζk,T1{τv>s,Lv=i}|H].

Cancelling factors of Pk[N
(k)
T ] and using the fact that gk,T = g̃h where h is H-measurable, we get

Qk,T (τv > s, Lv = i|H) =
1

hPk[g̃|H]
hPk[g̃1{τv>s,Lv=i}|H] =

Pk[g̃1{τv>s,Lv=i}|H]

Pk[g̃|H]
.

By the Markov branching property under Pk, the behaviour of the subtree generated by v after time t is
independent of the rest of the system and—on the event that v is carrying j marks at time t—behaves
as if under Pj . Thus

Qk,T (τv > s, Lv = i|H) =
Pj [gj,T−t1{τ∅>s−t, L∅=i}]

Pj [gj,T−t]
.

almost surely. Applying Lemma 7 establishes the result.
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We now move on to the proof of Lemma 10, which gives the distribution of the split times under
Qk,T .

Proof of Lemma 10. For the first statement,

Q(τφ > t) = P[ζk,T1{τ∅>t}] =
1

P[N
(k)
T ]

P[gk,T1{τ∅>t}].

By the Markov property and Lemma 7,

P[gk,T1{τ∅>t}] = P(τ∅ > t)P[gk,T−t] = e−rtP[N
(k)
T−t]

as required.
For the second statement,

Q(ψ1 > t) = P[ζk,T1{ψ1>t}] =
1

P[N
(k)
T ]

P[gk,T1{ψ1>t}],

and by the Markov property and Lemma 7,

P[gk,T1{ψ1>t}] = P
[( ∏

v<ξ1t

Lkv

)
1{ψ1>t}

]
P[gk,T−t] = P

[( ∏
v<ξ1t

Lkv

)
1{ψ1>t}

]
P[N

(k)
T−t].

Putting these two lines together we get

Q(ψ1 > t) =
Pk[N

(k)
T−t]

Pk[N
(k)
T ]

P
[( ∏

v<ξ1t

Lkv

)
1{ψ1>t}

]
. (8)

Note that ψ > t if and only if all k marks are following the same particle at time t (which must also
be alive); thus

P
[( ∏

v<ξ1t

Lkv

)
1{ψ1>t}

]
= P

[ ∑
u∈Nt

( ∏
v<u

Lkv

)
1{ξ1t=...=ξkt =u}

]
= P

[ ∑
u∈Nt

1
]

= P[Nt] = e(m−1)t.

Substituting back into (8) gives the desired result.
The third statement follows easily from the first two.

We next prove Lemma 11, which says that births off the spine are size-biased.

Proof of Lemma 11. From the definition of Q,

Q(L∅ = j|τ∅ = t, ψ1 > t) =
P[ζk,T1{L∅=j}|τ∅ = t, ψ1 > t]

P[ζk,T |τ∅ = t, ψ1 > t]

=
P[gk,T1{L∅=j}|τ∅ = t, ψ1 > t]

P[gk,T |τ∅ = t, ψ1 > t]

=
P[gk,T1{L∅=j, ψ1>t}|τ∅ = t]

P[gk,T1{ψ1>t}|τ∅ = t]
.

If the first particle has i offspring, then the product appearing in the definition of gk,T sees a factor of
ik; and the probability that all k spines follow the same one of these offspring is 1/ik−1. Thus, by the
Markov property, for any i,

P[gk,T1{L∅=i, ψ1>t}|τ∅ = t] = pii
k 1

ik−1
P[gk,T−t] = ipiP[gk,T−t].
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Thus

Q(L∅ = j|τ∅ = t, ψ1 > t) =
jpjP[gk,T−t]∑
i ipiP[gk,T−t]

=
jpj
m
.

The final proof in this section is of Lemma 12, which completed the description of Qk,T .

Proof of Lemma 12. By the symmetry lemma, for any h ∈ (0, T − t],

Qk,T
(
ψ1 < t+ h, Pξψ1

= P, Lξ1t = l
∣∣∣ ψ1 > t

)
= Qk,T−t

(
ψ1 < h, Pξψ1

= P, L∅ = l
)
.

By the definition of Qk,T−t, this is equal to

1

Pk[N
(k)
T−t]

Pk
[
gk,T−t ψ1 < h, Pξψ1

= P, L∅ = l
]

=
1

Pk[N
(k)
T−t]

Pk
(
ψ1 < h, Pξψ1

= P, L∅ = l
)
Pk
[
gk,T−t

∣∣ψ1 < h, Pξψ1
= P, L∅ = l

]
(9)

First we consider

Pk
(
ψ1 < h, Pξψ1

= P, L∅ = l
)

= Pk(ψ1 < h,L∅ = l) Pk(Pξψ1
= P |ψ1 < h,L∅ = l)

since l(n)/lk is the probability that k balls put uniformly and independently into l bins give rise to the
partition P .

Next we consider
Pk
[
gk,T−t

∣∣ψ1 < h, Pξψ1
= P, L∅ = l

]
.

Note that on the event {Pξψ1
= P, L∅ = l}, we have

gk,T−t = 1{ξiT−t 6=ξ
j
T−t ∀i 6=j}

k∏
i=1

∏
v<ξiT−t

Lv

= lk
∏
p∈P

1{ξiT−t 6=ξ
j
T−t ∀i 6=j∈p}

∏
i∈p

∏
ξiψ1
≤v<ξiT−t

Lv.

Lemma 7 tells us that for each p ∈ P , on the event {Pξψ1
= P, L∅ = l},

Pk
[
1{ξiT−t 6=ξ

j
T−t ∀i 6=j∈p}

∏
i∈p

∏
ξiψ1
≤v<ξiT−t

Lv

∣∣∣Fkψ1

]
= Pk

[
N

(|p|)
T−t−u

]∣∣
u=ψ1

On the event ψ1 < h, we have

Pk
[
N

(|p|)
T−t−u

]∣∣
u=ψ1

= Pk
[
N

(|p|)
T−t

]
+ o(h)

and therefore

Pk
[
gk,T−t

∣∣ψ1 < h, Pξψ1
= P, L∅ = l

]
= lk

n∏
i=1

Pk[N
(ai)
T−t] + o(h).
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Putting these calculations back into (9), we have shown that

Qk,T
(
ψ1 < t+ h, Pξψ1

= P, Lξ1t = l
∣∣∣ ψ1 > t

)
=

1

Pk[N
(k)
T−t]

(rh+ o(h))pl
l(n)

lk
lk
( n∏
i=1

Pk[N
(ai)
T−t] + o(h)

)
= pll

(n)

∏n
i=1 Pk[N

(ai)
T−t]

Pk[N
(k)
T−t]

(rh+ o(h))

which completes the proof.

4.6 Proof of Proposition 8

Before we prove Proposition 8, we develop several partial results along the way. The following simple
general lemma will be useful.

Lemma 14. Suppose that µ and ν are probability measures on the σ-algebra F , and that G is a
sub-σ-algebra of F . If

dµ

dν

∣∣∣∣
F

= Y and
dµ

dν

∣∣∣∣
G

= Z,

then for any non-negative random variable X,

Zµ[X|G] = ν[XY |G] ν-almost surely.

Proof. For any A ∈ G,

ν[XY 1A] = µ[X1A] = µ[µ[X|G]1A] = ν[Zµ[X|G]1A].

Since Zµ[X|G] is G-measurable, it therefore satisfies the definition of conditional expectation of XY
with respect to G under ν.

Applying this to our situation, we get that for any non-negative FkT -measurable random variable
X, on the event Zk,T > 0,

Qk,T [X|F0
T ] =

1

Zk,T
Pk[Xζk,T |F0

T ], (10)

and on the event ζk,T > 0, since ζk,T is G̃kT -measurable,

Qk,T [X|G̃kT ] =
1

ζk,T
Pk[Xζk,T |G̃kT ] = Pk[X|G̃kT ]. (11)

This last equation (11) tells us in particular that any event that is independent of G̃kT has the same
probability under Q as under P. In other words, non-spine particles behave under Q exactly as they
do under P: they branch at rate r and have offspring distribution L.

Also note that under Qk,T , the k spine particles are almost surely distinct at time T , since directly
from the definition of ζk,T ,

Qk,T (∃i 6= j : ξiT = ξjT ) = P[ζk,T1{∃i 6=j:ξiT=ξjT }
] = 0.

In fact, the next lemma tells us that under Qk,T , the spines are chosen uniformly without replacement
from those alive at time T .
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Lemma 15. For any u ∈ N (k)
T , on the event NT ≥ k,

Qk,T (ξT = u|F0
T ) =

1

N
(k)
T

.

Proof. Note that if NT ≥ k then Zk,T > 0. Then by (10), for any u ∈ N (k)
T ,

Q(ξT = u|F0
T ) =

1

Zk,T
P[ζk,T1{ξT=u}|F0

T ] =
P[N

(k)
T ]

N
(k)
T

1

P[N
(k)
T ]

( k∏
i=1

∏
v<ui

Lv

)
P(ξt = u|F0

T ).

The result now follows by applying (5).

As part of proving Proposition 8 we will need to calculate quantities like Qk,T [1/N
(k)
T |GkT ]. The

next lemma allows us to work with moment generating functions, which are somewhat easier to deal
with and will lead to an important product structure from the independent contributions to NT along
different branches of the k spines’ genealogical tree under Qk,T .

Lemma 16. For any k ∈ N and positive integer valued random variable N under an expectation
operator E, we have

E

[
1

N(N − 1) . . . (N − k + 1)

]
=

1

(k − 1)!

∫ ∞
0

(ez − 1)k−1E
[
e−zN

]
dz.

In particular, for any k ∈ N and T ≥ 0,

Qk,T
[ 1

N
(k)
T

∣∣∣GkT ] =
1

(k − 1)!

∫ ∞
0

(ez − 1)k−1Qk,T [e−zNT |GkT ] dz.

Proof. We show, by induction on j, that for all j = 1, . . . , k,

E

[
1

N (j)

]
=

1

(j − 1)!

∫ ∞
0

(ez − 1)j−1E[e−zN ] dz.

For j = 1, by Fubini’s theorem,

E

[
1

N

]
= E

[∫ ∞
0

e−zNdz

]
=

∫ ∞
0

E
[
e−zN

]
dz.

For the general step, observe that for j ≤ k − 1,∫ ∞
0

(ez − 1)jE[e−zN ] dz =

∫ ∞
0

(ez − 1)j−1E[e−z(N−1)]dz −
∫ ∞

0

(ez − 1)j−1E[e−zN ] dz

and by the induction hypothesis, this equals

(j − 1)!E

[
1

(N − 1)(j)

]
− (j − 1)!E

[
1

N (j)

]
= (j − 1)!E

[
N

N (j+1)
− N − j
N (j+1)

]
= j!E

[
1

N (j+1)

]
.

This gives the result.

We can now prove Proposition 8.
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Proof of Proposition 8. First note that

Q[f(ξT )|F0
T ]1{NT≥k} = Q

[ ∑
u∈N (k)

T

1{ξT=u}f(u)

∣∣∣∣F0
T

]
=

∑
u∈N (k)

T

f(u)Q(ξT = u|F0
T )

almost surely. Applying Lemma 15, we get

Q[f(ξT )|F0
T ]1{NT≥k} =

1

N
(k)
T

∑
u∈N (k)

T

f(u)

almost surely (where we take the right-hand side to be zero if NT < k). Taking P-expectations,

P
[ 1

N
(k)
T

∑
u∈N (k)

T

f(u)
]

= P
[
Q[f(ξT )|F0

T ]1{NT≥k}
]
.

Applying (7) and recalling that under Q there are at least k particles alive at time T almost surely,

P
[ 1

N
(k)
T

∑
u∈N (k)

T

f(u)
]

= Q
[ 1

Zk,T
Q[f(ξT )|F0

T ]
]

= Q
[ 1

Zk,T
f(ξT )

]
= P[N

(k)
T ]Q

[ 1

N
(k)
T

f(ξT )
]
. (12)

Dividing through by P(NT ≥ k) and using the Tower property of conditional expectation to apply
Lemma 16 gives the result.

4.7 Campbell’s formula

One of the key elements that we need to carry out our calculations will be a version of Campbell’s
formula. Let Ñt be the number of ordinary particles alive at time t—that is, they are not spines, and
did not split from spines at spine splitting events. Recall that we also defined nt to be the number of
distinct spines alive at time t.

We write F (θ, t) = P[θNt ] and u(θ) = P[θL]− θ. These functions satisfy the Kolmogorov forwards
and backwards equations

∂

∂t
F (θ, t) = ru(θ)

∂

∂θ
F (θ, t) (13)

and
∂

∂t
F (θ, t) = ru(F (θ, t)); (14)

see [5, Chapter III, Section 3]. Our main aim is to show the following.

Proposition 17. For any z ≥ 0,

Qk,T [e−zÑT |GkT ] =

k−1∏
i=0

(
e−r(m−1)(T−ψi)u(F (e−z, T − ψi))

u(e−z)

)
Qk,T -almost surely.

Notice in particular that the right-hand side depends only on the values of the split times ψ1, . . . , ψk−1

of the spines, not any of the other information in GkT (for example the topological information about the
tree). This—used in conjunction with Proposition 8—is a large part of the reason that the split times
of our k uniformly chosen particles are (asymptotically) independent of the topological information in
the induced tree.

The main step in proving Proposition 17 comes from the next lemma.
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Lemma 18. For any z ≥ 0,

Q[e−zÑT |GkT ] =

k−1∏
i=0

exp
(
− r(m− 1)(T − ψi) + r

∫ T−ψi

0

u′(P[e−zNs ]) ds
)
.

Qk,T -almost surely.

Proof. Let ΛT be the total number of birth events off the spines (i.e. births along spines that are
not spine splitting events) before time T . Recall (from Lemma 10 and the symmetry lemma) that
under Qk,T each spine gives birth to non-spine particles according to a Poisson process of rate rm,
independently of everything else. Thus at any time s ∈ [0, T ], the total rate at which spine particles
give birth to non-spine particles is rmns. Besides, such births are size biased (by Lemma 11 and the
symmetry lemma). Finally, once a particle is born off the spines, it generates a tree that behaves
exactly as under P (see (11) and the discussion that follows).

Thus, letting λT =
∫ T

0
nsds,

Q[e−zÑT |GkT ] =

∞∑
j=0

Q(ΛT = j|GkT )
(∫ T

0

∞∑
i=1

ipi
m

P[e−zNT−s ]i−1 ns
λT

ds
)j
.

Since Q(ΛT = j|GkT ) = e−rmλT (rmλT )j/j!, we get

Q[e−zÑT |GkT ] = e−rmλT
∞∑
j=0

1

j!

(
r

∫ T

0

∞∑
i=1

ipiP[e−zNT−s ]i−1nsds
)j
.

Note that
∞∑
i=1

ipiθ
i−1 =

d

dθ

∞∑
i=1

piθ
i = u′(θ) + 1.

Therefore

Q[e−zÑT |GkT ] = exp
(
− r(m− 1)λT + r

∫ T

0

u′(P[e−zNT−s ])nsds
)
.

Now, we know that between times ψi−1 and ψi we have exactly i distinct spine particles. Thus

Q[e−zÑT |GkT ] =

k−1∏
i=0

exp
(
− r(m− 1)(T − ψi) + r

∫ T

ψi

u′(P[e−zNT−s ]) ds
)

and the result follows.

Proof of Proposition 17. Recalling (14) that F (θ, s) satisfies the backwards equation

∂

∂s
F (θ, s) = ru(F (θ, s)),

by making the substitution t = F (θ, s) we see that

r

∫ b

a

u′(F (θ, s))ds = r

∫ F (θ,b)

F (θ,a)

u′(t)

ru(t)
dt = log

(u(F (θ, b))

u(F (θ, a))

)
.

Applying this to Lemma 18, we have

Q[e−zÑT |GkT ] =

k−1∏
i=0

(
e−r(m−1)(T−ψi)u(F (e−z, T − ψi))

u(F (e−z, 0))

)
.

Noting that F (e−z, 0) = e−z gives the result.
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5 Birth-death processes

In this section we aim to prove the results from Section 2.1. Recall the setup: fix a ≥ 0 and b > 0,
and suppose that r = α + β, p0 = α/(α + β) and p2 = β/(α + β), with pj = 0 for j 6= 0, 2. This is
known as a birth-death process with birth rate β and death rate α. Since all particles have either 0
or 2 children, and under Q the spines cannot have 0 children, they must always have 2 children. This
simplifies the picture considerably.

5.1 Elementary calculations with generating functions

Suppose first that we are in the non-critical case α 6= β. It is easy to calculate the moment generating
function under P for a birth-death process (see [5, Chapter III, Section 5]): for α 6= β and θ ∈ (0, 1),

F (θ, t) := P[θNt ] =
α(1− θ)e(β−α)t + βθ − α
β(1− θ)e(β−α)t + βθ − α

.

We then see that

P(Nt = 0) = lim
θ↓0

F (0, t) =
αe(β−α)t − α
βe(β−α)t − α

.

Writing

pt = P(Nt = 0) =
αe(β−α)t − α
βe(β−α)t − α

, 1− pt =
(β − α)e(β−α)t

βe(β−α)t − α
and

qt =
βe(β−α)t − β
βe(β−α)t − α

, 1− qt =
β − α

βe(β−α)t − α
,

we get

F (θ, t) = pt + (1− pt)
(1− qt)θ
1− qtθ

= pt +
(1− pt)(1− qt)

qt

( 1

1− qtθ
− 1
)
.

From this we see that

F (θ, t) = pt + (1− pt)(1− qt)
∞∑
j=1

θjqj−1
t

and
∂kF (θ, t)

∂θk
=

(1− pt)(1− qt)
qt

qkt k!

(1− qtθ)k+1
.

Therefore
P(Nt = j) = (1− pt)(1− qt)qj−1

t for j ≥ 1,

so

P(Nt ≥ k) = (1− pt)(1− qt)
∞∑
j=k

qj−1
t = (1− pt)qk−1

t =
(β − α)e(β−α)tβk−1(e(β−α)t − 1)k−1

(βe(β−α)t − α)k
.

Also, since P[N
(k)
t ] = limθ↑1

∂kF (θ,t)
∂θk

,

P[N
(k)
t ] =

(1− pt)(1− qt)
qt

qkt k!

(1− qt)k+1
= k!

( β

β − α

)k−1

e(β−α)t(e(β−α)t − 1)k−1. (15)

Thus
P[N

(k)
t ]

P(Nt ≥ k)
=

k!

(β − α)k
(βe(β−α)t − α)k (16)
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and
P
[
N

(k)
T−t
]

P
[
N

(k)
T

] = e−(β−α)t
(e(β−α)(T−t) − 1

e(β−α)T − 1

)k−1

. (17)

Finally, writing

F (θ, t) =
α

β
+

(β − α)θ − α(β − α)/β

β(1− θ)e(β−α)t + βθ − α
,

we see that
∂F (θ, t)

∂t
=

(β − α)2(βθ − α)(1− θ)e(β−α)t

(β(1− θ)e(β−α)t + βθ − α)2
. (18)

In the critical case α = β, similar calculations give

F (θ, t) := P[θNt ] =
(1− θ)βt+ θ

(1− θ)βt+ 1
, (19)

P[N
(k)
t ] = lim

θ↑1

∂kF (θ, t)

∂θk
= k!(βt)k−1, (20)

P[N
(k)
t ]

P(Nt ≥ k)
= k!(βt+ 1)k (21)

and
∂F (θ, t)

∂t
=

∂

∂t

(
1 +

θ − 1

(1− θ)βt+ 1

)
=

(1− θ)2β

((1− θ)βt+ 1)2
. (22)

5.2 Split time densities

Recall that H′ is the σ-algebra that contains information about which marks follow which spines, but
does not know anything about the spine split times.

Lemma 19. Under Qk,T , the spine split times ψ1, . . . , ψk−1 are independent of H′ and have a joint
probability density function

fQk (s1, . . . , sk−1) =

(k − 1)!
(

β−α
e(β−α)T−1

)k−1∏k−1
i=1 e

(β−α)(T−si) if α 6= β

(k − 1)!/T k−1 if α = β
.

Proof. We do the calculation in the non-critical case α 6= β. The proof in the critical case is identical.
Recall from Lemma 10 that

Qk,T (ψ1 > s1) =
P[N

(k)
T−s1 ]

P[N
(k)
T ]

e(m−1)rs1 =
P[N

(k)
T−s1 ]

P[N
(k)
T ]

e(β−α)s1 .

Then (17) gives

Qk,T (ψ1 > s1) = e−(β−α)s1
(e(β−α)(T−s1) − 1

e(β−α)T − 1

)k−1

e(β−α)s1 =
(e(β−α)(T−s1) − 1

e(β−α)T − 1

)k−1

,

so ψ1 has density

(k − 1)(β − α)e(β−α)(T−s1) (e(β−α)(T−s1) − 1)k−2

(e(β−α)T − 1)k−1
.
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For i = 2, . . . , k− 1, between times ψi−1 and ψi we have exactly i particles carrying marks. Let Ai be

the event that the first of these is carrying a1 marks, the second a2, and so on. Let ψ
(j)
i be the time at

which the marks following the jth of these particles split. By the symmetry lemma, given ψi−1 = si−1

(where we take s0 = 0), these times are independent with

Qk,T (ψ
(j)
i > si|ψi−1 = si−1, Ai) = Qaj ,T−si−1(ψ1 > si − si−1) =

( e(β−α)(T−si) − 1

e(β−α)(T−si−1) − 1

)aj−1

.

Then, since the event {ψi > si} =
⋂
j{ψ

(j)
i > si},

Qk,T (ψi > si|ψi−1 = si−1, Ai) =

i∏
j=1

( e(β−α)(T−si) − 1

e(β−α)(T−si−1) − 1

)aj−1

.

Since
∑i
j=1(aj − 1) = k − i, we get

Qk,T (ψi > si|ψi−1 = si−1, Ai) =
( e(β−α)(T−si) − 1

e(β−α)(T−si−1) − 1

)k−i
.

This does not depend on a1, . . . , ai, so ψi is independent of H′, and summing over the possible values
we obtain

Qk,T (ψi > si |ψi−1 = si−1) =
( e(β−α)(T−si) − 1

e(β−α)(T−si−1) − 1

)k−i
.

Differentiating gives

fQk (s1, . . . , sk−1) = (k − 1)!(β − α)k−1
k−1∏
i=1

e(β−α)(T−si) (e(β−α)(T−si) − 1)k−i−1

(e(β−α)(T−si−1) − 1)k−i
.

The product telescopes to give the answer.

Proposition 20. Let s0 = 0. The vector (Sk1 (T ), . . . ,Skk−1(T )) of ordered split times under P is

independent of H and has a joint density fTk (s1, . . . , sk−1) equalling

k!(βe(β−α)T − α)k(β − α)2k−1

(e(β−α)T − 1)k−1e(β−α)T

∫ 1

0

(1− y)k−1
k−1∏
j=0

e(β−α)(T−sj)

(β(1− y)e(β−α)(T−sj) + βy − α)2
dy

if α 6= β, and

k!(βT + 1)k

T k−1

∫ 1

0

(1− y)k−1
k−1∏
j=0

1

(β(1− y)(T − sj) + 1)2
dy

if α = β.

Proof. Again we give the proof in the non-critical case α 6= β. The critical case is identical. We start
with Proposition 8, which tells us that for any measurable functional F ,

P
[ 1

N
(k)
T

∑
u∈N (k)

T

F (u)
∣∣∣NT ≥ k] =

P[N
(k)
T ]

P(NT ≥ k)(k − 1)!

∫ ∞
0

(ez − 1)k−1Qk,T
[
e−zNTF (ξT )

]
dz. (23)

The independence of the spine split times and H′ under Qk,T (established in Lemma 19), together
with (23) and Proposition 17, imply that the split times under P are independent of H.
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Returning to (23) again, we get that in particular

fTk (s1, . . . , sk−1)

=
P[N

(k)
T ]

P(NT ≥ k)(k − 1)!

∫ ∞
0

(ez − 1)k−1fQk (s1, . . . , sk−1)Q[e−zNT |ψ1 = s1, . . . , ψk−1 = sk−1] dz.

However we also know from Proposition 17 that

Q[e−zÑT |ψ1 = s1, . . . , ψk−1 = sk−1] =

k−1∏
i=0

(
e−r(m−1)(T−si)u(F (e−z, T − si))

u(e−z)

)
where s0 = 0, F (θ, t) = P[θNt ] and u(θ) = P[θL]− θ. Of course since all births are binary, all particles
are either spines or ordinary; so since there are k spines at time T almost surely under Q, NT = ÑT +k.
Thus, by (14) and (18),

Q[e−zNT |ψ1 = s1, . . . , ψk−1 = sk−1] = e−zk
k−1∏
i=0

( β − α
β(1− e−z)e(β−α)(T−si) + βe−z − α

)2

.

Plugging this into our formula for fTk (s1, . . . , sk−1) above gives

fTk (s1, . . . , sk−1) =
P[N

(k)
T ]

P(NT ≥ k)(k − 1)!

∫ ∞
0

e−z(1− e−z)k−1fQk (s1, . . . , sk−1)

·
k−1∏
i=0

(β − α)2

(β(1− e−z)e(β−α)(T−si) + βe−z − α)2
dz.

By (16) and Lemma 19, this becomes

k!(βe(β−α)T − α)k(β − α)2k−1

e(β−α)T (e(β−α)T − 1)k−1

∫ ∞
0

e−z(1− e−z)k−1
k−1∏
i=0

e(β−α)(T−si)

(β(1− e−z)e(β−α)(T−si) + βe−z − α)2
dy.

Making the substitution y = e−z gives the result.

5.3 Describing the partition process

We recall now the partition Z0, Z1, . . . which contained the information about the marks following each
of the distinct spine particles, without the information about the split times.

Lemma 21. The partition Z0, Z1, . . . has the following distribution under Qk,TT :

• If Zi consists of i+1 blocks of sizes a1, . . . , ai+1, then the jth block will split next with probability
aj−1
k−i−1 for each j = 1, . . . , i+ 1.

• When a block of size a splits, it splits into two new blocks, and the probability that these blocks
have sizes l and a− l is 1

a−1 for each l = 1, . . . , a− 1.

Proof. Suppose that we are given ψi = s. For the first part, by the symmetry lemma, the probability
that the jth block splits next is∫ T−s

0

Qaj ,T−s(ψ1 ∈ dt)
∏
l 6=j

Qal,T−s(ψ1 > t)
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which by Lemma 10 equals∫ T−s

0

(
− d

dt

(P[N
(aj)
T−s−t]

P[N
(aj)
T−s]

e(m−1)rt
))∏

l 6=j

P[N
(al)
T−s−t]

P[N
(al)
T−s]

e(m−1)rt dt.

If α 6= β, then applying (17), the above becomes∫ T−s

0

(
− d

dt

(e(β−α)(T−s−t) − 1

e(β−α)(T−s) − 1

)aj−1
)∏
l 6=j

(e(β−α)(T−s−t) − 1

e(β−α)(T−s) − 1

)al−1

dt

= (aj − 1)(β − α)

∫ T−s

0

e(β−α)(T−s−t) (e(β−α)(T−s−t) − 1)aj−2

(e(β−α)(T−s) − 1)aj−1

∏
l 6=j

(e(β−α)(T−s−t) − 1

e(β−α)(T−s) − 1

)al−1

dt

= (aj − 1)(β − α)

∫ T−s

0

e(β−α)(T−s−t)

e(β−α)(T−s−t) − 1

(e(β−α)(T−s−t) − 1

e(β−α)(T−s) − 1

)k−i−1

dt.

Since the integrand does not depend on aj , and we know the sum of the above quantity over j =
1, . . . , i+ 1 must equal 1 (since one of the blocks must split first), we get

(β − α)

∫ T−s

0

e(β−α)(T−s−t)

e(β−α)(T−s−t) − 1

(e(β−α)(T−s−t) − 1

e(β−α)(T−s) − 1

)k−i−1

dt =
1

k − i− 1

and therefore the probability that the jth block splits next equals
aj−1
k−i−1 as claimed. If α = β then

applying (20) in place of (17) gives the same result.
For the second part, let ρ1

t be the number of marks following the first spine particle at time t. From
the definition of Qk,T ,

Qk,T (ρ1
t = i | τ∅ = t) =

P[gk,T1{ρ1t=i} | τ∅ = t]

P[gk,T | τ∅ = t]
.

By the Markov property, since each mark chooses uniformly from amongst the children available,

P[gk,T1{ρ1t=i} | τ∅ = t] =
β

β + α

(
k

i

)
1

2k
P[gi,T−t]P[gk−i,T−t].

Lemma 7 tells us that P[gj,s] = P[N
(j)
s ] for any j and s, so

P[gk,T1{ρ1t=i} | τ∅ = t] =
β

β + α

(
k

i

)
1

2k
P[N

(i)
T−t]P[N

(k−i)
T−t ].

If α 6= β, then applying (15) gives

P[gk,T1{ρ1t=i} | τ∅ = t] =
β

β + α

(
k

i

)
1

2k
i!(k − i)!

( β

β − α

)k−2

e(β−α)(T−t)(e(β−α)(T−t) − 1)k−2

=
β

β + α

k!

2k

( β

β − α

)k−2

e(β−α)(T−t)(e(β−α)(T−t) − 1)k−2.

Since this does not depend upon i, we deduce that the distribution of ρ1
t under Qk,T must be uniform.

The case α = β is the same but using (20) in place of (15). The result now follows from the symmetry
lemma.
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5.4 Proofs of Theorems 1 and 2: explicit distribution functions for un-
ordered split times

We now have all the ingredients to prove our theorem on the distribution of the split times. We begin
with the non-critical case.

Proof of Theorem 1. By Proposition 20, the ordered split times are independent of H and have density

fTk (s1, . . . , sk−1)

=
k!(βE0 − α)k(β − α)2k−1

(E0 − 1)k−1E0

∫ 1

0

(1− y)k−1
k−1∏
j=0

e(β−α)(T−sj)

(β(1− y)e(β−α)(T−sj) + βy − α)2
dy

for any 0 ≤ s1 ≤ . . . ≤ sk−1 ≤ 1, where s0 = 0. Therefore (see Lemma 36) the unordered split times
are independent of H and have density

f̃Tk (s1, . . . , sk−1)

=
k(βE0 − α)k(β − α)2k−1

(E0 − 1)k−1E0

∫ 1

0

(1− y)k−1
k−1∏
j=0

e(β−α)(T−sj)

(β(1− y)e(β−α)(T−sj) + βy − α)2
dy.

Using Lemma 35 to integrate over sj for each j = 1, . . . , k − 1, we get

P(S̃1 ≥ s1, . . . , S̃k−1 ≥ sk−1|NT ≥ k)

=
k(βE0 − α)k(β − α)

(E0 − 1)k−1E0

∫ 1

0

(1− y)k−1

(k−1∏
j=1

Ej − 1

β(1− y)Ej + βy − α

)
E0

(β(1− y)E0 + βy − α)2
dy.

Substituting θ = 1− y and simplifying,

P(S̃1 ≥ s1, . . . , S̃k−1 ≥ sk−1|NT ≥ k)

=
βk(E0 − α/β)k(β − α)

(E0 − 1)k−1E0

∫ 1

0

( k−1∏
j=1

θ(Ej − 1)

θEj + 1− θ − α/β

)
E0

(β − α+ βθ(E0 − 1))2
dθ

=
βk(E0 − α/β)k

(E0 − 1)k−1(β − α)

∫ 1

0

( k−1∏
j=1

(
1− 1

1 + θ β
β−α (Ej − 1)

)) 1

(1 + θ β
β−α (E0 − 1))2

dθ.

We can now apply the second part of Lemma 34, with ej = β
β−α (Ej − 1) which gives

P(S̃1 ≥ s1, . . . , S̃k−1 ≥ sk−1|NT ≥ k)

=
βk(E0 − α/β)k

(E0 − 1)k−1(β − α)

[
1

1 + e0

k−1∏
i=1

ei
ei − e0

+

k−1∑
j=1

ej
(ej − e0)2

( k−1∏
i=1
i 6=j

ei
ei − ej

)
log
(1 + e0

1 + ej

)]
.

The result follows.

We now do the critical case, which is almost identical.
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Proof of Theorem 2. By Proposition 20, the ordered split times are independent of H and have density

fTk (s1, . . . , sk−1) =
k!(βT + 1)k

T k−1

∫ 1

0

(1− y)k−1
k−1∏
j=0

1

(β(1− y)(T − sj) + 1)2
dy.

=
k!(βT + 1)k

T k−1

∫ 1

0

1

(1 + θβT )2

k−1∏
j=1

θ

(1 + θβ(T − sj))2
dθ.

for any 0 ≤ s1 ≤ . . . ≤ sk−1 ≤ 1, where s0 = 0. Therefore (see Lemma 36) the unordered split times
are independent of H and have density

f̃Tk (s1, . . . , sk−1) =
k(βT + 1)k

T k−1

∫ 1

0

1

(1 + θβT )2

k−1∏
j=1

θ

(1 + θβ(T − sj))2
dθ.

Integrating over sj for each j = 1, . . . , k − 1, we get

P(S̃1 ≥ s1, . . . , S̃k−1 ≥ sk−1|NT ≥ k)

= kβT
(

1 +
1

βT

)k ∫ 1

0

1

(1 + θβT )2

k−1∏
j=1

(
1− 1

1 + θβ(T − sj)

)
dθ

= kT
(

1 +
1

βT

)k ∫ 1

0

1

(1 + θT )2

k−1∏
j=1

(
1− 1

1 + θ(T − sj)

)
dθ.

We can now apply the second part of Lemma 34, with ej = (T − sj) and s0 = 0. This gives

P(S̃1 ≥ s1, . . . , S̃k−1 ≥ sk−1|NT ≥ k)

= kT
(

1 +
1

βT

)k[ 1

1 + e0

k−1∏
i=1

ei
ei − e0

−
k−1∑
j=1

ej
(ej − e0)2

( k−1∏
i=1
i 6=j

ei
ei − ej

)
log
(1 + e0

1 + ej

)]
.

The result now follows from some simple manipulation.

6 The near-critical scaling limit

We now let our offspring distribution depend on T , writing PT in place of P. We suppose that
mT := PT [L] = 1 + µ/T + o(1/T ) for some µ ∈ R, and PT [L(L − 1)] = σ2 + o(1) for some σ > 0.
We also assume that L2 is uniformly integrable (that is, for all ε > 0 there exists M such that

supT PT [L2
1{L≥M}] < ε). We define Qk,TT just as before, except that it is defined relative to PkT

instead of Pk.
In order to prove our results we would like some conditions on the higher moments of L. The next

lemma ensures that we may make some further assumptions without loss of generality.

Lemma 22. Fix k ≥ 1. Under PT , there exists a coupling between our Galton-Watson tree with
offspring distribution L (and its k chosen particles) and another Galton-Watson tree with offspring
distribution L̃ satisfying

• PT [L̃] = 1 + µ/T + o(1/T );

• PT [L̃(L̃− 1)] = σ2 + o(1);
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• there exists a deterministic sequence J(T ) = o(T ) such that PT (L̃ = j) = 0 for all j ≥ J(T ),

such that for each k, conditionally on NT ≥ k, with probability tending to 1, the two trees induced by
the k chosen particles are equal until time T .

The proof of this lemma is interesting, but not really relevant to the rest of our investigation, so
we have included it in the appendix.

In light of Lemma 22, we further assume without loss of generality that there is a deterministic
sequence J(T ) = o(T ) such that our offspring distribution L satisfies PT (L = j) = 0 for all j ≥ J(T );
in particular, for any j ≥ 3,

PT [L(j)] =

J(T )∑
i=1

i(j)p
(T )
i ≤ J(T )j−2

J(T )∑
i=1

i(i− 1)p
(T )
i = J(T )j−2(σ2 + o(1)) = o(T j−2). (24)

6.1 Estimating moments and generating functions under P
In Section 5.1, we calculated generating functions and moments of the population size under P precisely
for birth-death processes. With more complicated offspring distributions this is no longer possible, but
the near-criticality ensures that we can give good approximations.

Lemma 23. For k ≥ 1, the kth descending moment Mk(t) = P[N
(k)
t ] of any continuous-time Galton-

Watson process satisfies

M ′k(t) = kr(m− 1)Mk(t) + r

k∑
j=2

(
k

j

)
P[L(j)]Mk+1−j(t).

Proof. As before let F (θ, t) = P[θNt ], and let u(θ) = P[θL]− θ. Then F and u satisfy the Kolmogorov
forward equation (13)

∂F (θ, t)

∂t
= ru(θ)

∂F (θ, t)

∂θ
. (25)

Note that

Mk(t) =
[ ∂k
∂θk

F (θ, t)
]
θ=1

, (26)

so, using the fact that F is smooth,

d

dt
Mk(t) =

d

dt

[ ∂k
∂θk

F (θ, t)
]
θ=1

=
[ ∂
∂t

∂k

∂θk
F (θ, t)

]
θ=1

=
[ ∂k
∂θk

∂

∂t
F (θ, t)

]
θ=1

.

Applying (25),
d

dt
Mk(t) =

[ ∂k
∂θk

(
ru(θ)

∂F

∂θ

)]
θ=1

so using (26) again,

d

dt
Mk(t) = r

k∑
j=0

(
k

j

)
u(j)(1)Mk+1−j(t).

Finally, u(1) = 0, u′(1) = (m− 1), and u(j)(1) = P[L(j)] for j ≥ 2.

For real-valued functions f and g, we write f(x) = o(g(x)) to mean that f(x)/g(x)→ 0 as x→∞.
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Lemma 24. If µ 6= 0 then the descending moments at scaled times satisfy

lim
T→∞

PT [N
(k)
sT ]

T k−1
=
(σ2

2µ

)k−1

k!erµs(erµs − 1)k−1

for all k ≥ 1 and s ∈ [0, 1]. If µ = 0 then instead

lim
T→∞

PT [N
(k)
sT ]

T k−1
= k!

(rσ2s

2

)k−1

for all k ≥ 1 and s ∈ [0, 1].

Proof. We proceed by induction. Note that both statements are true for k = 1. Letting Mk(t) =

PT [N
(k)
t ], by Lemma 23 we have

M ′k(t) = kr(mT − 1)Mk(t) + r
k∑
j=2

(
k

j

)
PT [L(j)]Mk+1−j(t).

So letting M̂k(s) = Mk(sT ), we have

M̂ ′k(s) = T
(
kr(mT − 1)M̂k(s) + r

k∑
j=2

(
k

j

)
PT [L(j)] M̂k+1−j(s)

)
= krµM̂k(s) + Tr

(
k

2

)
σ2M̂k−1(s) + o(T k−1) (27)

where we used the induction hypothesis to get the last equality.
We now consider the cases µ 6= 0 and µ = 0 separately. In the case µ 6= 0, using the integrating

factor e−krµs, and applying the induction hypothesis again, we get

d

ds

(
e−krµsM̂k(s)

)
= T k−1k!(k − 1)rµ

(σ2

2µ

)k−1

e−(k−1)rµs(erµs − 1)k−2 + e−krµsO(T k−2). (28)

Noting that

(k − 1)rµe−(k−1)rµs(erµs − 1)k−2 =
d

ds

(
e−(k−1)rµs(erµs − 1)k−1

)
,

by integrating (28) we obtain

e−krµsM̂k(s) = T k−1k!
(σ2

2µ

)k−1

e−(k−1)rµs(erµs − 1)k−1 + e−krµsO(T k−2).

Multiplying through by ekrµs gives the result for µ 6= 0.
If µ = 0, then from (27) and the induction hypothesis, we have

M̂ ′k(s) = T k−1k!
(rσ2

2

)k−1

(k − 1)sk−2 + o(T k−1)

and integrating directly gives the result.
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6.2 Asymptotics for the generating function

Define
FT (θ, t) = PT [θNt ], uT (θ) = PT [θL]− θ,

and
fT (φ, s) = T

(
1− PT [e−

φ
T NsT ]

)
= T (1− FT (e−φ/T , sT )).

The following result will be important for approximating terms that arise from Campbell’s formula.

Lemma 25. For each φ ≥ 0,
fT (φ, s)→ f(φ, s)

and

T 2uT (FT (e−φ/T , sT ))→ −µf(φ, s) +
σ2

2
f(φ, s)2

as T →∞, uniformly over s ∈ [0, 1], where

f(φ, s) =
φeµrs

1 + σ2

2µφ(eµrs − 1)
if µ 6= 0

and

f(φ, s) =
φ

1 + rσ2φs/2
if µ = 0.

Proof. First we show that for each φ, fT is bounded in T > 0 and s ∈ [0, 1]. Note that x 7→ 1− e−κx
is concave and increasing for any κ ≥ 0, so by Jensen’s inequality,

fT (φ, s) = T
(
1− P[e−

φ
T NsT ]

)
≤ T

(
1− e−

φ
T PT [NsT ]

)
≤ T

(
1− e−

φ
T exp(rµ+o(1))

)
.

Applying the inequality 1− e−x ≤ x, we see that

fT (φ, s) ≤ φerµ+o(1).

Now, with FT (θ, t) = PT [θNt ], we have

∂fT (φ, s)

∂s
=

∂

∂s

(
T (1− FT (e−φ/T , sT ))

)
= −T 2 ∂FT (e−φ/T , t)

∂t

∣∣∣
t=sT

. (29)

By the Kolmogorov backwards equation (14),

∂

∂t
FT (θ, t) = ruT (FT (θ, t)) = rPT [FT (θ, t)L]− rFT (θ, t), (30)

so

∂fT (φ, s)

∂s
= T 2r

∞∑
j=0

p
(T )
j

(
F (e−φ/T , sT )− F (e−φ/T , sT )j

)
= T 2r

∞∑
j=0

p
(T )
j

(
1− fT

T
−
(

1− fT
T

)j)
where p

(T )
j = PT (L = j). Expanding (1− fT /T )j , we get

∂fT (φ, s)

∂s
= T 2r

∞∑
j=0

p
(T )
j

(
(j − 1)

fT
T
− j(j − 1)f2

T

2T 2
−

j∑
i=3

(
j

i

)(
− fT

T

)i)

= rµfT −
rσ2

2
f2
T + o(1)− T 2r

∞∑
j=0

p
(T )
j

j∑
i=3

(
j

i

)(
− fT

T

)i
.
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Swapping the order of summation, this becomes

∂fT (φ, s)

∂s
= rµfT −

rσ2

2
f2
T + o(1)− T 2r

∞∑
i=2

1

i!

(
− fT

T

)i ∞∑
j=i

p
(T )
j j(j − 1) . . . (j − i+ 1)

= rµfT −
rσ2

2
f2
T + o(1)− T 2r

∞∑
i=2

1

i!

(
− fT

T

)i
PT [L(i)]

= rµfT −
rσ2

2
f2
T + o(1) (31)

since fT is bounded and PT [L(i)] = o(T i−2) for each i ≥ 3 (see (24)). Note in particular that the o(1)
term is uniform in s.

Note that f is the solution to
∂f

∂s
= rµf − rσ2

2
f2

with f(φ, 0) = φ. Setting hT (φ, s) = fT (φ, s)− f(φ, s) we have

∂hT
∂s

= rµ(fT − f)− rσ2

2
(f2
T − f2) + o(1)

where the o(1) term is uniform in s. Integrating over s with φ fixed,

hT (φ, s) = hT (φ, 0) + rµ

∫ s

0

hT (φ, s′)ds′ − rσ2

2

∫ s

0

hT (φ, s′)(fT (φ, s′) + f(φ, s′))ds+ o(1).

For fixed φ, both fT and f are bounded in s and T , say by Mφ. Also |hT (φ, 0)| = T (1− e−φ/T )− φ =
o(1). Thus

|hT (φ, s)| ≤ r
∫ s

0

|hT (φ, s′)|(µ+ σ2Mφ/2)ds′ + o(1),

where again the o(1) term is uniform in s. Gronwall’s inequality then tells us that |hT (φ, s)| → 0
uniformly in s. This proves the first part of the lemma.

The second part of the lemma is now implicit in our calculations above: by (30) and then (29),

uT (FT (e−φ/T , sT )) =
1

r

∂

∂t
FT (e−φ/T , t)|t=sT = − 1

rT 2

∂fT (φ, s)

∂s
.

Applying (31) tells us that

T 2uT (FT (e−φ/T , sT )) = −µfT +
σ2

2
f2
T + o(1),

and by the first part of the lemma we get

T 2uT (FT (e−φ/T , sT ))→ −µf +
σ2

2
f2.

Lemma 26. For any s ∈ (0, 1], as T →∞,

TPT (NsT > 0)→ 2µeµrs

σ2(eµrs − 1)
if µ 6= 0

and

TPT (NsT > 0)→ 2

rσ2s
if µ = 0.
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Proof. Note that PT (Nt = 0) = FT (0, t), and so satisfies the Kolmogorov backwards equation (14).
Thus the proof of Lemma 25 works exactly the same for

TPT (NsT > 0) = T (1− PT (NsT = 0)) = T (1− FT (0, sT )),

except for showing that TPT (NsT > 0) is bounded—we can no longer apply Jensen’s inequality.
Instead, we note that in the critical case mT = 1 the boundedness is well known (see for example

[5, Chapter III, Section 7, Lemma 2]). When mT 6= 1, let p̄
(T )
0 = p

(T )
0 and for j ≥ 1,

p̄
(T )
j = p

(T )
j + (1−mT )2−j/j.

This gives us a new offspring distribution L̄ that is critical (and has finite variance). We can then
easily construct a coupling between Nt and N̄t, where N̄t is the number of particles in a branching
process with offspring distribution L̄, such that

• if mT < 1, then Nt ≤ N̄t for all t ≥ 0;

• if mT > 1, then Nt ≥ N̄t for all t ≥ 0.

In the case mT < 1, we have TP(NsT > 0) ≤ TP(N̄sT > 0), which is bounded. In the case mT > 1,
we have

PT (NsT > 0) = Q1,sT
T

[PT [NsT ]

NsT

]
= er(mT−1)sTQ1,sT

T

[ 1

NsT

]
and similarly for N̄sT with its equivalent measure Q̄1,sT

T . Since TP(N̄sT > 0) is bounded, we get that

T Q̄1,sT
T [1/N̄sT ] is bounded, but

Q1,sT
T

[ 1

NsT

]
≤ Q̄1,sT

T

[ 1

N̄sT

]
,

so TQ1,sT
T [1/NsT ] is bounded and therefore TPT (NsT > 0) is also bounded. This completes the

proof.

6.3 Spine split times under Qk,T
T

We now want to feed our calculations for moments and generating functions under P into understanding
the spine split times under Q, as in Lemma 19. Unfortunately the spine split times in non-binary cases
do not have a joint density with respect to Lebesgue measure: for any j = 2, . . . , k − 1, there is a
positive probability that ψj = ψj−1. However we show that this probability tends to zero as T →∞,
and therefore will not have an effect on our final answer.

Recall that nt is the number of distinct spine particles at time t, and ρit is the number of marks
carried by spine i at time t.

Lemma 27. For any i = 1, . . . , k − 1 and t ∈ (0, 1),

Qk,TT
(
nψ1 = 2, ρ1

ψ1
= i
∣∣∣ ψ1

T
= t
)
→ 1

k − 1
.

This tells us two things: that with probability tending to 1 we have exactly 2 spines at the first
spine split time; and that the number of marks following each of those spines is uniformly distributed
on 1, . . . , k − 1.
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Proof. We work in the case µ 6= 0; the case µ = 0 proceeds almost identically. From the definition of
Q,

Qk,TT (ntT = 2, ρ1
tT = i | τ∅ = tT, ntT ≥ 2) =

PT [gk,T1{ntT=2, ρ1tT=i}|τ∅ = tT ]

PT [gk,T1{ntT≥2}|τ∅ = tT ]
.

Let PT (j; b; a1, . . . , ab) be the probability that at time τ∅, j children are born, b of which are spines,
carrying a1, . . . , ab marks. Then

PT [gk,T1{ntT=b, ρ1tT=a1} | τ∅ = tT ] =

∞∑
j=b

∑
a2,...,ab

PT (j; b; a1, . . . , ab)j
k

b∏
i=1

PT [gai,T (1−t)]

where the sum over a2, . . . , ab runs over 1, . . . , k such that a1 + . . .+ ab = k. Now

PT (j; b; a1, . . . , ab) = p
(T )
j

(
j

b

)
k!

a1! . . . ab!

1

jk

and from Lemma 24, in the case µ 6= 0,

PT [N
(ai)
T (1−t)] = T ai−1

(σ2

2µ

)ai−1

ai!e
rµ(1−t)(erµ(1−t) − 1)ai−1 + o(T ai−1).

This gives us

PT [gk,T1{ntT=b, ρ1tT=a1} | τ∅ = tT ]

=

∞∑
j=b

∑
a2,...,ab

p
(T )
j

(
j

b

)
k!T k−b

(σ2

2µ

)k−b
ebrµ(1−t)(erµ(1−t) − 1)k−b(1 + o(1)).

If b = 2, then fixing a1 = i also fixes a2 since a2 = k − a1, so the second sum disappears and we are
left with

PT [gk,T1{ntT=2, ρ1tT=i}|τ∅ = tT ]

=

∞∑
j=2

p
(T )
j

(
j

2

)
k!T k−2

(σ2

2µ

)k−2

e2rµ(1−t)(erµ(1−t) − 1)k−2(1 + o(1))

=
σ2

2
k!T k−2

(σ2

2µ

)k−2

e2rµ(1−t)(erµ(1−t) − 1)k−2(1 + o(1)). (32)

Notice in particular that this does not depend on the value of i.
Next we bound the probability that there are at least three distinct spines at time ψ1 by taking a

sum over a1 and then over b ≥ 3. For each b, there are certainly at most kb possible values of a1, . . . , ab
that sum to k. Thus we get

PT [gk,T1{ntT≥3} | τ∅ = tT ] ≤
∞∑
b=3

PT [L(b)]
k!

b!
kbT k−b

(σ2

2µ

)k−b
ebrµ(1−t)(erµ(1−t) − 1)k−b(1 + o(1)).

Recall that we have assumed (24) that PT [L(b)] = o(T b−2) for each b ≥ 3, so

PT [gk,T1{ntT≥3} | τ∅ = tT ] = o(T k−2). (33)

Dividing (33) by (32), we see that the probability that there are at least 3 distinct spines at time ψ1

tends to zero as T → ∞; or equivalently, that the probability that there are exactly 2 distinct spines
tends to 1. Then since the right-hand side of (32) does not depend on i, the distribution of ρψ1

must
be asymptotically uniform.
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Combined with the symmetry lemma, the previous result tells us that with high probability the
spine split times are distinct. We want to use this to show that away from 0, the rescaled split times
ψ1/T, . . . , ψk−1/T have an asymptotic density. First we need a preparatory lemma, which will be
helpful in describing the topology of our limiting tree as well as calculating the asymptotic density of
the split times.

Lemma 28. For any s ∈ (0, 1] and t ∈ (0, s),

Qk,sTT

(ψ1

T
> t
)
→
(erµ(s−t) − 1

erµs − 1

)k−1

and

− d

dt
Qk,sTT

(ψ1

T
> t
)
→ (k − 1)rµ

(erµ(s−t) − 1)k−2

(erµs − 1)k−1
erµ(s−t)

as T →∞.

Proof. The first part of the proof follows easily by combining Lemmas 10 and 24. The second part is

a more involved calculation. As in Lemma 23, we write Mk(t) = PT [N
(k)
t ]. By Lemma 10,

Qk,sTT (ψ1 > tT ) =
P[N

(k)
T (s−t)]

P[N
(k)
sT ]

e(mT−1)rtT =
Mk(T (s− t))
Mk(sT )

e(mT−1)rtT ,

so

− d

dt
Qk,sTT (ψ1 > tT ) = T

M ′k(T (s− t))
Mk(sT )

e(mT−1)rtT − T (mT − 1)r
Mk(T (s− t))
Mk(sT )

e(mT−1)rtT

=
T

Mk(sT )
e(mT−1)rtT

(
M ′k(T (s− t))− (mT − 1)rMk(T (s− t))

)
.

Applying Lemma 23, this equals

T

Mk(sT )
e(mT−1)rtT

(
(k − 1)r(mT − 1)Mk(T (s− t)) + r

k∑
j=2

(
k

j

)
PT [L(j)]Mk+1−j(T (s− t))

)
.

We now use Lemma 24. Since PT [L(j)] = o(T j−2) for all j ≥ 3 (see (24)), the terms with j ≥ 3 in the
sum above do not contribute in the limit. We obtain

Terµt

(σ
2

2µ )k−1k!erµs(erµs − 1)k−1T k−1

[
(k − 1)rµ

(σ2

2µ

)k−1

k!erµ(s−t)(erµ(s−t) − 1)k−1T k−2

+ r
k(k − 1)

2
σ2
(σ2

2µ

)k−2

(k − 1)!erµ(s−t)(erµ(s−t) − 1)k−2T k−2 + o(T k−2)

]
.

Simplifying, this equals

1

(erµs − 1)k−1

[
(k − 1)rµ(erµ(s−t) − 1)k−1 + (k − 1)rµ(erµ(s−t) − 1)k−2 + o(1)

]
,

so simplifying again we get

− d

dt
Qk,sTT (ψ1 > tT )→ (k − 1)rµ

(erµ(s−t) − 1)k−2

(erµs − 1)k−1
erµ(s−t).
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Recall that H′ is the σ-algebra containing topological information about which marks are following
which spines, without information about the spine split times.

Proposition 29. The spine split times ψ1, . . . , ψk−1 are asymptotically independent of H′ under Qk,TT ,
and for any 0 < s1 < t1 ≤ s2 < t2 ≤ . . . ≤ sk−1 < tk−1 < 1,

lim
T→∞

Qk,TT
(ψ1

T
∈ (s1, t1], . . . ,

ψk−1

T
∈ (sk−1, tk−1]

)
=

∫ t1

s1

· · ·
∫ tk−1

sk−1

fk(s′1, . . . , s
′
k−1) ds′k−1 . . . ds

′
1,

where

fk(s1, . . . , sk−1) = (k − 1)!
( rµ

erµ − 1

)k−1 k−1∏
i=1

erµ(1−si) if µ 6= 0

and
fk(s1, . . . , sk−1) = (k − 1)! if µ = 0.

Proof. This is a generalization of the proof of Lemma 19, and the reader may wish to compare the
two. The main difference is that now there is a chance that spine splitting events result in more than
one new spine particle (since branching events need not be binary), and therefore we need to take care
to ensure that the split times ψ1, . . . , ψk−1 are distinct.

With this in mind, let Υj be the event that the first j spine split times are distinct,

Υj = {ψi 6= ψi−1 ∀i = 2, . . . , j}.

We work by induction; fix j ≤ k − 1, T > 0, 0 < s1 < . . . < sj−1 < 1. Then for s ≥ sj−1,

Q
(ψj
T
> s

∣∣∣ ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
= Q

(
Υj ,

ψj
T
> s

∣∣∣ ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
= Q

(ψj
T
> s

∣∣∣Υj ,
ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
Q
(

Υj

∣∣∣ ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
.

By Lemma 27 and the symmetry lemma,

Q
(

Υj

∣∣∣ ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
→ 1

for all 0 < s1 < . . . < sj−1 < 1. We also set

D(s) = − d

ds
Q
(ψj
T
> s

∣∣∣Υj ,
ψj−1

T
= sj−1, . . . ,

ψ1

T
= s1

)
and claim that

D(s) = (k − j)rµerµ(1−sj) (erµ(1−sj) − 1)k−j−1

(erµ(1−sj−1) − 1)k−j
+ o(1).

If this claim holds, then applying induction and taking a product over j gives the result. In par-
ticular, since this does not depend on the number of marks following each spine, the split times are
asymptotically independent of H′.

To prove the claim, fix a1, . . . , aj such that ai ∈ {1, . . . , k} for each i and a1 + . . .+ aj = k. Let Aj
be the event that after time ψj−1, we have j distinct spine particles carrying a1, . . . , aj marks. Then
by the symmetry lemma (letting s0 = 0),

Qk,TT
(ψj
T
> sj

∣∣∣Υj , Aj ,
ψj−1

T
= sj−1

)
=

j∏
i=1

Qai,T (1−sj−1)
T (ψ1/T > sj − sj−1).
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Thus, differentiating, we have

D(s) = −
∑

a1,...,aj

Pa1,...,aj

j∑
l=1

( d

ds
Qai,T (1−sj−1)
T (ψ1

T > s− sj−1)
)∏
i 6=l

Qai,T (1−sj−1)
T (ψ1

T > s− sj−1)

where Pa1,...,aj is the probability that Aj occurs. Applying Lemma 28 then establishes the claim and
completes the proof.

We recall now the partition Z0, Z1, . . . which contained the information about the marks following
each of the distinct spine particles, without the information about the split times.

Lemma 30. The partition Z0, Z1, . . . has the following distribution under Qk,TT :

• If Zi consists of i+1 blocks of sizes a1, . . . , ai+1, then the jth block will split next with probability
aj−1
k−i−1 (1 + o(1)) for each j = 1, . . . , i+ 1.

• When a block of size a splits, it splits into two new blocks with probability 1 + o(1), and the
probability that these blocks have sizes l and a− l is 1

a−1 (1 + o(1)) for each l = 1, . . . , a− 1.

Proof. Suppose that we are given ψi = sT . For the first part, by the symmetry lemma, the probability
that the jth block splits next is∫ T (1−s)

0

Qaj ,T (1−s)
T

(ψ1

T
∈ dt

)∏
l 6=j

Qal,T (1−s)
T

(ψ1

T
> t
)

=

∫ T (1−s)

0

(
− d

dt
Qaj ,T (1−s)
T

(ψ1

T
> t
))∏

l 6=j

Qal,T (1−s)
T

(ψ1

T
> t
)

dt.

By Lemma 28, this converges as T →∞ to

(aj − 1)rµ

∫ T (1−s)

0

erµ(1−s−t) e
(rµ(1−s−t) − 1)k−i

e(rµ(1−s) − 1)k−i−1
dt.

Since the integrand does not depend on aj , and we know the sum of the above quantity over j =
1, . . . , i+ 1 must converge to 1 (since one of the blocks must split first), we get

rµ

∫ T (1−s)

0

erµ(1−s−t) e
(rµ(1−s−t) − 1)k−b−1

e(rµ(1−s) − 1)k−b
dt→ 1

k − i− 1

and therefore the probability that the jth block splits next converges to
aj−1
k−i−1 as claimed.

The second part follows immediately from Lemma 27.

6.4 Asymptotics for NT under Qk,T
T

We now apply our asymptotics for uT (FT (e−z, sT )) to approximate the distribution of NT when the
split times are known.

Lemma 31. For any φ ≥ 0 and 0 ≤ s1 ≤ . . . ≤ sk−1 ≤ 1,

Qk,TT
[
e−φÑT /T

∣∣∣GkT , ψ1

T
= s1, . . . ,

ψk−1

T
= sk

]
→



k−1∏
i=0

(
1 +

σ2

2µ
φ(erµ(1−si) − 1)

)−2

if µ 6= 0

k−1∏
i=0

(
1 +

rσ2

2
φ(1− si)

)−2

if µ = 0

almost surely as T →∞.
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Proof. From Proposition 17 we know that

Qk,TT
[
e−φÑT /T

∣∣∣GkT , ψ1

T
= s1, . . . ,

ψk−1

T
= sk

]
=

k−1∏
i=0

(
e−r(mT−1)T (1−si)uT (FT (e−φ/T , T (1− si)))

uT (e−φ/T )

)
.

Of course (mT − 1)T → µ, and Lemma 25 tells us that

T 2uT (FT (e−φ/T , T (1− si)))→ −µf(φ, 1− si) +
σ2

2
f(φ, 1− si)2

where

f(φ, s) =
φeµrs

1 + σ2

2µφ(eµrs − 1)
if µ 6= 0 or f(φ, s) =

φ

1 + rσ2

2 φs
if µ = 0.

Noting that uT (e−φ/T ) = uT (FT (e−φ/T , 0)), we see that

e−r(mT−1)T (1−si)uT (FT (e−φ/T , T (1− si)))
uT (e−φ/T )

−→ e−rµ(1−si)−µf(φ, 1− si) + σ2

2 f(φ, 1− si)2

−µf(φ, 0) + σ2

2 f(φ, 0)2
.

Now, in the case µ 6= 0, we simply write out

−µf(φ, 1− si) +
σ2

2
f(φ, 1− si)2 =

−µφerµ(1−si)(1 + σ2

2µφ(eµr(1−si) − 1)) + σ2

2 φ
2e2rµ(1−si)

(1 + σ2

2µφ(eµr(1−si) − 1))2

=
−µφerµ(1−si) + σ2

2 φ
2erµ(1−si)

(1 + σ2

2µφ(eµr(1−si) − 1))2
,

so since −µf(φ, 0) + σ2

2 f(φ, 0)2 = −µφ+ σ2φ2/2, we have

e−rµ(1−si)−µf(φ, 1− si) + σ2

2 f(φ, 1− si)2

−µf(φ, 0) + σ2

2 f(φ, 0)2
=
(

1 +
σ2

2µ
φ(eµr(1−si) − 1)

)−2

.

The result in the case µ = 0 is very similar.

Lemma 32. For any φ ≥ 0,

Qk,TT [e−φ(NT−k)/T |GkT ] = Qk,TT [e−φÑT /T |GkT ](1 + o(1))

Qk,TT -almost surely.

Proof. Recall that ÑT is the number of ordinary particles alive at time T , and there are (Q-almost
surely) k spines at time T . All other particles are residue particles. Given GkT , the number of residue
particles is independent of the number of ordinary particles; therefore it suffices to show that

Qk,T [e−φ(NT−k−ÑT )/T |GkT ]→ 1.

Recall that we assumed that there exists a deterministic function J(T ) = o(T ) such that our
offspring distribution satisfies PT (L = j) = 0 for all j ≥ J(T ). Since Qk,T is absolutely continuous
with respect to PT , we also have Qk,T (L = j) = 0 for all j ≥ J(T ).
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Since non-spine particles behave exactly as under PT , the number of descendants at time T of any
one particle born at time ψi is PT [e−zNT−s ]|s=ψi . Therefore

Qk,TT [e−φ(NT−k−ÑT )/T |GkT ] ≥
k−1∏
i=1

PT [e−φNT−s/T ]J(T )
∣∣∣
s=ψi

.

By Jensen’s inequality, for any t ∈ [0, T ],

PT [e−φNt/T ] ≥ exp(−φPT [Nt]/T ) ≥ exp(−φer(mT−1)T /T ),

and thus
Qk,TT [e−φ(NT−k−ÑT )/T |GkT ] ≥ PT [exp(−φer(mT−1)TJ(T )/T )]k−1.

Since J(T ) = o(T ), the right-hand side converges to 1 as T →∞, and of course

Qk,TT [e−φ(NT−k−ÑT )/T |GkT ] ≤ 1,

so we are done.

Recall that Υk−1 is the event that all the split times are distinct, and H′ is the σ-algebra that
contains topological information about which marks follow which spines without information about
the spine split times. Let (ψ̃1, . . . , ψ̃k−1) be a uniform random permutation of (ψ1, . . . , ψk−1). We
combine several of our results to prove the following.

Lemma 33. Fix s1, . . . , sk−1 ∈ (0, 1). Let

f(ξT ) = 1{ψ̃1/T>s1,...,ψ̃k−1/T>sk−1,Υk−1}∩H

where H ∈ H′. There exists a constant h such that Qk,TT (H)→ h as T →∞. For any φ ≥ 0, if µ 6= 0
then

lim
T→∞

Qk,TT [e−φ(NT−k)/T f(ξT )] =
( 1

erµ − 1

)k−1 h

(1 + σ2

2µφ(erµ − 1))2

k−1∏
i=1

erµ(1−si) − 1

1 + σ2

2µφ(erµ(1−si) − 1)

and if µ = 0 then

lim
T→∞

Qk,TT [e−φ(NT−k)/T f(ξT )] =
h

(1 + rσ2φ/2)2

k−1∏
i=1

1− si
1 + rσ2φ(1− si)/2

.

Proof. The fact that Qk,TT (H) converges follows from Lemma 30. Now, by Proposition 29 and Lemma
36, in the case µ 6= 0,

Qk,TT [e−φ(NT−k)/T f(ξT )]

= (1 + o(1))

∫ 1

s1

· · ·
∫ 1

sk−1

( rµ

erµ − 1

)k−1
( k−1∏
i=1

erµ(1−s′i)
)

·Qk,TT
[
1HQk,TT

[
e−φ(NT−k)/T

∣∣∣GkT , ψ̃1

T
= s′1, . . . ,

ψ̃1

T
= s′k−1

]]
.
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By Lemma 32, we may replace NT − k with ÑT ; and then by Lemma 31, the above equals

(1 + o(1))

∫ 1

s1

· · ·
∫ 1

sk−1

( rµ

erµ − 1

)k−1
( k−1∏
i=1

erµ(1−s′i)
)

·Qk,TT (H)

k−1∏
j=0

(
1 +

σ2

2µ
φ(erµ(1−s′j) − 1)

)−2

ds′k−1 . . . ds
′
1

almost surely. After some small rearrangements this becomes

(1 + o(1))
( rµ

erµ − 1

)k−1 h

(1 + σ2

2µφ(erµ − 1))2

k−1∏
i=1

∫ 1

si

erµ(1−s′i)

(1 + σ2

2µφ(erµ(1−s′i) − 1))2
ds′i,

and then applying the second part of Lemma 35 gives the result. The case µ = 0 is similar.

6.5 The final steps in the proof of Theorem 3

Proof of Theorem 3. By Proposition 8, for any measurable f ,

PT
[

1

N
(k)
T

∑
u∈N (k)

T

f(u)

∣∣∣∣NT ≥ k] =
PT [N

(k)
T ]

PT (NT ≥ k)(k − 1)!

∫ ∞
0

(ez − 1)k−1Qk,TT
[
e−zNT f(ξT )

]
dz.

Substituting z = φ/T and rearranging, we get

1

(k − 1)!

PT [N
(k)
T ]

T k−1

1

TPT (NT ≥ k)

∫ ∞
0

(T (1− e−φ/T ))k−1Qk,TT [e−φ(NT−k)/T f(ξT )] dφ.

By Lemma 24,

PT [N
(k)
T ]

T k−1
→
(σ2

2µ

)k−1

k!erµ(erµ − 1)k−1 if µ 6= 0 and
PT [N

(k)
T ]

T k−1
→
(rσ2

2

)k−1

k! if µ = 0,

and by Lemma 26,

TPT (NT ≥ k)→ 2µerµ

σ2(erµ − 1)
if µ 6= 0 and TPT (NT ≥ k)→ 2

rσ2
if µ 6= 0.

Therefore
1

(k − 1)!

PT [N
(k)
T ]

T k−1

1

TPT (NT ≥ k)
→ k

(σ2

2µ

)k
(erµ − 1)k if µ 6= 0

and
1

(k − 1)!

PT [N
(k)
T ]

T k−1

1

TPT (NT ≥ k)
→ k

(rσ2

2

)k
if µ = 0.

We deduce that

PT
[

1

N
(k)
T

∑
u∈N (k)

T

f(u)

∣∣∣∣NT ≥ k]

= (1 + o(1))k
(σ2

2µ

)k
(erµ − 1)k

∫ ∞
0

(T (1− e−φ/T ))k−1Qk,TT [e−φ(NT−k)/T f(ξT )] dφ (34)
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when µ 6= 0, and when µ = 0

PT
[

1

N
(k)
T

∑
u∈N (k)

T

f(u)

∣∣∣∣NT ≥ k]

= (1 + o(1))k
(rσ2

2

)k ∫ ∞
0

(T (1− e−φ/T ))k−1Qk,TT [e−φ(NT−k)/T f(ξT )] dφ.

Our aim now is to choose f as in Lemma 33, and apply dominated convergence and Lemma 33 to
complete the proof. We do this only in the case µ 6= 0; the case µ = 0 is very similar. Let

A(φ, T ) = (T (1− e−φ/T ))k−1Qk,TT [e−φ(NT−k)/T f(ξT )]

and
B(φ, T ) = (T (1− e−φ/T ))k−1Qk,TT [e−φ(NT−k)/T ].

Then 0 ≤ A(φ, T ) ≤ B(φ, T ) for all φ, T . By letting s1, . . . , sk−1 ↓ 0 in Lemma 33, we get that

lim
T→∞

Qk,TT [e−φ(NT−k)/T
1Υk−1

] =
( 1

erµ − 1

)k−1 1

(1 + σ2

2µφ(erµ − 1))2

( erµ − 1

1 + σ2

2µφ(erµ − 1)

)k−1

=
1

(1 + σ2

2µφ(erµ − 1))k+1
.

Also, by Lemma 27,
Qk,TT [e−φ(NT−k)/T

1Υck−1
] ≤ Qk,TT (Υc

k−1)→ 0,

so

lim
T→∞

B(φ, T ) = φk−1 1

(1 + σ2

2µφ(erµ − 1))k+1
.

On the other hand, by (34) with f ≡ 1,

1 = PT
[

1

N
(k)
T

∑
u∈N (k)

T

1

∣∣∣∣NT ≥ k] = (1 + o(1))k
(σ2

2µ

)k
(erµ − 1)k

∫ ∞
0

B(φ, T ) dφ,

so

lim
T→∞

∫ ∞
0

B(φ, T ) dφ =
1

k

( 2µ

σ2(erµ − 1)

)k
;

and as a result we see that

lim
T→∞

∫ ∞
0

B(φ, T ) dφ =

∫ ∞
0

lim
T→∞

B(φ, T ) dφ.

Therefore, by dominated convergence,

lim
T→∞

∫ ∞
0

A(φ, T ) dφ =

∫ ∞
0

lim
T→∞

A(φ, T ) dφ. (35)

Lemma 33 tells us that

A(φ, T )→
( φ

erµ − 1

)k−1 h

(1 + σ2

2µφ(erµ − 1))2

k−1∏
i=1

erµ(1−si) − 1

1 + σ2

2µφ(erµ(1−si) − 1)
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where h = limT→∞Qk,TT (H), so by (34) and (35),

lim
T→∞

PT
[

1

N
(k)
T

∑
u∈N (k)

T

f(u)

∣∣∣∣NT ≥ k]

= k
(σ2

2µ

)k
(erµ − 1)

∫ ∞
0

φk−1 h

(1 + σ2

2µφ(erµ − 1))2

k−1∏
i=1

erµ(1−si) − 1

1 + σ2

2µφ(erµ(1−si) − 1)
dφ

=
kσ2

2µ
(erµ − 1)

∫ ∞
0

h

(1 + σ2

2µφ(erµ − 1))2

k−1∏
i=1

(
1− 1

1 + σ2

2µφ(erµ(1−si) − 1)

)
dφ.

Note that, for any µ 6= 0, we have σ2

2µ (erµ(1−si) − 1) > 0 for all i, so we can apply the first part of
Lemma 34 to get

lim
T→∞

PT
[

1

N
(k)
T

∑
u∈N (k)

T

f(u)

∣∣∣∣NT ≥ k]

= hk

( k−1∏
i=1

ei
ei − e0

)
+ hke0

k−1∑
j=1

ej
(ej − e0)2

( k−1∏
i=1
i6=j

ei
ei − ej

)
log

e0

ej

where ej = σ2

2µ (erµ(1−sj) − 1) for each j (including j = 0, where s0 = 0).

6.6 Proof of construction of the scaling limit

In this section we prove the results of Section 2.3.

Proof of Theorem 4. Of course P(Mk ≤ θ) = P(X1 ≤ θ)k, so P(Mk ∈ dθ) = kP(X1 ∈ dθ)P(X1 ≤
θ)k−1. Thus

P(T1 ∈ ds1, . . . , Tk−1 ∈ dsk−1)

=

∫ ∞
0

P(Mk ∈ dθ)P(T1 ∈ ds1, . . . , Tk−1 ∈ dsk−1|Mk = θ)

=

∫ ∞
0

kP(X1 ∈ dθ)P(X1 ≤ θ)k−1P(1− X1

θ ∈ds1, . . . , 1− Xk−1

θ ∈dsk−1|X1 ≤ θ, . . . , Xk−1 ≤ θ)

=

∫ ∞
0

k

(1 + θ)2
P(X1 ≤ θ)k−1

k−1∏
i=1

P
(

1− Xi

θ
∈ dsi

∣∣∣Xi ≤ θ
)

dθ

=

∫ ∞
0

k

(1 + θ)2

k−1∏
i=1

P
(

1− Xi

θ
∈ dsi

)
dθ

=

∫ ∞
0

k

(1 + θ)2

( k−1∏
i=1

θ

(1 + θ(1− si))2
dsi

)
dθ.

This is exactly the density that we saw for (S̃k1 , . . . , S̃kk−1) at the start of Section 3.
To see that our tree has the same topology as claimed, start by assigning k marks to the top of the

tallest line, i.e. at the point (UI , 1− TI). Colour this line green. Next consider the second tallest line,
which we colour blue; let its index be J . Since it is positioned uniformly on the horizontal axis, the
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number L of shorter lines to its left is uniformly distributed on {0, . . . , k − 2}, and so is the number
k − 2− L to its right. Suppose without loss of generality that the blue line is to the left of the green
line, and assign L + 1 marks to the top of the blue line, i.e. at point (UJ , 1 − TJ), and k − (L + 1)
marks to the point (UI , 1− TJ). (If the blue line were to the right of the green line, we would assign
k− (L+1) marks to (UJ , 1−TJ) and L+1 marks to (UI , 1−TJ).) Thus the number of marks assigned
to the top of the blue line is uniform on {1, . . . , k − 1}.

Moving downwards through our picture, the next horizontal line to appear will correspond to the
third-tallest vertical line. We ask which of the two coloured lines this next horizontal line will join to,
which corresponds to which of the branches in the tree will split next. By our construction, the event
that the third tallest line joins to the blue line (given that the blue line is to the left of the green line)
is exactly the event that the third tallest line is to the left of the blue line. Since the lengths of the
branches are independent and identically distributed, this has probability L/(k − 2). Furthermore,
observe that the position of the third tallest line, conditionally on it falling to the left of the blue line
(respectively to the right), is uniformly distributed on (0, UJ) (respectively (UJ , 1)).

More generally, once we have seen the n tallest vertical lines, and assigned ai marks to line i for
each line i that we have seen, the (n + 1)st tallest vertical line has probability (ai − 1)/(k − n) of
joining line i; and the number of marks this new line gets is uniformly distributed on {1, . . . , ai − 1}.
This corresponds exactly to the topology outlined in Theorem 3.

Figure 6: Constructing the tree by moving downwards through our picture. The number of marks are shown
in circles. The as yet “unseen” parts of the tree are left blank. Here k = 5, I = 4 and J = 1.
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Proof of Theorem 5. Rather than doing the calculation directly, this follows from Theorem 4 by noting
that making the substitution

ti =
erµ − erµ(1−si)

erµ − 1

in the density fk recovers the critical case from the non-critical.

A

Here we gather some results that are easy but still require proofs. We begin with the calculation of
some integrals.

Lemma 34. Suppose that k ≥ 2 and e0, . . . , ek−1 ∈ (0,∞) with ei 6= ej for any i 6= j. Then

∫ ∞
0

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
dθ

=
1

e0

( k−1∏
i=1

ei
ei − e0

)
+

k−1∑
j=1

ej
(ej − e0)2

( k−1∏
i=1
i6=j

ei
ei − ej

)
log
(e0

ej

)

and

∫ 1

0

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
dθ

=
1

1 + e0

k−1∏
i=1

ei
ei − e0

+

k−1∑
j=1

ej
(ej − e0)2

( k−1∏
i=1
i6=j

ei
ei − ej

)
log
(1 + e0

1 + ej

)
.

Proof. First note that since ej ∈ (0,∞) for each j,

0 ≤
∫ ∞

0

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
dθ ≤

∫ ∞
0

1

(1 + θe0)2
dθ <∞.

Expanding the product, we have

k−1∏
j=1

(
1− 1

1 + θej

)
= 1−

k−1∑
j1=1

1

1 + θej1
+
∑
j1<j2

2∏
i=1

1

1 + θeji
+ . . .+

∑
j1<...<jk−1

k−1∏
i=1

1

1 + θeji
.

We view this as one sum in which all terms are products of factors of the form 1
1+θei

for some i;
therefore, using partial fractions, the whole thing can be written as a sum of terms of the form ci

1+θei
for some coefficients ci which do not depend on θ. As a result, our entire integrand may be written in
the form

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
=

a1

1 + θe0
+

a2

(1 + θe0)2
+

k−1∑
j=1

bj
1 + θej

(36)

for some coefficients a1, a2 and b1, . . . , bk−1 that do not depend on θ.
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Setting θ = −1/e0, we see that necessarily

a2 =

k−1∏
i=1

ei
ei − e0

.

Setting θ = −1/ej for j = 1, . . . , k − 1, some elementary calculations reveal that

bj = −
e2
j

(ej − e0)2

k−1∏
i=1
i 6=j

ei
ei − ej

.

For a1, we observe that

d

dθ

k−1∏
j=1

(
1− 1

1 + θej

)
→ a1e0 as θ → −1/e0,

and then after some simple calculations we get

a1 = e0

( k−1∏
i=1

ei
ei − e0

) k−1∑
j=1

1

ej − e0
.

Integrating (36),

∫ ∞
0

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
dθ = lim

M→∞

(a1

e0
log(1 +Me0) +

a2

e0
+

k−1∑
j=1

bj
ej

log(1 +Mej)
)

=
a1

e0
log e0 +

a2

e0
+

k−1∑
j=1

bj
ej

log ej + lim
M→∞

(a1

e0
+

k−1∑
j=1

bj
ej

)
logM.

Since we have already checked that the integral is finite, the last term must be zero; this leaves∫ ∞
0

1

(1 + θe0)2

k−1∏
j=1

(
1− 1

1 + θej

)
dθ =

a1

e0
log e0 +

a2

e0
+

k−1∑
j=1

bj
ej

log ej

= −
k−1∑
j=1

bj
ej

log e0 +
a2

e0
+

k−1∑
j=1

bj
ej

log ej

which is the first part of the result. The second part follows similarly by integrating (36) over (0, 1)
instead of (0,∞).

Lemma 35. For any 0 ≤ sj ≤ T , β 6= α and y ∈ [0, 1],∫ T

sj

e(β−α)(T−s)

(β(1− y)e(β−α)(T−s) + βy − α)2
ds =

e(β−α)(T−sj) − 1

(β − α)2(β(1− y)e(β−α)(T−sj) + βy − α)
.

Also, for any 0 ≤ si ≤ 1, r, σ > 0 and µ 6= 0,∫ 1

si

erµ(1−s)

(1 + σ2

2µφ(erµ(1−s) − 1))2
ds =

1

rµ

( erµ(1−si) − 1

1 + σ2

2µφ(erµ(1−si) − 1)

)
.
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Proof. By substituting t = e(β−α)(T−s), we see that∫ T

sj

e(β−α)(T−s)

(β(1− y)e(β−α)(T−s) + βy − α)2
ds =

1

β − α

∫ e(β−α)(T−sj)

1

1

(β(1− y)t+ βy − α)2
dt

=
1

(β − α)β(1− y)

( 1

β − α
− 1

β(1− y)e(β−α)(T−sj) + βy − α

)
.

Furthermore,

1

β − α
− 1

β(1− y)e(β−α)(T−sj) + βy − α
=

β(1− y)e(β−α)(T−sj) + βy − β
(β − α)(β(1− y)e(β−α)(T−sj) + βy − α)

=
β(1− y)(e(β−α)(T−sj) − 1)

(β − α)(β(1− y)e(β−α)(T−sj) + βy − α)
.

Combining these two calculations gives the first part of the result. The second is very similar.

The following lemma is elementary, but we do not know a suitable reference.

Lemma 36. Suppose that X1 ≤ X2 ≤ . . . ≤ Xn are ordered random variables satisfying

P(X1 ∈ (a1, b1], . . . , Xn ∈ (an, bn]) =

∫ b1

a1

· · ·
∫ bn

an

f(x1, . . . , xn)dxn . . . dx1

for some symmetric function f and any a1 < b1 ≤ a2 < b2 ≤ . . . ≤ an < bn. Let Y1, . . . , Yn be a
uniformly random permutation of X1, . . . , Xn. Then

P(Y1 > y1, . . . , Yn > yn, Yi 6= Yj ∀i 6= j) =
1

n!

∫ 1

y1

· · ·
∫ 1

yn

f(x1, . . . , xn)dxn . . . dx1.

Proof. First note that, via a standard limiting procedure, for any c1, . . . , cn ∈ [0, 1],

P(X1 > c1, . . . , Xn > cn, Xi 6= Xj ∀i 6= j) =

∫ 1

c1

· · ·
∫ 1

cn

f(x1, . . . , xn)1{x1<...<xn}dxn . . . dx1.

We now deviate from our usual notation by temporarily letting Sn be the symmetric group on n
objects. Then

P(Y1 > y1, . . . , Yn > yn, Yi 6= Yj ∀i 6= j)

=
∑
σ∈Sn

1

n!
P(σ(X1) > y1, . . . , σ(Xn) > yn, Xi 6= Xj ∀i 6= j)

=
1

n!

∑
σ∈Sn

P(X1 > σ−1(y1), . . . , Xn > σ−1(yn), Xi 6= Xj ∀i 6= j)

=
1

n!

∑
σ∈Sn

∫ 1

σ−1(y1)

· · ·
∫ 1

σ−1(yn)

f(x1, . . . , xn)1{x1<...<xn}dxn . . . dx1

=
1

n!

∑
σ∈Sn

∫ 1

y1

· · ·
∫ 1

yn

f(σ(x1), . . . , σ(xn))1{σ(x1)<...<σ(xn)}dxn . . . dx1.

Since f is symmetric, this equals

1

n!

∑
σ∈Sn

∫ 1

y1

· · ·
∫ 1

yn

f(x1, . . . , xn)1{σ(x1)<...<σ(xn)}dxn . . . dx1,
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and since for any x1, . . . , xn, exactly one of the permutations in Sn satisfies σ(x1) < . . . < σ(xn), we
get the result.

Finally, we prove Lemma 22. This roughly said that we can assume without loss of generality that
PT [L(j)] = o(T j−2) for each j ≥ 3. More precisely, for each k ≥ 1, under PT , there exists a coupling
between our Galton-Watson tree with offspring distribution L (and its k chosen particles) and another
Galton-Watson tree with offspring distribution L̃ satisfying

• PT [L̃] = 1 + µ/T + o(1/T );

• PT [L̃(L̃− 1)] = σ2 + o(1);

• there exists a deterministic sequence J(T ) = o(T ) such that PT (L̃ = j) = 0 for all j ≥ J(T ),

such that conditionally on NT ≥ k, with probability tending to 1, the two trees induced by the k
chosen particles are equal until time T .

Proof of Lemma 22. We claim that we can choose integers J(T ) such that J(T ) = o(T ) and
∑∞
j=J(T ) jp

(T )
j =

o(1/T ). To see this, first note that for any ε > 0,
∑∞
εT jp

(T )
j = o(1/T ), otherwise

∑∞
εT j

2p
(T )
j is larger

than a constant infinitely often, contradicting the uniform integrability of L2.
Choose any sequence εi → 0; by the above, we may choose ti ≥ i such that

∞∑
εiT

jp
(T )
j <

εi
T

∀T ≥ ti. (37)

Then for any T , let I(T ) = max{i : ti ≤ T} and J(T ) = dεI(T )T e.
Since I(T )→∞ (because ti ≥ i) we have J(T ) = dεI(T )T e = o(T ). But also, by (37),

∞∑
j=J(T )

jp
(T )
j <

εI(T )

T

since T ≥ tI(T ) by definition of I(T ). Therefore J(T ) satisfies the claim.

We now choose our distribution L̃. If 1 ≤ j < J(T ) then let p̃
(T )
j = p

(T )
j . If j ≥ J(T ) then let

p̃
(T )
j = 0. Then choose p̃

(T )
0 so that

∑
j p̃

(T )
j = 1. Let L̃ satisfy

PT (L̃ = j) = p̃
(T )
j ∀j ≥ 0.

We then have

PT [L̃] =

J(T )−1∑
j=1

jp
(T )
j = PT [L]−

∞∑
j=J(T )

jp
(T )
j = 1 +

µ

T
+ o(1/T )

by the claim that we have just proved about J(T ), and

PT [L̃(L̃− 1)] =

J(T )−1∑
j=2

j(j − 1)p
(T )
j = PT [L(L− 1)]−

∞∑
j=J(T )

j(j − 1)p
(T )
j = σ2 + o(1)

by the fact that L2 is uniformly integrable. Therefore L̃ satisfies the three properties required in the
statement of the lemma.

Couple two Galton-Watson trees GW(L) and GW(L̃) in the obvious way: if a particle in GW(L)
has j children for some j < J(T ), then it also has j children in GW(L̃). On the other hand, if a particle
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in GW(L) has j children for some j ≥ J(T ), then it has no children in GW(L̃). The set of particles in
GW(L̃) is then a subset of those in GW(L) and any particle that exists in GW(L̃) has lifetime equal
to its counterpart in GW(L). Choose k particles uniformly at random without replacement at time T
in GW(L). If they exist in GW(L̃) then they are also our chosen particles in GW(L̃); if not, then pick
k particles uniformly and independently from GW(L̃).

The two trees induced by the chosen particles are equal if and only if none of the ancestors of the
k chosen particles in GW(L) gave birth to more than J(T ) children. By a union bound, it suffices
to show that the probability that the first of the k particles has an ancestor that gave birth to more
than J(T ) particles, conditional on NT ≥ k, tends to 0. From now on we may assume without loss of
generality that PT [L] ≥ 1.

For a particle u ∈ NT , let ΦT (u) be the event that at least one of the ancestors of u had more than
J(T ) children. By (12),

PT
[ 1

NT

∑
u∈NT

1ΦT (u)

∣∣∣NT ≥ 1
]

=
PT [NT ]

PT (NT ≥ 1)
Q1,T
T

[ 1

NT
1ΦT (ξ1T )

]
.

By the FKG inequality,

Q1,T
T

[ 1

NT
1ΦT (ξ1T )

]
≤ Q1,T

T

[ 1

NT

]
Q1,T
T (ΦT (ξ1

T )),

so applying (12) again with f ≡ 1,

PT
[ 1

NT

∑
u∈NT

1ΦT (u)

∣∣∣NT ≥ 1
]
≤ PT [NT ]

PT (NT ≥ 1)
Q1,T
T

[ 1

NT

]
Q1,T
T (ΦT (ξ1

T )) = Q1,T
T (ΦT (ξ1

T )).

By Markov’s inequality, this is at most the expected number of births of size larger than J(T ) along

the spine by time T under Q1,T
T ; by Lemma 10 (note that since we have only one spine, ψ1 = ∞)

the births occur as a Poisson point process of rate rmT , and by Lemma 11 the sizes of the births are
size-biased. Thus

Q1,T
T (ΦT (ξ1

T )) ≤ rmTT

∞∑
j=J(T )

jp
(T )
j

mT
.

But mT → 1 and we chose J(T ) such that the sum above is o(1/T ); so Q1,T
T (ΦT (ξ1

T ))→ 0 and therefore

PT
[ 1

NT

∑
u∈NT

1ΦT (u)

∣∣∣NT ≥ 1
]
→ 0.

We wanted to show that the probability that the first chosen particle has an ancestor that gave
birth to more than J(T ) particles, conditional on NT ≥ k, tends to 0. We have shown the same
statement conditional on NT ≥ 1, so it now suffices to show that

PT (NT ∈ {1, . . . , k − 1}|NT ≥ 1)→ 0.

This follows from the near-critical version of Yaglom’s theorem: see [8, Theorem 2].
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