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Abstract
This thesis is devoted to the methods for the stability (dissipativity) analysis and stabilization of linear
systems with non-trivial distributed delays based on the application of the Liapunov-Krasovskii functional
(LKF) approach. We first propose methods for designing a dissipative state feedback controller for linear
distributed delay systems, where the delay is known and the distributed delay kernels belong to a class
of functions. The problem is solved by constructing a functional related to the distributed delay kernels
via using a novel integral inequality. We subsequently extend the previous results to handle uncertain
linear distributed delay systems, where the presence of linear fractional uncertainties is handled by a novel
proposed lemma. Since integral inequalities play a vital role in utilizing the LKF approach, we then propose
three general classes of novel integral inequalities, where relations and other properties are established in
terms of inequality bound gaps. The proposed inequalities possess very general structures and generalize
many existing integral inequalities in the delay-related literature. Next we propose a new method for the
dissipativity and stability analysis of linear coupled differential-difference systems (CDDSs) with distributed
delays of arbitrary L2 functions as its kernels. The distributed delay kernels are approximated by a class
of functions including the option of Legendre polynomials. In addition, approximate errors are included
by the resulting dissipativity (stability) condition via a matrix framework thanks to the application of a
novel proposed integral inequality via the construction of an LKF. The previous results are then followed
by a study of delay range analysis where the problem of dissipativity and stability analysis of a CDDS with
distributed delays is considered with an unknown but bounded delay. By constructing a functional whose
matrix parameters are dependent polynomially on the delay value, a dissipativity and stability condition
can be derived in terms of sum-of-squares constraints. Finally, we present new methods for the dissipative
synthesis of linear systems with non-trivial time-varying distributed delay terms where the value of the
time-varying delay is only required to be bounded. The problem is solved by the LKF approach thanks to
a novel proposed integral inequality.
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The following list of symbols is applied throughout the entire thesis without overloading of notations. Note
that in this thesis overloading of other types of notations, such as the symbols representing general scalar,
functions, or matrices, can happen among different chapters or in a single chapter without causing ambiguity.

universal quantifier ∀

existential quantifier ∃

unique existential quantifier !∃

N := {1, 2, 3 · · · }

N0 := N ∪ {0}

R := {All Real Numbers}

R≥a := {x ∈ R : x ≥ a}

C := {All Complex Numbers}

Rn×m := {All Real n×m Matrices}

Cn×m := {All Complex n×m Matrices}

Sn := {X ∈ Rn×n : X = X⊤}

Rn×m
[r] := {X ∈ Rn×m : rank(X) = r}

Sy(X) := X +X⊤ where X ∈ Rn×n

YX := {f(·) : f(·) is a function from X onto Y }

L∫ (X # Y) := {f(·) ∈ YX : f(·) is measurable
}

∥x∥q := (
∑n

i=1 |xi|q)
1
q p-norm of x ∈ Rn

∥f(·)∥p :=
(∫

X |f(x)|
pdx
) 1

p p-seminorm of f(·)

∥f(·)∥p :=
(∫

X ∥f(x)∥
p
2dx
) 1

p p-seminorm of f(·)

∥f(·)∥∞ := supx∈X ∥f(x)∥2

Lp(X # R) := {f(·) ∈ L∫ (X # R) : ∥f(·)∥p < +∞}

Lp(X # Rn) := {f(·) ∈ L∫ (X # R) : ∥f(·)∥p < +∞}

L̂p(X # Rn) The local integrable version of Lp(X # Rn)

C(X # Rn) :=
{
f(·) ∈ (Rn)

X
: f(·) is continuous on X

}
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Chapter 1

Introduction

1.1 Background
Dynamical systems with time delays [1–3] are capable to characterize real-time processes influenced by
transport, propagation or aftereffects [3–5]. Mathematically, systems with delays generally can be expressed
via functional differential equations [6, 7], coupled differential-difference equations [8–10], or posed as infinite
dimensional systems [11–14]. Many examples concerning modeling aftereffects can be found among different
research areas such as viscoelasticity [15], biological processes [16–18], SIR epidemic model [19–21], financial
market [22, 23] and network control systems concerning internet congestion [24, 25]1. For systems operating
in real-time environment, delay effects can be introduced by engineering devices such as actuator, sensors,
wires or communication channel etc. It has been shown that the presence of delay in a system can lead
to positive [27, 28] or negative [29] system behaviors. As a result, the analysis and control of dynamical
systems with delays play a vital role in the context of system engineering.

There are different types of delays one may consider in a system model such as discrete and distributed
delays. A good example to illustrate the nature of a discrete delay model can be found in [3] where it is
characterized via a classical transport equation with appropriate boundary conditions. This may intuitively
explain the connections between delays and transport phenomena, and why the presence of delays in a system
may render the system’s dimension to be infinite dimensional. On the other hand, delays can be introduced
by media of propagation with more complex structures. A distributed delay is denoted via an integral over a
“delay interval” which takes into account a segment of the information of past dynamics. Hence one might
argue that the information contained by a distributed delay term is richer than a simple discrete delay.
However, this may also make distributed delays more difficult to be analyzed mathematically compared to
its discrete counterpart due to the presence of different integral kernels. Systems with distributed delays are
encountered among the models of biological processes [18–20, 30–35], population dynamics [36, 37], traffic
flows [38–40], neural networks [41–43], matching dynamics [44, 45], shimmy dynamics of wheels [46] and
milling processes [47]. Distributed delays can also exist at the input of a system [48, 49], or the feedback
loop of a control mechanism [50–54] which may produce positive results [54] to the behavior of closed-loop
systems.

The stability of systems is of cardinal importance to qualitatively analyze the behavior of system’s
dynamics. The presence of delays in a system [55] can have fundamental influences to its stability. Even for
the case of linear delay systems [5], stability analysis and synthesis still require sophisticated mathematical
instruments. This is quite different from linear time-invariant (LTI) systems with finite dimensions for which
stability analysis and state-feedback control can be straightforwardly achieved by constructing a quadratic
Liapunov function [56]. On the other hand, the presence of distributed delays in a linear system may further

1For further models of real-time applications, see the examples listed in [26] and the chapter 2 of [7]
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complicate the problems of stability analysis and stabilization. Thus it is of great interest to propose effective
solutions for the problems of stability analysis and synthesis of linear systems with distributed delays.

This thesis is devoted to present new methods for the stability analysis and stabilization of linear
systems with distributed delays with finite delay values considering dissipativity constraints. Specifically, the
distributed delays considered in this thesis possess non-trivial kernels and the proposed methods are based
on the construction of Liapunov-Krasovskii functionals (LKFs). For the rest of this chapter, backgrounds
of the mathematics preliminaries concerning systems with delays will be first introduced with the emphasis
on the Liapunov-Krasovskii stability criterion. Next, a section of a literature review is presented which
includes existing methods on the stability analysis and stabilization of linear systems with delays based
on the construction of LKFs. Finally, research motivations and the outline of the rest of the chapters are
presented in the last section. Some contents in this thesis are based on or related to the results reported by
the author in [57–60].

1.2 A review of the general mathematical representations and
stability analysis of systems with delays

In this section, general models for systems with delays are presented based on the framework of coupled
differential-functional equations (CDFEs). The expression of coupled differential-functional equations is
capable to characterize many types of systems affected by delay effects, such as the systems represented
by retarded and neutral type functional differential equations [6, 7]. The corresponding stability criteria of
Liapunov’s direct method for coupled differential-functional equations are also summarized mathematically.

Note that this chapter is not intended to provide a thorough and systematic study on the mathematical
theories of coupled differential-functional equations or functional differential equations. For more informa-
tion on the rich theories behind this topic, readers can refer to [6, 10, 61]. Also see [62] for an excellent
treatise on the theoretical fundamentals of dynamical systems and mathematical control theories.

1.2.1 Systems with delays characterized by Coupled Differential-Functional
Equations

The expression of a general coupled differential-functional equation [10] is presented as follows

ẋ(t) := lim
η↓0

x(t+ η)− x(t)
η

= f (t,x(t),yt(·)) , y(t) = g(t,x(t),yt(·)), t ≥ t0

x(t0) = ω ∈ Rn, ∀θ ∈ [−r, 0), y(t0 + θ) = yt0(θ) = ψ(θ)

(1.1)

where f : R× Rn × Ĉ([−r, 0) # Rn)→ Rν and g : R× Rn × Ĉ([−r, 0) # Rν)→ Rν , which satisfy

∀t ∈ R, 0n = f (t,0n,0ν) , 0ν = g(t,0n,0ν), (1.2)

and t0 ∈ R and ψ(·) ∈ Ĉ ([−r, 0) # Rν) and yt(·) ∈ Ĉ ([−r, 0) # Rν) satisfying

∀t ≥ t0, ∀θ ∈ [−r, 0), yt(θ) = y(t+ θ). (1.3)

The notation Ĉ([−r, 0) # Rν) stands for the function space of bounded right piecewise continuous functions
f(τ) ∈ Rν which together with a uniform norm ∥f(·)∥∞ := supτ∈[−r,0) ∥f(τ)∥2 constitutes a Banach space.
According to what has been pointed out in Section 2 of [10], the uniqueness and existence of the solution of
(1.1) can be established by using the procedures in [63] which require certain properties must be satisfied
by f : R× Rn × Ĉ([−r, 0) # Rn)→ Rν and g : R× Rn × Ĉ([−r, 0) # Rν)→ Rν .
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Now let g(t,x(t),yt(·)) := x(t) which satisfies (1.2), then the corresponding system (1.1) in this case
becomes

ẋ(t) = f(t,x(t), xt(·)),

x(t0) = ω ∈ Rn, ∀θ ∈ [−r, 0), x(t0 + θ) = xt0(θ) = ψ(θ)
(1.4)

where xt(·) ∈ Ĉ ([−r, 0) # Rn) satisfies

∀t ≥ t0, ∀θ ∈ [−r, 0), xt(θ) = x(t+ θ). (1.5)

The differential equation in (1.4) can be further simplified into

ξ̇(t) = f̂ (t,ξt(·)) , t ≥ t0

∀θ ∈ [−r, 0], ξ(t0 + θ) = ξt0(θ) = ϕ(θ),
(1.6)

where f̂ : R× Rn × C([−r, 0] # Rn)→ Rn and ϕ(·) ∈ C([−r, 0] # Rn) and ξt(θ) satisfies

∀t ≥ t0, ∀θ ∈ [−r, 0], ξt(θ) = ξ(t+ θ). (1.7)

Note that in (1.6) we have chosen a continuous function ϕ(·) ∈ C([−r, 0] # Rn) for the initial condition
in (1.6), which is simpler than the piecewise continuous initial function ψ(·) in (1.4). Now (1.6) is the
standard expression of general functional differential equations [6, 7]. On the other hand, consider the
following neutral functional differential equation [6, 7]

ẋ(t) = f́(t,yt(·)), x(t) = y(t)− h(t,yt(·)), t ≥ t0

∀θ ∈ [−r, 0], yt0(θ) = ϕ(θ)
(1.8)

where t0 ∈ R and ϕ(·) ∈ C([−r, 0] # Rn) and yt(·) satisfies

∀t ≥ t0, ∀θ ∈ [−r, 0], yt(θ) = y(t+ θ). (1.9)

Moreover f́ : R× C([−r, 0] # Rn)→ Rν and h : R× C([−r, 0] # Rn)→ Rn in (1.8) satisfy

∀t ∈ R, 0n = f́(t,0n), 0n = h(t,0n). (1.10)

Note that (1.8) can be reformulated into

ẋ(t) = f̀ (t,y(t), ýt(·)) = f̀
(
t,
[
x(t) + h(t,y(t), ýt(·))

]
, ýt(·)

)
= f̃ (t,x(t), ýt(·)) , t ≥ t0

y(t) = x(t) + h(t,y(t), ýt(·)) = h̃ (t,x(t), ýt(·)) ,

x(t0) = ϕ(0)− h(t0,ϕ(·)), ∀θ ∈ [−r, 0), ýt0(θ) = ϕ(θ)

(1.11)

where ýt(·) satisfies
∀t ≥ t0, ∀θ ∈ [−r, 0), ýt(θ) = y(t+ θ), (1.12)

and the functionals f̃ : R× Rn × C([−r, 0) # Rn)→ Rν and h̃ : R× Rn × C([−r, 0) # Rν)→ Rν satisfy

∀t ∈ R, 0 = h̃(t,0,0), 0 = f̃(t,0,0). (1.13)

Now it is clear to see that (1.11) can be analyzed via (1.1) which illustrates that (1.1) can be applied to
model certain neutral functional differential equations.

In the context of system engineering, the stability of a system is one of the fundamental properties
which we want to study. In the next subsection, the corresponding Liapunov’s direct approach for CDFEs
is presented.
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1.2.2 LKF approach for the stability analysis of CDFEs

The following Liapunov-Krasovskii stability theorem for of CDFEs is taken from Theorem 3 of [10] and
paraphrased with our own notations. For further details of exact mathematical definitions of different types
of stability, see Definition 1 and Definition 2 in [10].

Theorem 1.1. Let f : R × Rn × Ĉ([−r, 0) # Rn) → Rν and g : R × Rn × Ĉ([−r, 0) # Rν) → Rν in (1.1) to
satisfy the prerequisites of Theorem 3 of [10], and assume that y(t) = g(t,x(t),yt(·)) in (1.1) is uniformly
input to state stable2. Moreover, let α1(·), α2(·), α3(·) ∈ C (R≥0 # R≥0) to be non-decreasing function and
∀θ > 0, α1(θ) > 0, α2(θ) > 0 with α1(0) = α2(0) = 0. Then the trivial solution x(t) ≡ 0n, y(t) ≡ 0ν of
(1.1) is uniformly stable, if there exist differentiable functionals v : R × Rn × Ĉ([−r, 0) # Rν) → R≥0 such
that ∀t ∈ R, v(t,0n,0ν) = 0 and

α1 (∥ω∥2)≤ v(t0,ω,ϕ(·))≤ α2 (∥ω∥2 ∨ ∥ϕ(·)∥∞) (1.14)

v̇(t0,ω,ϕ(·)) =
d+

dt
v(t,x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ω,yt0 (·)=ϕ(·)

≤ −α3 (∥ω∥2) (1.15)

for any initial condition ω ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rn) in (1.1), where t0 ∈ R, ∥ω∥2 ∨ ∥ϕ(·)∥∞ :=

max (∥ω∥2 , ∥ϕ(·)∥∞) and d+

dx f(x) = limsupη↓0
f(x+η)−f(x)

η . Furthermore, if ∀θ > 0, α3(θ) > 0, then the
trivial solution x(t) ≡ 0n, y(t) ≡ 0ν of (1.1) is uniformly asymptotically stable. In addition, the trivial
solution x(t) ≡ 0n, y(t) ≡ 0ν of (1.1) is globally uniformly asymptotically stable if limθ→∞ α1(θ) =∞.

Note that if x̂(t) and ŷ(t) are any solution of (1.1), then their stability can be determined by the trivial
solution z(t) = 0n and ζ(t) = 0ν of the system

ż(t) = f
(
t, z(t) + x̂(t), zt(·) + ŷt(·)

)
− f (t, x̂(t), ŷt(·)) ,

ζ(t) = g
(
t, z(t) + x̂(t), zt(·) + ŷt(·)

)
− g(t, x̂(t), ŷt(·))

(1.16)

where zt(·) satisfies
∀t ≥ t0, ∀θ ∈ [−r, 0), zt(θ) = z(t+ θ). (1.17)

If a system considered in (1.4)–(1.7) is concerned, then Theorem 1.1 can be modified to deal with (1.6)
where Theorem 1.1 becomes Theorem 2.1 in [6] or Theorem 1.3 in [64]. Moreover, one can conclude that
the stability of certain types of neutral functional differential equations can be analyzed by Theorem 1.1
via the representation of (1.1) based on what we have demonstrated in (1.8)–(1.11).

Remark 1.1. Theorem 1.1 can be considered as an extension of the direct Liapunov method for systems
with finite dimensional. It provides an effective tool to verify the stability of (1.1) without explicitly knowing
the analytic expressions of the solution of (1.1).

The direct Liapunov approach in Theorem 1.1 generally can only provide a sufficient condition to de-
termine the stability of (1.1). In the context of control engineering, it is desirable to numerically construct
Liapunov functions (functionals) where conditions like (1.14) and (1.15) are implied by the feasible solution
of certain optimization programs. In this thesis, we focus on the synthesis and stability analysis of linear
systems with distributed delay. Unlike the situation of using a quadratic Liapunov function to analyze
the stability of an LTI delay-free system, sufficient and necessary stability conditions generally cannot be
derived by constructing LKFs for linear systems with delays. In the following section, we review some
existing methods for the stability analysis and stabilization of linear delay systems with particular emphasis
on linear systems with distributed delays, where we present some recent development of methodologies and
discuss the technical difficulties on this topic.

2For the mathematical definition of the uniformly input to state stability of y(t) = g(t,x(t),yt(·)), see Definition 2 in [10]
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1.3 Literature review on the stability analysis of linear systems
with distributed delay

In this section, the review of two major branches (frequency and time-domain approaches) of existing meth-
ods for the stability analysis and stabilization of linear delay systems are presented with special emphasis on
linear systems with distributed delays. The scenarios proposed in this thesis are based on the construction
of LKFs which belongs to the category of time-domain approaches. We also provide a brief summary con-
cerning the development of the optimization methods via semidefinite programmings by which our proposed
stability (stabilization) conditions in this thesis can be numerically solved.

To effectively describe the existing works on the stability analysis and stabilization of linear systems
with distributed delays, we use the following linear distributed delay system

ẋ(t) = A1x(t) +A2x(t− r) +

∫ 0

−r

A3(τ)x(t+ τ)dτ, r > 0 (1.18)

as a reference in time-domain, where A3(·) ∈ L2 ([−r, 0] # Rν), r > 0 and x(t) ∈ Rn. The spectrum of (1.18):

{s ∈ C : p(s) = 0} , p(s) = det

(
sIn −A1 −A2e

−rs −
∫ 0

−r

A3(τ)e
τsdτ

)
. (1.19)

is used as a reference to discuss existing frequency-domain-based methods.

1.3.1 Frequency-domain approaches

The information of the spectrum in (1.19) is determined via the zeros of a complex-valued function p(·)
including complex exponential functions. Unlike the case of a finite-dimensional LTI system which can only
have finite numbers of characteristic roots, a linear delay system can have countably infinite number of
number of characteristic roots [64, 65], hence more advanced mathematical theories may be required for the
analysis of (1.19).

Essentially, using (1.19) to determine the stability of (1.18) converges to the problem of computing the
spectral abscissa [5] of {s ∈ C : p(s) = 0}. Specifically, it is true that (1.18) is asymptotically (exponentially)
stable if and only if (see Theorem 1.5 in [64]) max {ℜ(s) : p(s) = 0} < 03. Thus by using the value of
max {ℜ(s) : p(s) = 0} which might be acquired by computing the zeros of p(s) within a critical region in the
complex plane, the stability of (1.18) can be determined. Concerning existing which may handle this type
of problem, one can consider the methods developed for computing the zeros of general analytic functions
[66–68], or solutions proposed for solving nonlinear eigenvalue problems [69–79]. Here we name a few
frequency-domain approaches further which can handle a general4 distributed delay term

∫ 0

−r
A3(τ)e

τsdτ in
the spectrum with available code implementation in Matlab environment,. The numerical method in [80–83]
(Matlab code in http://cdlab.uniud.it/software#eigAM-eigTMN) allows one to analyze the stability of
a retarded (renewal) linear system with multiple numbers of discrete and distributed delays, as long as
the values of delays are given and explicit expressions of the distributed delay terms are provided. On
the other hand, the algorithms in [84–86] provide solutions for the computation and analysis of quasi-
polynomials, which can be applied to calculate the spectral abscissa of (1.19) with a given r > 0. However,
the implementation of the algorithm [86] in Matlab environment (Matlab code in http://www.cak.fs.
cvut.cz/algorithms/qpmr) cannot be applied if the integral term

∫ 0

−r
A3(τ)e

τsdτ in (1.19) cannot be
denoted by a closed form expression.

Note that here we have no intention to make a detailed survey on the frequency-domain approaches for
the analysis of stability of delay system. For more information on this topic, interested readers can refer

3The criteria are different for neutral type delay systems or coupled differential functional systems
4“General” here means that A(τ) is not a constant over [−r, 0]
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to the monographs [64, 65, 87–91]. In addition, more frequency-domain-based schemes for the stability
analysis of linear delay systems can be found in [92–106]. (Apart from the approaches in [96, 103], these
methods may not be able to handle the stability of systems containing distributed delays with non-constant
kernels).

On the other hand, the research on the stabilization of systems with delays in frequency-domain is a rich
subject which can be approached via different perspectives. Early works on this topic can be found in [107,
108] where the Smith predictor is discussed. Other frequency-domain-based methods for the stabilization
of linear delay system are listed as follow:

• Stabilization of linear system including distributed delay: [109–111]

• Stabilization of linear systems with discrete delays [112–117]

• PID controller design for linear system with discrete delays [118–122]

• Stabilization of linear systems with discrete delays and performance constraints [123–126]

• Synthesis methods for single-input-single-output infinite dimensional systems [127–129]

• Synthesis methods for multiple-input-multiple-output infinite dimensional systems [11, 12, 130]

To the best of the author’s knowledge, the newest trend of frequency-domain-based methods for the
stabilization of linear systems with delays is represented by the results in [5, 123, 125] and [131, 132]5. These
methods are predominately nourished by the recent development of algorithms for non-smooth optimization
[133–138].

1.3.2 Time-domain approaches

The LKF approach is one of the major time-domain approaches for the stability analysis of systems with
delays. By exploiting the properties of LKFs with predefined structures, one may construct stability (syn-
thesis) conditions which are denoted by the unknown parameters of the functionals. It is desirable to pose
stability (synthesis) conditions as optimization constraints which can be efficiently solved by numerical al-
gorithms. The main challenges for this approach reside in deriving non-conservative stability (synthesis)
conditions which are significantly influenced by the predefined structures and mathematical handling of the
functionals to be constructed. As a matter of fact, the LKF approach for delay systems can be considered as
an extension of the second Liapunov approach for finite dimensional systems, where the latter one has been
successfully applied to characterize the stability of ẋ(t) = Ax(t) via the existence of a quadratic Liapunov
function v(ξ) = ξ⊤Pξ. General LKFs like

v(ϕ(·)) := ϕ⊤(0)P1ϕ(0) + 2ϕ⊤(0)

∫ 0

−r

P2(τ)ϕ(τ)dτ +

∫ 0

−r

∫ 0

−r

ϕ⊤(θ)P3(τ, θ)ϕ(τ)dτdθ

+

∫ 0

−r

ϕ⊤(τ)Q(τ)ϕ(τ)dτ (1.20)

has been previously investigated in [139, 140] for analyzing the stability of a simple delay system ẋ(t) =

A1x(t)+A2x(t− r), where P ∈ Sn, P2(τ) ∈ Rn×n, P3(τ, θ) ∈ Rn×n, Q(τ) ∈ Sn×n with P3(τ, θ) = P⊤
3 (θ, τ),

∀τ ; θ ∈ [−r, 0]. It has been shown in [141] that the form of (1.20) with Q(τ) = Q1 + (τ + r)Q2, which
can render (1.20) to admit a quadratic lower bound [141], is adequate to provide sufficient and necessary
stability conditions for the asymptotic stability. Thus (1.20) with Q(τ) = Q1+(τ + r)Q2 can be considered
as an example of complete Liapunov-Krasovskii functional6. In fact, it has been demonstrated in [143] that

5The synthesis scheme in [131, 132] are developed for infinite dimensional linear systems, hence it may be applied to design
a controller for a linear system with delays whenever it is applicable.

6For a thorough study on the theory of complete LKFs for linear delay system, see [142]
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there exists a complete LKF which can determine the stability of a general linear delay system. Moreover,
the idea of ’Complete LKF’ has been extended in [10] as

v(ϕ(·)) := ξ⊤P1ξ + 2ξ⊤
∫ 0

−r

P2(τ)ϕ(τ)dτ +

∫ 0

−r

∫ 0

−r

ϕ⊤(θ)P3(τ, θ)ϕ(τ)dτdθ

+

∫ 0

−r

ϕ⊤(τ)Q(τ)ϕ(τ)dτ (1.21)

with P ∈ Sn, P2(τ) ∈ Rn×ν , P3(τ, θ) = P⊤
3 (θ, τ) ∈ Rν×ν and Q(τ) ∈ Sν , which can be applied to provide

sufficient and necessary conditions for the stability of a coupled differential-difference equation

ẋ(t) = A1x(t) +A2y(t− r), y(t) = A3x(t) +A4y(t− r) (1.22)

with r > 0 and x(t) ∈ Rn and y(t) ∈ Rν .

Remark 1.2. Note that for a system with multiple delays such as

ẋ(t) = Ax(t) +

p∑
i=1

Aix(t− ri), ri+1 > ri, ∀i = 1 · · · p, (1.23)

the structure of the corresponding the complete LKF can be easily determined by adding more ’delay related’
integral terms in (1.21). See the functional in Chapter 7 of [64] for details.

In contrast to the situation of finding a quadratic function x⊤(t)Qx(t) for ẋ(t) = Ax where Q has finite
dimensions, the dimensions of decision variables P2(·), P3(·, ·) of (1.21) are infinite dimensional which are
significantly difficult to be constructed numerically. As a matter of fact, the handling of the distributed
delay term A3(·) in (1.18) inherits similar difficulties due to its infinite dimension. Consequently, early
results based on the LKF approach generally assume simple structures for the matrix parameters in (1.21)
and a constant distributed delay kernel A3(τ) = D ∈ Rn×n. For instance, with P2(τ) = P3(τ, θ) = On and
Q(τ) = Q1, one may use (1.21) to derive delay independent conditions for ẋ(t) = A1x(t) + A2x(t − r),
which ensures that the system is asymptotically stable irrespective to the values of delay r > 0. However,
such stability condition is too restrictive since some system may only be stable within specific ranges of
delay values, thus it is imperative to derive delay-dependent stability conditions which are related to the
value of delays.

Supported by the popularization of LMIs [56], there have been tremendous amounts of literature since
the middle of the 90s dedicated to this topic on both stability analysis [144–157] and stabilization [158–169].
For comprehensive collections of the existing literature on this topic, see the monographs in [64, 170–
173]. Although choosing P2(·), P3(·, ·) to be constant leads to stability (synthesis) conditions with finite
dimensional, the induced conservatism is obvious given the fact that P2(·), P3(·, ·) in (1.21) are assumed to
be general functions. Thus it is certainly reasonable to consider P2(·), P3(·, ·) with more general structure.
On the other hand, unilaterally adding more terms to LKFs may not necessarily lead to less conservative
stability conditions. One of the critical factors in the procedure of deriving stability conditions via the LKFs
approach is the application of integral inequalities whose lower bounds may have a significant impact to
the conservatism of the resulting stability (synthesis) conditions. Finally, it is important to mention that
only sufficient conditions can be obtained generally via the LKF approach due to the intrinsic mathematical
structures encountered in the procedure of deriving stability (synthesis) conditions which are generally
denoted by matrix inequalities. Thus how to construct stability (synthesis) conditions with less conservatism
and fewer variables become the paramount goal to be achieved if the LKF approach is considered.

Since P2(·) and P3(·, ·) in (1.21) are of infinite dimensional, thus discretization or approximation scheme
may be applied to P2(·) and P3(·, ·) to construct variables with finite dimensions. Initiated in [174] by Gu,
the variables P2(·), P3(·, ·) and Q(·) in (1.21) are discretized by piecewise linear functions over subregions
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of a delay interval. This idea has produced fruitful results over the past decade [175–179] and has been
successfully extended to tackle linear coupled differential-difference system [10, 180, 181], and linear systems
with distributed delays terms which are of piecewise constant integrand [182, 183]. However, the assumption
of using piecewise linear functions as the basis of P2(·), P3(·, ·) and Q(·) can be conservative, and it is not
clear how to deal with a distributed delay term with more general integrands. By using the application
of full-block S-procedure [184], a novel approach is presented in [185] where a linear system with rational
distributed delay kernels is considered. The method in [185] can be applied to handle general distributed
terms via approximations though it is not clear about the relationship between the stability of the original
and approximated system. However, the stabilization condition in [185] demands (A,B) to be stabilizable7

where A is the delay-free state space matrix and B is the input gain matrix, thereby inferring that the
induced conservatisms cannot be ignored.

On the other hand, the research on finding new integral inequalities for the construction of LKFs is
increasingly becoming popular. In [156], a general form of Wirtinger inequality is derived which generalizes
the integral form of Jensen inequality. A significant breakthrough was first made in [186] where Legendre-
Bessel integral inequality is derived. This integral inequality generalizes the previous Jensen and Wirtinger
inequalities and it is perfectly suitable to be applied to construct stability conditions via functionals like
(1.21) with polynomials kernels for P2(·) and P3(·, ·). A distinct feature in [186] is that the feasibility
of the stability conditions is a hierarchy with respect to the degree of the Legendre polynomials in the
LKF. Moreover, the numerical examples tested in [186] and the subsequent literature [187] had clearly
demonstrated the advantage of the stability conditions in [186, 187] over existing results based on less
conservatism and lower numerical complexity. Following this idea, Legendre-Bessel integral inequality has
been further extended in [188] to cope with linear distributed delay systems where the distributed delay
kernels can be any continuous functions approximated via Legendre polynomials. Although the method of
handling distributed delay is based on approximation, the stability of the original distributed delay system
was analyzed in [188] and the results are not based on the stability of an approximated system. This can
be reflected by the fact that the approximation error of the distributed delay function is included by the
hierarchical stability condition in [188]. A potential problem of the method developed in [188] is that very
large values for the degree of Legendre polynomials might be required to approximate a distributed delay
kernel function if the form of the function is not “friendly” towards polynomials approximations.

Remark 1.3. Apart from the LMI-based LKF approach in time-domain, there are also other types of
methods which can be applied to the stability analysis and stabilization of systems with delays. Early
results can be found in [189, 190] where the ideas of both predictor controllers and transcendental matrix
equations are employed to transfer the original delay system into an equivalent delay free system. However,
the approaches in [189, 190] inherit obvious conservatism originated from the restriction imposed on the
system’s parameters with uninviting numerical solvability. For instance, necessary conditions or sufficient
and necessary conditions for the stability of systems with delays have been proposed in [191–195] and
[196–198], respectively, based on the delay Liapunov matrix approach. However, as mentioned in [197], the
numerical solutions of the delay Liapunov matrix remains critical to the applicability of this approach, whose
difficulty is possibly derived from the mathematical complexity of delay systems and general distributed-
delay terms. Another representative example is the construction of predictor controllers [199] for systems
with input delays [200–203], and for systems with both state and input delays [204–210]. It is worthy to
mention that the idea of the classical prediction scheme has been further integrated with the constructive
synthesis approaches to attain stabilization for the delay systems possessing certain structures (backstepping,
forwarding) [211–213]. Finally, the semi-discretization scheme8 in [90] can be applied for the stability

7For the case of stability analysis, this means that the stability condition can be feasible only if the delay-free matrix A is
Hurwitz

8This approach might be interpreted as a mixed combination of both time and frequency-domain approaches
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analysis of linear-periodic time-delay systems with distributed delays.

1.3.3 Computational Tools for the Analysis and Synthesis of Delay Systems

Applying semidefinite programmings to solve problems in the context of control engineering has proved to
be fruitful in terms of stability analysis and stabilization [56]. For instance, by using a quadratic Liapunov
function for an LTI system with finite dimensions, the problem of stability analysis or stabilization can be
transformed into a problem characterized by optimization constraints denoted by linear matrix inequalities
which can be efficiently solved by using interior point algorithms for semidefinite programming [214]. A good
advantage of using LMIs approach is that the stability (stabilization) conditions can be extended (modified)
to incorporate further information, such as dissipativity [215] and uncertainties [216], without necessarily
introducing intractable mathematical complications. There has been a series of papers and monographs
dedicated to the application of LMIs related to the subject of systems and control [184, 217–219].

Recently, three papers [220–222] have demonstrated similar methodologies to solve polynomials opti-
mization problems rooted in the theory of algebraic geometry [223–225]. The so-called sum-of-squares
(SoS) programming can impose positive constraints on polynomials decision variables which ultimately can
be solved via LMIs with finite dimension. This provides an effective way to solve infinite dimensional robust
LMIs which are polynomially dependent to uncertainties over compact sets. A successive series of results in
[221, 226–231] contains comprehensive applications from a variety of standpoints. In terms of delay systems,
the constructions of general Krasovskii functionals via SoS approach are considered in [232–235] where the
functionals, with similar structures as (1.21), contains integral terms with polynomials kernels. However,
the implications of the numerical burden when SoS is applied to construct LKFs still need to be addressed
compared to standard LMIs approaches.

1.4 Research motivations and outline of thesis
The research motivations and the outline of this thesis are presented in this section. The first subsection
includes the theoretical and practical motivations to investigate the stability and stabilization of linear
systems with distributed delays. Moreover, we provide a summary in the second subsection to outline the
works of this thesis for each chapter.

1.4.1 Research Motivations

The first research motivation of this thesis is the fact that there are not too many existing solutions for
the stability analysis and stabilization of linear systems with general distributed-delays. Mathematically, a
linear system with both discrete and general distributed-delays can represent a significantly wide class of
general linear delay system.9 Thus the contribution of the methods for the stability (stabilization) of linear
systems with distributed delays is very important to the theory of general linear delay systems as a whole.
The results developed in [186–188] point to a very promising direction to apply the LKF approach to handle
the stability of delay systems. However, there is still wide space for the development of new approaches,
and many questions concerning distributed delay still can be addressed. For instance, can we derive non-
conservative stability (synthesis) conditions for linear systems with a non-trivial distributed delay term
where the stability (synthesis) conditions can detect delay margins? Moreover, can a distributed delay term
be tackled directly in the context of stability analysis (stabilization) even if no approximation is employed?
On the other hand, can we apply other types of functions instead of only Legendre polynomials [188] to
handle a general distributed-delay term in the context of stability analysis? Based on the mathematical
nature of constructing stability conditions via LKFs, the previous three questions imply that new integral

9For instance, see Chapter 7 in [6] for the general model of autonomous linear functional differential system.
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inequalities are required to be developed which must be able to handle non-polynomials kernels. Finally,
the synthesis solutions for systems with delays still need to be further addressed since it may not be trivial
to construct convex conditions for the solutions of synthesis problems via the LKF approach. All these
questions are worthy to be considered and in fact answered by the results presented in this thesis.

The second motivation is the ubiquitous, both theoretical and practical, applications of linear systems
with delays. For theoretical applications, if the transfer function of a linear distributed parameter system
(linear infinite dimensional system) is identical to the transfer function of a system with delays, then its
stability can be analyzed by the corresponding delay model via constructing LKFs. Indeed, it has been
shown in [236–239] that coupled PDE-ODE systems, which can be applied to model drilling mechanisms
[240], can be equivalently described by systems with delays. Thus if a linear distributed parameter system
contains a distributed delay term, this system might be analyzed by an equivalent linear system with a
distributed delay. Furthermore, one of the appealing feature of the LKF approach compared to common
frequency-domain solutions is that intractable mathematical difficulties are not necessarily introduced when
the method is extended to consider dissipativity [173], uncertainties [241], or uncertain bounded time-varying
delays [242]. In fact, the rich existing results on the stability analysis and control of networked control [243–
247] and sampled-data systems [248–252] advanced by the LKF approach can undoubtedly demonstrate the
importance of developing effective solutions for linear systems with time-varying delays. On the other hand,
it has been shown in [253] the digital communication channel, with stochastic packet delay and loss, of a
networked control system can be modeled via distributed delays. Hence new methods on the systems with
distributed delays based on the LKF approach may lead to significant advancements on the modeling and
control of networked control systems, which has become one of the major subjects in the field of control
engineering.

1.4.2 Outline of Thesis

The contents of the rest of the chapters in this thesis are summarized as follows.
In Chapter 2, we examine the problem of stabilizing a linear system with distributed delays subject

to dissipativity constraints. The distributed delay terms exist in states, inputs and outputs of the system,
and the distributed delay kernels can include a certain class of elementary functions such as polynomials,
trigonometric and exponential functions. Sufficient conditions for the existence of a stabilizing state feedback
controller under the dissipativity constraints are derived in terms of linear and bilinear matrix inequalities
(BMIs) via constructing an LKF related to the distributed kernels. The construction of the functional is
achieved through the application of a novel general integral inequality. To tackle the non-convexity induced
by the BMI in the synthesis conditions, Projection Lemma is employed to produce convex conditions denoted
by LMIs. Moreover, an iterative algorithm is constructed to further improve the feasibility of our methods.
Finally, numerical examples are presented to demonstrate the strength and effectiveness of the proposed
methodology.

In Chapter 3, the solutions of stability analysis and stabilization in Chapter 2 are further extended to
deal with the problem of stabilizing an uncertain linear system with distributed delays subject to dissipativity
constraints, where the uncertainties are of linear fractional forms and subject to the constraints of full block
scaling structures. To handle the complex uncertainties with linear fractional structures, a lemma is derived
which establishes a relation between simple LMIs and a robust LMI with linear fractional uncertainties
where the well-posedness of the uncertainties can be determined by a matrix inequality condition with
finite dimensions. Based on the results derived in Chapter 2 without considering the presence of system
uncertainties, two theorems containing synthesis conditions can be derived based on the application of the
aforementioned lemma where the conditions of the second theorem are convex. Similar to the paradigm
utilized in Chapter 2, an iterative algorithm is also proposed to solve the BMI in the first theorem to further
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reduce conservatism, where the algorithm can be initiated by the feasible solutions of the aforementioned
second theorem. A distinct feature of the result in this chapter is that the proposed method is further
modified to design a non-fragile dynamical state feedback for a linear system with input delays, where both
the plant and resulting controller are robust against uncertainties. More importantly, the corresponding
iterative algorithm for the design of non-fragile dynamical state feedback can be initiated simply by the gain
of a constructible predictor controller, without appealing to a separate theorem. A battery of numerical
examples is tested to demonstrate the effectiveness of our proposed methods.

Given the importance of having optimal integral inequalities demonstrated by the results in the previous
two chapters, three general classes of integral inequality are developed in Chapter 4 which can be utilized
with the LKF approach to handle stability related problems for linear systems with delay. Our inequalities
exhibit very general structures in terms of the generality of weight functions and integral kernels of the lower
quadratic bounds. Almost all existing inequalities in the peer-reviewed literature, including those with free
matrix variables, are the special cases of our proposed inequalities. Moreover, relations are established in
terms of the inequality bound gaps between our proposed inequalities. For specific applications concerning
systems with delays, our inequalities are applied to construct a stability condition via the LKF approach
for a linear CDDS with a distributed delay. It is shown that the resulting stability condition is invariant
with respect to a parameter in the LKF and equivalent stability conditions can be derived by using different
types of inequalities. Finally, it is important to stress that the proposed inequalities can be applied in more
general contexts such as the stability analysis of PDE-related systems or sampled-data systems.

Chapter 5 presents a new method for the dissipativity and stability analysis of a linear CDDS with
general distributed-delays at both state and output. More precisely, the distributed delay terms under
consideration can contain any L2 functions which are approximated via a class of elementary functions
which includes the option of Legendre polynomials. By using this broader class of functions compared
to the existing approach in [188] where only Legendre polynomials are utilized for approximations, one
can construct LKFs with more general structures as compared to the existing approach in [188] where the
functional is parameterized via Legendre polynomials. Furthermore, a novel generalized integral inequality
is also proposed to incorporate approximation error in our stability (dissipativity) conditions. Based on the
proposed approximation scenario with the proposed integral inequality, sufficient conditions determining
the dissipativity and stability of a CDDS are derived in terms of linear matrix inequalities. In addition,
several hierarchies in terms of the feasibility of the proposed conditions are derived under certain constraints.
Finally, several numerical examples are presented in this chapter to show the effectiveness of our proposed
methodologies.

The problem of delay range stability analysis for a CDDS with distributed delays is investigated in
Chapter 6 where the system is also subject to a dissipative constraint. Polynomials distributed delay
kernels are considered in this chapter so that tractable stability conditions can be obtained. A LKF with
non-constant matrix parameters, which are related to the delay value polynomially, is applied in this chapter
to construct sufficient conditions which guarantee range stability of a linear CDDS subject to a dissipative
constraint. The proposed sufficient conditions for the stability and dissipativity of the system are denoted by
sum-of-squares constraints which are constructed based on the application of a matrix relaxation technique
for robust LMIs without introducing any potential conservatism. Furthermore, the proposed methods can
be extended to solve delay margin estimation problems for a linear CDDS subject to prescribed dissipative
constraint. Finally, numerical examples are presented to demonstrate the effectiveness of the proposed
methodologies.

In Chapter 7, new methods are developed to stabilize a linear distributed delay system whose delay
is time-varying and bounded by given constants. The distributed delay terms exist at the states, inputs
and outputs of the system, and the distributed delay kernels in this chapter can be functions belonging to
a class of elementary functions. Furthermore, a novel integral inequality is proposed to construct synthesis
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(stability) conditions via an LKF where the conditions are expressed in terms of matrix inequalities. The
proposed synthesis (stability) conditions, which can determine the stability and dissipativity of the system
with a supply function, are related to the values of the bounds of the time-varying delay where the infor-
mation of the derivatives of the time-varying delays is absent. Given what we have presented in Chapter 2
concerning the handling of bilinear matrix inequalities, the resulting synthesis (stability) conditions in this
chapter can be either solved directly by the standard solvers of SDPs if they are convex, or reshaped into
LMIs, or solved by an iterative algorithm. Finally, numerical examples are presented to demonstrate the
effectiveness of the proposed methodologies.

At the end of this thesis, we outline some future works and suggestions in Chapter 8.
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Chapter 2

Dissipative Stabilization for a Linear
Delay System with Distributed
Delays

2.1 Introduction
Among many models of Time-Delay Systems (TDS) [6], distributed delay systems (DDS) cover a wide range
of real-time applications [38, 39]. For a rigorous treatment and benchmark results on the frequency-domain
approaches for linear TDS or DDS, see the monograph [5] and the references therein. As for time-domain
approaches, the construction of LKFs [64] has been adopted as the most common method to undertake
both stability analysis and controller synthesis. In particular, the complete Liapunov Krasovskii functional
(CLKF) [64, 142], which can provide a sufficient and necessary stability condition for linear delay systems
such as ẋ(t) = A1x(t) + A2x(t − r), r ≥ 0, generalizes most of the existing proposed functionals. For
a thorough treatise on the fundamental theories of CKLF and its mathematical derivation, see [142] and
references therein.

In contrast to constructing a quadratic function within the context of semi-definite programming, the
decision variables of CLKF possess infinite dimension which leads to significant difficulties to calculate these
variables numerically. In addition, similar problems have been encountered in dealing with non-constant
distributed delay terms. If one assumes a linear system with constant distributed delay terms and analyze
this system with a functional with constant decision variables, then finite dimension constraints denoted
by LMIs can be obtained accordingly. There has been a significant series of literature on this direction to
perform either stability analysis or controller synthesis for linear DDS [165, 168, 169]. For a collection of
the previous works on this topic, see the monographs [172, 173].

For dealing with non-constant distributed delay terms, the results in [254] have demonstrated that
certain linear DDS can be transformed into a system with only discrete delays. However, this method
inherits obvious conservatism due to the presence of additional dynamics required by adding new states.
An alternative synthesis approach, based on the discretization scheme proposed in [255], is presented in [183]
considering linear DDS with a piecewise constant distributed delay term. Moreover, by using the application
of full-block S-procedure [184], a novel synthesis scenario is presented in [185] to tackle systems with rational
distributed delay kernels, which is capable of dealing with general distributed terms via approximations.
However, the derived stabilization conditions require (A,B) to be stabilizable in [185] (A is the delay-free
state space matrix and B is the input gain matrix), thereby inferring that the induced conservatisms cannot
be ignored. Finally, a systematic way to construct controllers for linear systems with discrete and distributed
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delays, having forwarding or backstepping structures, has been investigated in [211].
In this chapter, we propose methods for stabilizing linear DDS with distributed delays in states, inputs

and outputs. The structure of the distributed delay terms considered here can be non-constant, as the
delay kernels functions can be polynomials, trigonometric and exponential functions. A quadratic supply
function [173, 215] is also incorporated by our synthesis schemes, which can provide a broad characterization
of controller performances. Furthermore, a new integral inequality is derived for the formulation of the
synthesis conditions, which can be considered as a generalization of the recent proposed Bessel-Legendre
inequality [186, 187]. By constructing a general LKF via the application this inequality, sufficient conditions
for the existence of a stabilizing state feedback controller taking into account the dissipativity constraints
are derived which are denoted by matrix inequalities containing a bilinear inequality. To circumvent the
bi-linearity induced by the product between the parameters of the controller and functional, Projection
Lemma [256] is applied so that convex synthesis conditions can be derived in terms of LMIs. To further
reduce the conservatism of our methods, an iterative algorithm is derived based on the scenario proposed in
[257]. Unlike existing methods, our proposed synthesis solutions neither require (A,B) to be stabilizable as
in [185], nor demand forwarding or backstepping structures as in [211]. In addition, the integral kernels of
our LKF are not necessarily polynomials compared to the existing results in [186, 187, 234]. With respect
to the performance of stability analysis, a numerical example presented in this chapter demonstrate that
our approach can outperform the method in [188] in terms of numerical complexity. This is largely due
to the fact that the distributed delay terms in this chapter are handled without appealing to the use of
polynomials approximations [188], as some functions are difficult to be approximated by polynomials with
insufficient degrees.

The chapter is organized as follows. The synthesis problem is first formulated in Section 2.2. Secondly,
we present vital mathematical results in Section 2.3 for the derivation of the synthesis solutions in this
chapter. Next, the main results on controller synthesis are presented in Section 2.4. To demonstrate the
capacity and effectiveness of our methodologies, numerical examples are investigated in Section 4 before the
final conclusion in Section 5.

2.2 Problem formulations
The following property of the Kronecker product will be used throughout the whole work.

Lemma 2.1. ∀X ∈ Rn×m, ∀Y ∈ Rm×p, ∀Z ∈ Rq×r,

(X ⊗ Iq)(Y ⊗ Z) = (XY )⊗ (IqZ) = (XY )⊗ Z = (XY )⊗ (ZIr) = (X ⊗ Z)(Y ⊗ Ir). (2.1)

Moreover, ∀X ∈ Rn×m, we have [
A B

C D

]
⊗X =

[
A⊗X B ⊗X

C ⊗X D ⊗X

]
(2.2)

for any A,B,C,D with appropriate dimensions for the partition of the block matrix.
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Consider the following model of linear distributed delay system

ẋ(t) = A1x(t) +A2x(t− r) +

∫ 0

−r

Ã3(τ)x(t+ τ)dτ +B1u(t) +B2u(t− r)

+

∫ 0

−r

B̃3(τ)u(t+ τ)dτ +D1w(t)

z(t) = C1x(t) + C2x(t− r) +

∫ 0

−r

C̃3(τ)x(t+ τ)dτ +B4u(t) +B5u(t− r)

+

∫ 0

−r

B̃6(τ)u(t+ τ)dτ +D2w(t)

ẋ(t) := lim
η↓0

x(t+ η)− x(t)
η

, ∀θ ∈ [−r, 0], x(t0 + θ) = ϕ(θ), t ≥ t0

(2.3)

where t0 ∈ R and ϕ(·) ∈ C ([−r, 0] # Rn), and x(t) ∈ Rn satisfies the delay equation in (2.3), u(t) ∈ Rp

denotes input signals, w(·) ∈ L̂2([t0,∞) #Rq) represents disturbance and z(t) ∈ Rm is the regulated output.
Note that ϕ(·) ∈ C ([−r, 0] # Rn) is the initial condition for (2.3) at t = t0. The size of the state spaces
matrices in (2.3) is determined by the values of n;m; p; q ∈ N. Note that here we assume the delay value
r ≥ 0 is known. Finally, Ã3(τ), B̃3(τ), C̃3(τ) and B̃6(τ) satisfy the following assumption:

Assumption 2.1. There exist Coldi=1 fi(τ) = f(·) ∈ C1([−r, 0] # Rd) with d ∈ N, and constant matrices
A3 ∈ Rn×dn, B3 ∈ Rn×dp, C3 ∈ Rm×dn, B6 ∈ Rm×dp such that ∀τ ∈ [−r, 0], Rn×n ∋ Ã3(τ) = A3F (τ) and
Rn×p ∋ B̃3(τ) = B3 (f(τ)⊗ Ip) and Rm×n ∋ C̃3(τ) = C3F (τ) and Rm×p ∋ B̃6(τ) = B6 (f(τ)⊗ Ip) where
Rdn×n ∋ F (τ) := f(τ)⊗ In. In addition, f(·) satisfies the following property:

∃M ∈ Rd×d :
df(τ)

dτ
= Mf(τ) (2.4)∫ 0

−r

f(τ)f⊤(τ) ≻ 0 (2.5)

Remark 2.1. The condition (2.4) in Assumption 2.1 indicates that the functions in f(·) are the solutions
of linear homogeneous differential equations with constant coefficients such as polynomials, trigonometric
and exponential functions. Namely, f(·) contains functions belong to the entries of a matrix exponential
function eXτ , X ∈ Rd×d. In addition, there is no limitation on the size of the dimension of f(τ) as long as it
is able to cover all the elements in the distributed terms in (2.3). For (2.5), it indicates that the functions in
f(·) are linearly independent in a Lebesgue sense based on Theorem 7.2.10 in [258]. As for the generality of
f(τ), there are many applications can be modeled by (2.3) compatible with Assumption 2.1. For example,
the compartmental dynamic systems with distributed delays mentioned in [259], and the distributed delay
systems with gamma distributions in [185] and [260] with a finite delay range.

Assume that all states are available for feedback in (2.3) and the open-loop system is stabilized by a
state feedback controller u(t) = Kx(t) with K ∈ Rp×n. Substitute u(t) = Kx(t) into (2.3) and considering
Assumption 2.1 with (2.1), the input distributed delay matrices become

B3F (τ)K = B3 (f(τ)⊗ Ip)K = B3 (Id ⊗K) (f(τ)⊗ In) ,

B6F (τ)K = B6 (f(τ)⊗ Ip)K = B6 (Id ⊗K) (f(τ)⊗ In) .
(2.6)

Now by u(t) = Kx(t) and (2.6), the closed-loop system can be written as

ẋ(t) =
(
A+B1 [(I2+d ⊗K)⊕ Oq]

)
χ(t), z(t) =

(
C+B2 [(I2+d ⊗K)⊕ Oq]

)
χ(t), t ≥ t0

∀θ ∈ [−r, 0], x(t0 + θ) = ϕ(θ)
(2.7)

with t0 ∈ R and ϕ(·) ∈ C ([−r, 0] # Rn) in (2.3), where

A =
[
A1 A2 A3 D1

]
, B1 =

[
B1 B2 B3 On×q

]
(2.8)
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C =
[
C1 C2 C3 D2

]
, B2 =

[
B4 B5 B6 Om×q

]
(2.9)

χ(t) := Col
[
x(t) x(t− r)

∫ 0

−r
F (τ)x(t+ τ)dτ w(t)

]
, F (τ) = f(τ)⊗ In. (2.10)

2.3 Important mathematical tools
In this section, important theoretical instruments for the derivation of our synthesis conditions in this
chapter are presented. These include the Krasovskii stability criteria to determine the stability of delay
systems and the definition of dissipativity. Furthermore, a new integral inequality is proposed here which
will be applied in the construction of an LKF in the next section.

Lemma 2.2. Given r > 0, the closed-loop system (2.7) with w(t) ≡ 0q is uniformly globally asymptotically
stable at its origin if there exist ϵ1; ϵ2; ϵ3 > 0 and a differentiable functional v : C([−r, 0] # Rn) → R with
v(0n) = 0 such that

ϵ1 ∥ϕ(0)∥22 ≤ v(ϕ(·)) ≤ ϵ2 ∥ϕ(·)∥2∞ , (2.11)
d+

dt
v(xt(·))

∣∣∣∣
t=t0,xt0

(·)=ϕ(·)
≤ −ϵ3 ∥ϕ(0)∥22 (2.12)

hold for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7), where t0 ∈ R and ∥ϕ(·)∥∞ := sup−r≤τ≤0 ∥ϕ(τ)∥2 and d+

dx f(x) =

limsupη↓0
f(x+η)−f(x)

η . Moreover, xt(·) in (2.12) is given by ∀t ≥ t0, ∀θ ∈ [−r, 0], xt(θ) = x(t + θ) where
x : [t0 − r,∞)→ Rn satisfies (2.7) with w(t) ≡ 0q.

Proof. Let the functions u(·), v(·), w(·) in Theorem 3 of [64] to be quadratic functions with positive param-
eters ϵ1, ϵ2 and ϵ3, then Lemma 2.2 can be obtained accordingly since (2.7) with w(t) ≡ 0q is a particular
case of the system ẋ(t) = f(t, xt(·))), xt(·) ∈ C ([−r, 0] # Rn) considered in Theorem 3 of [64]. ■

The following definition of dissipativity is presented based on the general definition of dissipativity in
[261].

Definition 2.1. Given r > 0, the closed-loop system (2.7) with a supply function s(z(t),w(t)) is said to
be dissipative if there exists a differentiable functional v : C([−r, 0] # Rn)→ R≥0 such that

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t)) ≤ 0 (2.13)

with t0 ∈ R in (2.7), where v̇(xt(·)) is well defined for all t ≥ t0 and xt(·) satisfies ∀t ≥ t0, ∀θ ∈ [−r, 0],
xt(θ) = x(t+ θ) with x(t) and z(t) in (2.7) with w(·) ∈ L̂2([t0,∞) # Rq).

If (2.13) holds, then we have

∀t ≥ t0, v(xt(·))− v(xt0(·)) ≤
∫ t

t0

s(z(θ),w(θ))dθ (2.14)

which now is in line with the original definition of dissipativity in [261], given v̇(xt(·)) is well defined for all
t ≥ t0.

To characterize dissipativity, a quadratic supply function

s(z(t),w(t)) =

[
z(t)

w(t)

]⊤
J

[
z(t)

w(t)

]
, J =

[
J̃⊤J−1

1 J̃ J2

∗ J3

]
∈ S(m+q), J̃⊤J−1

1 J̃ ⪯ 0, J−1
1 ≺ 0 (2.15)

is applied in this chapter where the form of J is constructed considering the general quadratic constraints
applied in [215] together with the idea of factorizing the matrix Uj in [215]. Note that (2.15) is able to
characterize numerous performance criteria such as

• L2 gain performance: J1 = −γIm, J̃ = Im, J2 = Om×q, J3 = γIq where γ > 0.
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• Passivity: J1 ≺ 0, J̃ = Om, J2 = Im, J3 = Om with m = q.

The following general integral inequality is derived to be applied for the construction of LKFs in the
next section.

Lemma 2.3. Given K ⊆ R ∪ {±∞} where the Lebesgue measure of K is non-zero, and U ∈ Sn⪰0 and
g(τ) = Coldi=1 gi(τ) ∈ L2(K # Rd) with d ∈ N which satisfies∫

K
g(τ)g⊤(τ)dτ ≻ 0, (2.16)

then we have

∀x(·) ∈ L2(K # Rn),

∫
K
x⊤(τ)Ux(τ)dτ ≥

∫
K
x⊤(τ)G⊤(τ)dτ (G⊗ U)

∫
K
G(τ)x(τ)dτ, (2.17)

where G−1 =
∫
K g(τ)g

⊤(τ)dτ ≻ 0 and G(τ) := g(τ)⊗ In such that g(τ) := Coldi=1 gi(τ).

Proof. The proof is inspired by the results in [186, 188]. To begin with, we can conclude that the matrix G

is invertible given (2.16). Let y(·) ∈ L2(K # Rn) and

y(τ) := x(τ)−G⊤(τ)(G⊗ In)

∫
K
G(θ)x(θ)dθ. (2.18)

Substituting (2.18) into
∫
K y

⊤(τ)Uy(τ)dτ gives∫
K
y⊤(τ)Uy(τ)dτ =

∫
K
x⊤(τ)Ux(τ)dτ + z⊤

∫
K
(G⊗ In)

⊤G(τ)UG⊤(τ)(G⊗ In)dτz

− 2

∫
K
x⊤(τ)UG⊤(τ)dτ(G⊗ In)z (2.19)

where z :=
∫
K G(θ)x(θ)dθ.

Now apply (2.1) to the product term UG⊤(τ) in (2.19) and consider the fact that G(τ) = g(τ)⊗ In, we
have

U
(
g⊤(τ)⊗ In

)
= U

(
g⊤(τ)⊗ In

) (
g⊤(τ)⊗ In

)
(Id ⊗ U) = G⊤(τ)(Id ⊗ U). (2.20)

Applying (2.20) to the term
∫
K x

⊤(τ)UG⊤(τ)dτ(G⊗ In)z in (2.19) yields∫
K
x⊤(τ)UG⊤(τ)dτ(G⊗ In)z = z⊤(Id ⊗ U)(G⊗ In)z = z⊤(G⊗ U)z. (2.21)

Furthermore, by (2.20) and the fact that G = G⊤, the term
∫
K(G ⊗ In)

⊤G(τ)UG⊤(τ)(G ⊗ In)dτ in (2.19)
can be reformulated into∫

K
(G⊗ In)G(τ)G⊤(τ)(Id ⊗ U)(G⊗ In)dτ =

∫
K
(G⊗ In)G(τ)G⊤(τ)(G⊗ U)dτ

= (G⊗ In)

∫
K
(g(τ)⊗ In)

(
g⊤(τ)⊗ In

)
dτ(G⊗ U) = (G⊗ In)

(∫
K
g(τ)g⊤(τ)dτ ⊗ In

)
(G⊗ U)

= G⊗ U. (2.22)

By (2.22) and (2.21), (2.19) is rewritten into the form∫
K
y⊤(τ)Uy(τ)dτ =

∫
K
x⊤(τ)Ux(τ)dτ −

∫
K
x⊤(τ)G⊤(τ)dτ (G⊗ U)

∫
K
G(τ)x(τ)dτ. (2.23)

Given U ⪰ 0, now (2.17) can be derived from (2.23). This finishes the proof. ■

Remark 2.2. By the conclusions of Theorem 7.2.10 in [258], the condition in (2.16) indicates that the
functions in g(·) are linearly independent in a Lebesgue sense.
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Remark 2.3. Given K = [−r, 0], r > 0 and g(τ) = ℓd(τ) = Coldi=0 ℓi(τ) with the Legendre polynomials1

[186–188, 262]

ℓd(τ) :=

d∑
k=0

(
d

k

)(
d+ k

k

)(τ
r

)k
, ∀d ∈ N ∪ {0}, ∀τ ∈ [−r, 0], (2.24)

then (2.17) holds with G−1 =
⊕d

i=0
r

2i+1 in this case. This demonstrates the fact that (2.17) can be regarded
as a generalization of the Bessel-Legendre Inequality proposed in [186, 187]. Furthermore, (2.17) can be
also considered as a generalization of the results in [263]. Finally, it is worthy to emphasize that a discrete
version of (2.17)

∑
k∈J

x⊤(k)Ux(k) ≥ [∗] (G⊗ U)

(∑
k∈J

(g(k)⊗ In)x(k)

)
, G−1 =

∑
k∈J

g(k)g⊤(k) ≻ 0, J ⊆ Z (2.25)

can be easily derived given the connections between integrations and summations.

The following Projection Lemma will be applied in the derivation of convex synthesis conditions in
Chapter 2,3 and 7.

Lemma 2.4 (Projection Lemma). [256] Given n; p; q ∈ N, Π ∈ Sn, P ∈ Rq×n, Q ∈ Rp×n, there exists
Θ ∈ Rp×q such that the following two propositions are equivalent :

Π+ P⊤Θ⊤Q+Q⊤ΘP ≺ 0, (2.26)

P⊤
⊥ΠP⊥ ≺ 0 and Q⊤

⊥ΠQ⊥ ≺ 0, (2.27)

where the columns of P⊥ and Q⊥ contain bases of null space of matrix P and Q, respectively, which means
that PP⊥ = O and QQ⊥ = O.

Proof. Refer to [256] and [173]. ■

2.4 Main results on controller synthesis
In this section, the main results on controller synthesis in view of dissipativity are summarized in Theorem
2.1 and 2.2 and Algorithms 1. The proposed methods are based on the construction of

v(xt(·)) :=

[
x(t)∫ 0

−r
F (τ)x(t+ τ)dτ

]⊤ [
P Q

∗ R

][
x(t)∫ 0

−r
F (τ)x(t+ τ)dτ

]

+

∫ 0

−r

x⊤(t+ τ) (S + (τ + r)U)x(t+ τ)dτ (2.28)

via the application of (2.17), where x(t) satisfies (2.7) and F (τ) = f(τ)⊗In with f(·) in Assumption 2.1, and
the values of P ∈ Sn, Q ∈ Rn×dn, R ∈ Sdn, S;U ∈ Sn are to be constructed numerically. Note that (2.28)
can be considered as a particular case of the Complete Liapunov Krasovskii Functional (CKLF) in [64] whose
infinite dimensional variables are parameterized by Q and R here via the integral term

∫ 0

−r
F (τ)x(t+ τ)dτ .

In the following theorem, sufficient conditions for the existence of a state feedback controller which
stabilizes (2.7) and takes into account the supply rate (2.15) are derived in terms of matrix inequalities.

Theorem 2.1. Given f(·) and M in (2.1), then the closed-loop system (2.7) with the supply rate function
in (2.15) is dissipative and the trivial solution x(t) ≡ 0n of (2.7) with w(t) ≡ 0q is globally asymptotically

1The expression of Legendre polynomials here is obtained by setting α = β = 0 for the experssion of Jacobi polynomials
over [−r, 0]. See (4.6) for more details.
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stable if there exist K ∈ Rn×p and P ∈ Sn, Q ∈ Rn×dn, R ∈ Sdn and S;U ∈ Sn such that the following
conditions hold, [

P Q

∗ R+ F⊗ S

]
≻ 0, S ⪰ 0, U ⪰ 0, (2.29)

Φ+ Sy
(
P⊤Π

)
≺ 0 (2.30)

where P :=
[
P On Q On×q On×m

]
, Π :=

[
A+B1 [(I2+d ⊗K)⊕ Oq] On×m

]
and

Φ := Sy




Q

On×dn

R

O(q+m)×dn


[
F Odn×m

]
+ Sy



O(2n+dn)×m

−J⊤
2

J̃

[Σ Om

]
+ [S + rU ]⊕ [−S]⊕ [−F⊗ U ]⊕ (−J3)⊕ J1 (2.31)

with F−1 :=
∫ 0

−r
f(τ)f⊤(τ)dτ and

F =
[
F (0) F (−r) −M ⊗ In Odn×q

]
, Σ = C+B2 [(I2+d ⊗K)⊕ Oq] (2.32)

with F (τ) given in (2.10). Moreover, the matrices of A, B1, B2 and C which contains the parameters of
the open-loop system (2.3) are given in (2.8) and (2.9).

Proof. To begin with, note that s(z(t),w(t)) in (2.15) can be written as

s(z(t),w(t)) = z⊤(t)J̃⊤J−1
1 J̃z(t) + Sy

[
z⊤(t)J2w(t)

]
+w⊤(t)J3w(t). (2.33)

where only the term z⊤(t)J̃⊤J−1
1 J̃z(t) introduces nonlinearity with respect to the undetermined variables

in (2.7) and (2.28). Substituting z(t) in equation (2.7) into z⊤(t)J̃⊤J−1
1 J̃z(t) produces

z⊤(t)J̃⊤J−1
1 J̃z(t) = χ⊤(t)Σ⊤J̃⊤J−1

1 J̃Σχ(t) (2.34)

where Σ is given in (2.32) and χ(t) has been defined in (2.10).
Now differentiate the functional v(xt(·)) in (2.28) along the trajectory of the closed-loop system (2.7)

and consider (2.4), (2.33), (2.34) and the relation

d

dt

∫ 0

−r

F (τ)x(t+ τ)dτ = F (0)x(t)− F (−r)x(t− r)− (M ⊗ In)

∫ 0

−r

F (τ)x(t+ τ)dτ = Fχ(t) (2.35)

with F in (2.32). Then it yields

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t))

= χ⊤(t)Sy




In On×dn

On On×dn

Odn×n Idn

Oq×n Oq×dn


[
P Q

∗ R

][
A+B1 [(I2+d ⊗K)⊕ Oq]

F

]χ(t)

+ x⊤(t) (S + rU)x(t)− x⊤(t− r)Sx(t− r)−
∫ 0

−r

x⊤(t+ τ)Ux(t+ τ)dτ −w⊤(t)J3w(t)

− χ⊤(t)Sy

Σ⊤J̃⊤J−1
1 J̃Σ+

O(2n+dn)×m

J⊤
2

Σ

χ(t).

(2.36)

Assume U ⪰ 0, then applying (2.17) to the integral
∫ 0

−r
x⊤(t + τ)Ux(t + τ)dτ in (2.36) with g(τ) = f(τ)

produces

∀t ≥ t0,

∫ 0

−r

x⊤(t+ τ)Ux(t+ τ)dτ ≥
∫ 0

−r

x⊤(t+ τ)F⊤(τ)dτ (F⊗ U)

∫ 0

−r

F (τ)x(t+ τ)dτ, (2.37)
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where F−1 =
∫ 0

−r
f(τ)f⊤(τ)dτ . Now apply (2.37) to (2.36), then we have

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t)) ≤ χ⊤(t)
(
Ψ−Σ⊤J̃⊤J−1

1 J̃Σ
)
χ(t) (2.38)

with χ(t) defined in (2.10), where

Ψ := Sy




P Q

On On×nd

Q⊤ R

Oq×n Oq×nd


[
A+B1 [(I2+d ⊗K)⊕ Oq]

F

]
−
(
[−S − rU ]⊕ S ⊕ (F⊗ U)⊕ J3

)
− Sy

([
O(2n+dn)×m

J⊤
2

]
(C+B2 [(I2+d ⊗K)⊕ Oq])

) (2.39)

containing all the matrix terms induced by v̇(xt(·)) − s(z(t),w(t)) in (2.36) excluding (2.34). Now based
on the property of positive definite matrices, it is easy to see that if

Ψ−Σ⊤J̃⊤J−1
1 J̃Σ ≺ 0, U ⪰ 0 (2.40)

is satisfied then the dissipative inequality in (2.13) : ∀t ≥ t0, v̇(xt(·)) − s(z(t),w(t)) ≤ 0 holds. Moreover,
utilizing the Schur complement to the first inequality in (2.40) concludes that[

Ψ Σ⊤J̃⊤

∗ J1

]
= P⊤Π+Φ ≺ 0, U ⪰ 0, (2.41)

holds if and only if (2.40) holds given J−1
1 ≺ 0 in (2.15), where Φ is defined in (2.31). As a result,

it follows that the existence of the feasible solutions of (2.41) implies the existence of (2.28) satisfying
(2.13). By considering the properties of positive definite matrices, it is obvious that given (2.41) holds then
∃ϵ3 > 0, ∀t ≥ t0 v̇(xt(·)) ≤ −ϵ3 ∥x(t)∥22 = −ϵ3 ∥xt(0)∥22 where x(t) here satisfies (2.7) with w(t) ≡ 0q.
Let t = t0 with the fact2 that ∀θ ∈ [−r, 0], xt0(θ) = x(t0 + θ) = ϕ(θ) in (2.7), then we have ∃ϵ3 > 0,
v̇(xt0(·)) = v̇(ϕ(·)) ≤ −ϵ3 ∥xt0(0)∥

2
2 = −ϵ3 ∥ϕ(0)∥22 for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7), which gives

(2.12). Thus we can prove that if (2.41) holds then (2.28) satisfies (2.13) and (2.12).
Now we start to prove that (2.28) satisfies (2.11) if (2.29) holds. Given the fact that ∀θ ∈ [−r, 0],

x(t0 + τ) = ϕ(θ) in (2.7), let t = t0 in (2.28) and S ⪰ 0, and then applying (2.17) with g(τ) = f(τ) to the
integral

∫ 0

−r
x⊤(t+ τ)Sx(t+ τ)dτ in (2.28) with t = t0 yields that the inequality

∫ 0

−r

ϕ⊤(τ)Sϕ(τ)dτ ≥
[∫ 0

−r

F (τ)ϕ(τ)dτ

]⊤
(F⊗ S)

∫ 0

−r

F (τ)ϕ(τ)dτ (2.42)

holds for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7). Apply (2.42) to (2.28) with t = t0 and S ⪯ 0, we have

v (xt0(·)) = v (ϕ(·)) ≥

[
ϕ(0)∫ 0

−r
F (τ)ϕ(τ)dτ

]⊤ [
P Q

∗ R+ F⊗ S

][
ϕ(0)∫ 0

−r
F (τ)ϕ(τ)dτ

]

+

∫ 0

−r

(τ + r)ϕ⊤(τ)Uϕ(τ)dτ (2.43)

for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7). According to the property of positive definite matrices considering the
structure of (2.43), it is obvious to conclude that if (2.29) are satisfied, then ∃ϵ1 > 0 : v(ϕ(·)) ≥ ϵ1 ∥ϕ(0)∥2
for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7). Furthermore, for (2.28) with t = t0 it follows that ∃λ1, λ2 > 0 such

2Again x(t) here satisfies (2.7) with w(t) ≡ 0q
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that

v(ϕ(·)) ≤

[
ϕ(0)∫ 0

−r
F (τ)ϕ(τ)dτ

]⊤
λ1

[
ϕ(0)∫ 0

−r
F (τ)ϕ(τ)dτ

]
+ λ1

∫ 0

−r

sup
−r≤τ≤0

∥ϕ(τ)∥22 dτ

≤ ϕ⊤(0)λ1ϕ(0) + rλ1 ∥ϕ(·)∥2∞ +

∫ 0

−r

ϕ⊤(τ)F⊤(τ) (λ2F⊗ In)

∫ 0

−r

F (τ)ϕ(τ)dτ

≤ ϕ⊤(0)λ1ϕ(0) +

∫ 0

−r

ϕ⊤(τ)λ2ϕ(τ)dτ + r ∥ϕ(·)∥2∞ ≤ (λ1 + rλ2 + rλ1) ∥ϕ(·)∥2∞

(2.44)

for any ϕ(·) ∈ C ([−r, 0] # Rn) in (2.7), which is derived via (2.17) with g(τ) = f(τ) and the property
∀X ∈ Sn,∃λ > 0, λIn − X ≻ 0. This shows that (2.11) can be satisfied for any functional in the form of
(2.28). As a result, we have shown that if (2.29) holds then the functional in (2.28) satisfies (2.11).

Since we have proved that (2.28) satisfies (2.13) and (2.12) provided that (2.41) holds, thus one can
conclude that the feasible solutions of (2.29) and (2.30) infer the existence of the corresponding (2.28)
satisfying the dissipative inequality in (2.13) and the stability criteria in (2.11) and (2.12). This completes
the proof. ■

Since (2.30) is non-convex B1,B2,B3 are of non-zero values, thus a genuine stabilization problem may not
be solved via standard semidefinite programming solvers. As a result, we specifically derive the following
theorem based on the application of Projection Lemma, where the conditions for dissipative stabilization
with certain given parameters.3 are convex which can be solved via standard semidefinite programming
solvers.

Theorem 2.2. Let f(·) and M in (2.1) and {αi}2+d
i=1 ⊂ R, d ∈ N be given, then the closed-loop system

(2.7) with the supply rate function in (2.15) is dissipative and the trivial solution x(t) ≡ 0n of (2.7) with
w(t) ≡ 0q is globally asymptotically stable if there exist Ṕ ∈ Sn, X ∈ Rn×n, V ∈ Rp×n, Q́ ∈ Rn×dn,
Ŕ ∈ Sdn, Ś; Ú ∈ Sn such that [

Ṕ Q́

∗ Ŕ+ F⊗ Ś

]
≻ 0, Ś ≻ 0, Ú ≻ 0, (2.45)

Θ́ := Sy




In

Col2+d
i=1 αiIn

O(q+m)×n

[−X Π́
]+

[
On Ṕ

∗ Φ́

]
≺ 0, (2.46)

hold, where F−1 :=
∫ 0

−r
f(τ)f⊤(τ)dτ and

Ṕ :=
[
On Ṕ On Q́ On×q On×m

]
, Π́ :=

[
A (I2+d ⊗X) +B1 (I2+d ⊗ V ) On×m

]
,

Φ́ := Sy




Q́

On×dn

Ŕ

Oq×dn


[
F Odn×m

]
+

(
Ś + rÚ

)
⊕
(
−Ś
)
⊕
(
−F⊗ Ú

)
⊕ (−J3)⊕ J1

+ Sy



O(2n+dn)×m

−J⊤
2

J̃

[Σ́ Om

] .

(2.47)

with Σ́ =
[
C1X +B4V C2X +B5V C3(Id ⊗X) +B2 (Id ⊗ V ) D2

]
and F in (2.32). Furthermore the

controller parameter is calculated via K = V X−1 where the invertibility of X is ensured by (2.46).
3It is illustrated later in Remark 2.4 that it possible to only adjust the value of one parameter with other parameters

assigned to be zeros
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Proof. It is easy to observe that the source of non-convexity in (2.30) is the matrix products in Sy
(
P⊤Π

)
concerning P and Q. Now reformulate (2.30) into the form[

Π

I2n+dn+q+m

]⊤ [
On P

∗ Φ

][
Π

I2n+dn+q+m

]
≺ 0. (2.48)

It is clear that the structure of (2.48) is in line with the structure of the inequalities in (2.27) as part of
the statements in Lemma 2.4. However, since there are two matrix inequalities in (2.27), a new matrix
inequality must be constructed accordingly. Consider the matrix inequality

Υ⊤

[
On P

∗ Φ

]
Υ ≺ 0 (2.49)

with Υ⊤ :=
[
O(q+m)×(3n+dn) Iq+m

]
, which can be further simplified into

Υ⊤

[
On P

∗ Φ

]
Υ =

[
−J3 − Sy(D⊤

2 J2) D⊤
2 J̃

∗ J1

]
≺ 0. (2.50)

As a matter of fact, (2.50) is identical to the very matrix resulted from extracting the 2× 2 block matrix at
the right bottom of (2.48). Consequently, one can conclude that (2.50) is automatically satisfied if condition
(2.48) holds, thus it introduces no additional conservatism to the original condition.

To utilize Lemma 2.4, two matrices U, Y need to be constructed based on the inequalities in (2.27)
satisfying

U⊥ = Υ, Y⊥ =

[
Π

I2n+dn+q+m

]
(2.51)

where Υ and
[
Π⊤ I2n+dn+q+m

]⊤
contain bases of the null spaces of U and Y, respectively. For Υ⊤ :=[

O(q+m)×(3n+dn) Iq+m

]
, we have rank(Υ) = q + m which gives rank(U) = 3n + dn by the rank nullity

theorem. Similarly, we can conclude that rank(Y) = n. Without losing generality, left

Y :=
[
−In Π

]
, U :=

[
I3n+dn O(3n+dn)×(q+m)

]
(2.52)

by which we have

YY⊥ = Y

[
Π

I2n+dn+q+m

]
= On×(2n+dn+q+m), UU⊥ = O(3n+dn)×(q+m).

Now the choice of U and Y in (2.52) satisfies rank(U) = 3n+dn, rank(Y) = n, and Υ,
[
Π⊤ I2n+dn+q+m

]⊤
contain bases of the null spaces of U and Y, respectively. Now one can apply Lemma 2.4 to (2.48) and
(2.50) yields that (2.48) and (2.50) hold if and only if

∃W ∈ R(3n+dn)×n : Sy
[
U⊤WY

]
+

[
On P

∗ Φ

]
≺ 0. (2.53)

with U and Y defined in (2.52). To ultimately produce convex synthesis conditions, let {αi}d+2
i=1 ⊂ R be

given and

W :=
[
W⊤ Cold+2

i=1 αiW
]⊤

(2.54)

with W ∈ Rn×n. Substituting both (2.54) and (2.52) into (2.53) produces

Θ = Sy

(
U⊤

[
W

Cold+2
i=1 αiW

]
Y

)
+

[
On P

∗ Φ

]
≺ 0. (2.55)
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where not (2.55) can be convexified via congruence transformations.
Note that because of the structural constraints in (2.54), the inequality in (2.55) is no longer an equivalent

but only sufficient condition implying (2.48). It is important to stress here that the invertibility of W is
implied by (2.55) since the expression −W −W⊤ is the only element at the first diagonal block of (2.55).
Now applying congruence transformations to (2.55) and (2.29) with the fact that W−1 is well defined, we
have

((I3+d ⊗X)⊕ Iq+m)
⊤
Θ ((I3+d ⊗X)⊕ Iq+m) ≺ 0,

(
Id+1 ⊗X⊤) [P Q

∗ R+ F⊗ S

]
(Id+1 ⊗X) ≻ 0, X⊤SX ≻ 0, X⊤UX ≻ 0

(2.56)

holds if and only if (2.55) and (2.29) hold, where X⊤ := W−1. Moreover, letting[
Ṕ Q́

∗ Ŕ

]
:=
(
I1+d ⊗X⊤) [P Q

∗ R

]
(I1+d ⊗X) ,

[
Ś Ú

]
:= X⊤

[
SX UX

]
(2.57)

and considering (2.56) with (2.1) yields (2.45) and

[∗]Θ ((I3+d ⊗X)⊕ Iq+m) = Θ́ = Sy




In

Col2+d
i=1 αiIn

O(q+m)×n

[−X Π́
]+

[
On Ṕ

∗ Φ́

]
≺ 0 (2.58)

where Ṕ = XP [(I3+d ⊗X)⊕ Iq+m] =
[
On Ṕ On Q́ On×(q+m)

]
and

Π́ = Π [(I3+d ⊗X)⊕ Iq+m] =
[
A (I3+d ⊗X) +B1 (I3+d ⊗KX) On×m

]
=
[
A (I3+d ⊗X) +B1 (I3+d ⊗ V ) On×m

]
(2.59)

with V = KX, and

Φ́ =
[(
I2+d ⊗X⊤)⊕ Iq+m

]
Φ [(I2+d ⊗X)⊕ Iq+m] =

Sy




Q́

On×dn

Ŕ

O(q+m)×dn


[
F Odn×m

]
+

([
Ś + rÚ

]
⊕
[
−Ś
]
⊕
[
−F⊗ Ú

]
⊕ J3 ⊕ (−J1)

)

+ Sy



O(2n+dn)×m

−J⊤
2

J̃

[Σ́ On×m

] (2.60)

with Σ́ =
[
C1X +B4V C2X +B5V C3(Id ⊗X) +B2 (Id ⊗ V ) D2

]
, are the same given in (2.47). Note

that (2.58) is the same as (2.46), and the form of Φ́ in (2.60) is derived considering the relation

F [(I2+d ⊗X)⊕ Iq+m] =
[
F̂⊗ In Odn×q

]
[(I2+d ⊗X)⊕ Iq+m] =

[
IdF̂⊗XIn Odn×q

]
= (Id ⊗X)

[
F̂⊗ In Odn×q

]
. (2.61)

Moreover, because the expression −X −X⊤ is the only term at the first diagonal block of Θ́ in (2.46), thus
X is invertible if (2.46) holds, which is in line with the fact that a full rank W is inferred by (2.55).

Consequently, the equivalence between (2.29) and (2.45) has been shown. Furthermore, since (2.55) is
equivalent to (2.46) which infers (2.30), hence one can conclude that there exist matrices such that (2.29)
and (2.30) are satisfied if there exist feasible solutions of (2.45) and (2.46). Because feasible solutions of
(2.29) and (2.30) infer the existence of an LKF (2.28) satisfying (2.13) and (2.11), (2.12), thus it shows that
feasible solutions of (2.45) and (2.46) infers the existence of (2.28) satisfying the corresponding stability
and dissipativity criteria. This finishes the proof. ■
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Remark 2.4. Considering the structure of (2.46), some values of {αi}2+d
i=1 ⊂ R may be more crucial than

others in terms of their influence on the feasibility of (2.46). For instance, α1 might be the most crucial one
since it affects the feasibility of the diagonal related to A1 in (2.46). A simple assignment of the values for
{αi}2+d

i=1 ⊂ R can be α1 ∈ R and αi = 0, i = 2 · · · 2 + d which allows one to only adjust the value of α1 to
use Theorem 2.2.

Remark 2.5. Even without considering dissipativity constraints, it is still possible to introduce slack
variables as in (2.46) to solve a synthesis problem. However, in such situation, Projection Lemma may not
be applied since it may not be able to construct two matrix inequalities as in (2.50). Instead, a particular
version of Projection Lemma, called Finsler Lemma [264], which only demands one inequality similar to
the structure of the inequalities in (2.27), can be applied in such situation. By using the notation of
empty matrices, the corresponding synthesis condition derived via the application of Finsler Lemma can be
obtained by setting m = q = 0 in (2.46).

Remark 2.6. It is important to stress that one can simply apply Finsler lemma at the step of (2.48) so
that a similar condition with more extra variables than (2.53) can be obtained. This indicates the fact that
there is advantage to apply Projection Lemma over Finsler Lemma if (2.50) can be constructed without
introducing extra conservatism.

2.4.1 An inner convex approximation algorithm for Theorem 2.1

By prescribing the values of {αi}2+d
i=1 ⊂ R, a dissipative stabilizing K can be obtained by solving the

constraints in Theorem 2.2 via standard solvers for semidefinite programming. However, the structure we
have utilized in (2.54) can introduce potential conservatism compared to the synthesis condition in Theorem
2.1. In this subsection, an iterative algorithm is presented based on the algorithm proposed in [257] to solve
Theorem 2.1. The resulting algorithm avoids the introduction of slack variables as in Theorem 2.2 and its
initial values can be supported by the feasible solutions of Theorem 2.2.

First of all, the nonconvex inequality (2.30) can be rewritten into

D(Λ,K) = Sy
[
P⊤Π

]
+Φ = Sy

[
P⊤B [(I2+d ⊗K)⊕ Op+m]

]
+ Φ̂ ≺ 0 (2.62)

given the structure of Π in (2.30), where B =
[
B1 On×m

]
and Φ̂ = Sy

(
P⊤

[
A On×m

])
+ Φ and

Λ =
[
P Q

]
with P and Q in Theorem 2.1. Now consider the expression

∆
(
Ω, Ω̃,Γ, Γ̃

)
:=
[
Ω⊤ − Ω̃⊤ Γ⊤ − Γ̃⊤

]
[Z ⊕ (In − Z)]

−1

[
Ω− Ω̃

Γ− Γ̃

]
+ Sy

(
Ω̃⊤Γ+Ω⊤Γ̃− Ω̃⊤Γ̃

)
+T (2.63)

where Ω; Ω̃ ∈ Rn×µ, Γ; Γ̃ ∈ Rn×µ and T ∈ Sµ, Z ∈ {X ∈ Sn : X ⊕ (In −X) ≻ 0}. By Example 3 in [257],
it is obvious that (2.63) satisfies

T+ Sy
(
Ω⊤Γ

)
⪯ ∆

(
Ω, Ω̃,Γ, Γ̃

)
, T+ Sy

(
Ω⊤Γ

)
= ∆(Ω,Ω,Γ,Γ) (2.64)

for all Ω; Ω̃ ∈ Rn×µ and for all Γ; Γ̃ ∈ Rn×µ with T̃ ∈ Sµ and Z ⊕ (In − Z) ≻ 0, which indicates that
∆
(·, Ω̃,·, Γ̃) in (2.63) is a psd-overestimate of ∆́(Ω,Γ) = T+Sy

[
Ω⊤Γ

]
with respect to the parameterization[

vec(Ω̃)

vec(Γ̃)

]
=

[
vec(Ω)

vec(Γ)

]
. (2.65)
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Now let µ = 2n+ dn+ q +m and Z ⊕ (In − Z) ≻ 0 and

T = Φ̂, Ω = P =
[
P On Q On×q On×m

]
, Λ =

[
P Q

]
Ω̃ = P̃ =

[
P̃ On Q̃ On×q On×m

]
, Λ̃ =

[
P̃ Q̃

]
, P̃ ∈ Sn, Q̃ ∈ Rn×dn

Γ = BK = B [(I2+d ⊗K)⊕ Op+m] , Γ̃ = BK̃ = B
[(

I2+d ⊗ K̃
)
⊕ Op+m

]
, K̃ ∈ Rp×n

(2.66)

with Φ̂, B, Λ and K in (2.62). By (2.64) with (2.66), we have

D(Λ,K) = Φ̂+ Sy
[
P⊤BK

]
⪯ J

(
Λ, Λ̃,K, K̃

)
:= Φ̂+ Sy

(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
+
[
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤

]
[Z ⊕ (In − Z)]

−1

[
P− P̃

BK−BK̃

]
(2.67)

where J
(·, Λ̃,·, K̃) is a psd-convex overestimate of D(Λ,K) in (2.62) with respect to the parameterization[

vec(Λ̃)

vec(K̃)

]
=

[
vec(Λ)

vec(K)

]
(2.68)

Now it is obvious that J
(
Λ, Λ̃,K, K̃

)
≺ 0 infers D(Λ,K) in (2.62). Moreover, applying the Schur com-

plement to the inequality J
(
Λ, Λ̃,K, K̃

)
≺ 0 concludes that J

(
Λ, Λ̃,K, K̃

)
≺ 0 with Z ∈ {X ∈ Sn :

X ⊕ (In −X) ≻ 0} if and only if
Φ̂+ Sy

(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤

∗ −Z On

∗ ∗ Z − In

 ≺ 0 (2.69)

which now can be handled by standard interior algorithms of semidefinite programmings provided that the
values of P̃ and K̃ are given. To apply the methods in [257], one has to determine an initial value for P̃

and K̃ which must be included by the corresponding elements in the relative interior of the feasible set of
(2.29)–(2.30) in Theorem 2.1. Namely, one may use P̃ ← P , Q̃ ← Q and K̃ ← K as the initial data for
(2.69) where P , Q and K is a feasible solution of Theorem 2.1.

By compiling all the aforementioned procedures according to the expositions in [257], Algorithm 1 can
be constructed as follows where x consists of all the decision variables of R ∈ Sdn, S;U ∈ Sn in Theorem
2.1 and Z ∈ Sn in (2.69), while Λ, Λ̃, K, K̃ in Algorithm 1 are in line with (2.66). Furthermore, ρ1, ρ2 and
ε are given constants for regularizations and determining error tolerance, respectively.

Remark 2.7. When a convex objective function is contained by Theorem 2.1, for instance L2 gain γ

minimization, a termination condition might be added to Algorithm 1 concerning the values of objective
function between two successive iterations [257]. Nonetheless, this condition has not been applied in our
numerical examples in this chapter. Moreover, note that a termination condition in terms of the number
of the iterations in the while loop can be added in Algorithm 1. Finally, note that the regularization term
tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K − K̃

)]
in Algorithm 1 is a special case4 of the general regularization term

1

2


x− x̃

vec
(
Λ− Λ̃

)
vec

(
K − K̃

)

⊤

Qk


x− x̃

vec
(
Λ− Λ̃

)
vec

(
K − K̃

)
 , Qk ⪰ 0

corresponding to the one proposed in CSDP [257].
4This can be understood by the relation tr(A⊤B) = vec(A)⊤ vec(B), see the vectorization section in http://www.ee.ic.

ac.uk/hp/staff/dmb/matrix/property.html which is part of [265].
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Algorithm 1: An inner convex approximation solution for Theorem 2.1

begin
Find values for Λ =

[
P Q

]
and K included by the corresponding elements in the relative

interior of the feasible set of Theorem 2.1. This may be attained by the feasible solution of
Theorem 2.2.

update Λ̃←− Λ, K̃ ←− K,
solve min

x,Λ,K
tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (2.29) and (2.69) to obtain the values

of Λ and K

while

∥∥∥∥∥
[
vec(Λ)

vec (K)

]
−

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞∥∥∥∥∥

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞

+ 1

≥ ε do

update Λ̃←− Λ, K̃ ←− K;
solve min

x,Λ,K
tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (2.29) and (2.69) to obtain Λ and

K;
end

end

Remark 2.8. The most challenging step in using Algorithm 1 is its initialization if one only considers the
synthesis condition in Theorem 2.1. Nevertheless, given what has been proposed in Theorem 2.2, one way
to acquire the initial values of P̃ , Q̃ and K̃ is to find a feasible solution of (2.45) and (2.46) with given
values of {αi}2+d

i=1 . 5

2.5 Numerical examples
Two numerical examples are presented in this section to demonstrate the effectiveness of the proposed
methods in Chapter 2. The examples were tested in Matlab via the optimization interface Yalmip [266].
We use SeDuMi [267] and SDPT3 [268–270] for the solvers of semidefinite programmings.

2.5.1 Stability analysis of distributed delay systems

The example in this subsection has been reported in the first numerical example in the author’s journal
paper [57] where semidefinite programmings are solved via SeDuMi [267].

Consider a distributed delay system

ẋ(t) = 0.395x(t)− 5

∫ 0

−r

cos(12τ)x(t+ τ)dτ (2.70)

with t0 ∈ R, which corresponds to A1 = 0.395, A2 = 0 and Ã3(τ) = −5 cos(12τ) with n = 1 and p = m =

q = 0 in (2.3) and the remaining parts of the state space matrices in (2.3) corresponding to (2.70) are empty
matrices. Since 0.395 > 0 and the distributed term contains a trigonometric function, the methodologies in
[271] and [272] are not able to analyze the stability of (2.70).

5Note that as we have elaborated in Remark 2.4, one can apply α1 = α2 = 0 and αi = 0, i = 4 · · · 2 + d which allows users
to only adjust the value of α3 to apply Theorem 2.2.
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In order to apply the methodology in this chapter, f(·) in Assumption 2.1 is chosen to be

f(τ) =


1

sin(12τ)

cos(12τ)

 with M =


0 0 0

0 0 12

0 −12 0

 (2.71)

with A3 =
[
0 0 −5

]
which satisfies Assumption 2.1 with d = 3, n = 1. Furthermore, applying the

spectrum methods in [80, 81] with M = 20 as the discretization index yields Figure 2.1 as a stability
diagram, where it plots the values of sign [ℜ(λ)] with λ denoting the rightmost characteristics roots of the
system (2.70). Specifically, by testing sufficient large r by the code in [81], it occurs that [0.104, 0.1578],
[0.6276, 0.6814], [1.1512, 1.205], [1.6748, 1.7286] and [2.1984, 2.2522] are the stable delay intervals of (2.70).

Figure 2.1: Diagram showing stability regions of (2.70)

In Table 2.1, we compare our proposed methodology against the approximation approach in [188] in
terms of the ability to detect the boundaries of the stable delay intervals of (2.70). Note that all the
semidefinite programs corresponding to the results in Table 2.1 are solved via SeDuMi [267]. It can be
observed that it requires d = 3 (which is equivalent to the N in [188]) with 12 variables to detect all the
boundaries of the first stability intervals. As r increases, a larger degree d of Legendre polynomials is
required in order to produce feasible results. It follows that d = 22 with 302 variables is required to detect
the upper stability boundary 2.2522. In contrast, applying Theorem 2.1 with (2.71) and A3 =

[
0 0 −5

]
to (2.70), we are able to detect all the boundaries of the stable intervals with only 12 decision variables.

27



Methodology first interval second interval third interval forth interval fifth interval NDVs
[272] − − − − − −
[185] − − − − − −

[188], d = 2 [0.104, 0.1578] − − − − 12

[188], d = 8 [0.104, 0.1578] [0.6276, 0.6814] − − − 57

[188], d = 13 [0.104, 0.1578] [0.6276, 0.6814] [1.1512, 1.205] − − 122

[188], d = 17 [0.104, 0.1578] [0.6276, 0.6814] [1.1512, 1.205] [1.6748, 1.7286] − 192

[188], d = 22 [0.104, 0.1578] [0.6276, 0.6814] [1.1512, 1.205] [1.6748, 1.7286] [2.1984, 2.2522] 302

Theorem 2.1, d = 2 [0.104, 0.1578] [0.6276, 0.6814] [1.1512, 1.205] [1.6748, 1.7286] [2.1984, 2.2522] 12

Table 2.1: Feasible Stability Testing Intervals (NDVs stands for the number of decision variables).

Remark 2.9. The boundaries of the stable intervals of (2.70) can be accurately detected by the approach
in [188] and Theorem 2.1. This illustrates the fact that the methods of both [188] and Theorem 2.1 are
consistent with the reliable calculations in [80], which is indeed not common in comparison to existing time-
domain approaches. However, a clear contribution of our method is that fewer variables might be required
for the distributed kernels exhibiting patterns of intensive oscillations, which is exactly the case of (2.70).

Remark 2.10. For practical systems, the proposed methods in this chapter can be applied to the models
of hematopoietic cell maturation in [32] or SIR Epidemic in [19].

2.5.2 Dissipative static state feedback controller design

A portion of this subsection has been reported in subsection 4.2.1 in the author’s paper [57]. All semidefinite
programs in this subsection are solved via [270] except for the resulting controller (2.75) which was reported
in [57] and solved via SeDuMi [267].

Consider (2.3) with r = 1 and the following state space matrices

A1 =

[
0 0

0 0.1

]
, A2 =

[
−1 −1
0 0.9

]
, B1 =

[
0

1

]
, B2 = B3(τ) = 02, D1 =

[
0.1 −0.11
0.21 0.1

]
,

Ã3(τ) =

[
−0.4− 0.1eτ sin(20τ) + 0.3eτ cos(20τ) 1 + 0.2eτ sin(20τ) + 0.2eτ cos(20τ)

−1 + 0.01eτ sin(20τ)− 0.2eτ cos(20τ) 0.4 + 0.3eτ sin(20τ) + 0.4eτ cos(20τ)

]
,

C1 =

[
−0.1 0.2

0 0.1

]
, C2 =

[
−0.1 0

0 0.2

]
, B4 =

[
0.2

0.3

]
, B5 = B6(τ) = 02,

C̃3(τ) =

[
0.2eτ sin(20τ) 0.1 + 0.1eτ cos(20τ)

0.1eτ sin(20τ)− 0.1eτ cos(20τ) −0.2 + 0.3eτ sin(20τ)

]
, D2 =

[
0.1 0.2

0.12 0.1

]
(2.72)

which corresponds to n = q = m = 2 and p = 1. Since (A1, B1) is not stabilizable, the method in [185]
cannot be applied here regardless of the fact that Ã3(τ) and C̃3(τ) might be approximated via rational
functions. Moreover, based on the structures of Ã3(τ) and C̃3(τ) in (2.72), the corresponding delay system
does not have either forwarding or backstepping structures without having transformations. Thus, the
constructive approaches in [211] may not be applicable here. Now by using the spectrum method in [80, 81]
with a testing gird vector of different values of delays, one can make the estimation6 that the delay system
with (2.72) is unstable for 0 ≤ r ≤ 10. Furthermore, the problem of L2 attenuation is considered here for
the system with (2.72) which corresponds to J3 = −J1 = γI2, J̃ = I2 and J2 = O2 for the supply rate
function in (2.15).

6It is an estimation since only a finite amount of pointwise delay values can be tested by the method in [81].
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Observing the elements inside of Ã3(τ), C̃3(τ), we choose

f(τ) =
[
1 10eτ sin(20τ) 10eτ cos(20τ)

]⊤
(2.73)

which gives

M =


0 0 0

0 1 20

0 −20 1


A3 = 0.1

[
−4 10 −0.1 0.2 0.3 0.2

−10 4 0.01 0.3 −0.2 0.4

]
, C3 = 0.1

[
0 1 0.2 0 0 0.1

0 −2 0.1 0.3 −0.1 0

] (2.74)

in accordance to Assumption 2.1 with d = 3, n = m = q = 2.

Remark 2.11. For Ã3(τ), C̃3(τ) in (2.72), the matrices A3 and C3 can be determined via direct obser-
vations given that the structure of f(τ) in (2.73) is well ordered. On the other hand, applying the sub-
stitution θ1 = 10eτ sin(20τ), θ2 = 10eτ cos(20τ) to Ã3(τ), C̃3(τ) yields Ã3(τ) = Â3(θ1, θ2) = A3M(θ1, θ2),
C̃3(τ) = Ĉ3(θ1, θ2) = C3M(θ1, θ2), where A3 and C3 can be obtained by the correspondence of the coefficient
with respect to θ1, θ2. Finally, one can use the formulas A3 =

[
Â3(0, 0)

∂Â3(θ1,θ2)
∂θ1

∂Â3(θ1,θ2)
∂θ2

]
and C3 =[

Ĉ3(0, 0)
∂Ĉ3(θ1,θ2)

∂θ1

∂Ĉ3(θ1,θ2)
∂θ2

]
to obtain the values of A3 and C3 based on the application of differentia-

tion. (The differentiation approach is suggested by Kwin in https://www.mathworks.com/matlabcentral/
answers/309797-extracting-the-coefficient-of-a-polynomials-matrix#answer_241277)

Apply Theorem 2.2 to (2.7) with the parameters in (2.72)–(2.74) and α1 = 1, {αi}8i=2 = 0. Then it
shows that the system (2.3) with the system parameters in (2.72) is stabilized by

u(t) =
[
1.7839 −6.3792

]
x(t) (2.75)

with the performance min γ = 0.3468. Note that after this step, we apply SDPT3 [270] as the solver
for semidefinite programmings. Due to the simplification applied in the step (2.54), the value of min γ

calculated by Theorem 2.2 might be more conservative compared to Theorem 2.1 with a given value of
K. Consequently, we apply Theorem 2.1 with K =

[
1.7839 −6.3792

]
to (2.7) with the parameters in

(2.72)–(2.74), which shows that (2.75) is able to achieve min γ = 0.27077. To verify (2.75) is a stabilizing
controller for the system with (2.72), we again apply the spectrum method in [80] to the resulting closed-loop
system. It yields −0.1606 < 0 as the real part of the rightmost characteristic root pair, which proves that
the resulting closed-loop system is stable.

It is important to mention that if the tuning factors {αi}d+2
i=1 in (2.46) are not given, then (2.46) becomes

bilinear which requires the application of nonlinear solvers such as Penlab [273] to be handled numerically.
In fact, one of the main motivations to apply a nonlinear solver to solve the synthesis condition in Theorem
2.1 is to find out the potential optimal values of tuning factors {αi}d+2

i=1 so they can be substituted into
(2.46) to produce convex constraints. Nevertheless, as what has been presented in this subsection, it is
possible to solve Theorem 2.2 without appealing to a nonlinear solver by only adjusting one parameter as
argued in Remark 2.4.

To apply Algorithm 1 to calculate controllers with further improvement concerning performance, one
can first solve Theorem 2.1 with the controller gain in (2.75) to calculate a feasible solution of P and Q.
Then the controller gain in (2.75) with the aforementioned P and Q can be applied as the initial values for
K̃, P̃ , Q̃ in Algorithm 1. The results produced by Algorithm 1 with ρ1 = ρ2 = 10−8 and ε = 10−12 are
summarized in Table 2.2 in which NoIs standards for the number of iterations executed by the while loop
in Algorithm 1. Furthermore, the quantities of the spectral abscissas of the closed-loop system spectra in
Table 2.2 are calculated by the method in [80, 81]. Clearly, the results in Table 2.2 demonstrate that more
iterations lead to better min γ value at the expense of larger computational burdens.
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Controller gain K

[
2.472

−9.3914

]⊤ [
2.9906

−11.6878

]⊤ [
3.3886

−13.4488

]⊤ [
3.7325

−14.9736

]⊤
min γ 0.27041 0.27031 0.27027 0.27025

NoIs 10 20 30 40

Spectral abscissa of the closed-loop system −0.1595 −0.1587 −0.1582 −0.1578

Table 2.2: min γ produced by different iterations

Remark 2.12. Some functions in the f(·) in (2.74) have been scaled compared to the form in (2.71). This
is due to the fact that in some situations having F with a large condition number may affect the numerical
solvability of the corresponding optimization programs.

Remark 2.13. Note that Simulink is not utilized throughout the paper to simulate a closed-loop system7

with a distributed delay calculated by our proposed methods. This is due to the consideration that there are
no proper numerical solvers for delay systems in Simulink where one can only employ numerical solvers for
ODEs. On the other hand, the trajectory of a system with distributed delays of constant delay values could
be handled by the DDE23 solver in Matlab by discretizing the distributed delays into multiple discrete
forms. However, the consequences of discretizing distributed delays may require further investigation in
terms of whether it can produce accurate numerical solutions of a distributed delay system.

7The stability of the closed-loop systems in this thesis are verified by frequency domain approaches whenever it can be
achieved.
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Chapter 3

Dissipative Stabilization for
Uncertain Linear Distributed Delay
Systems

3.1 Introduction
To take into account modeling errors and the influence of the system’s operating environment, it is more
realistic to incorporate uncertainties into the state space parameters of the mathematical model of a system.
Characterizing uncertainties in the models of systems has been extensively researched over the past decades
[274–278] and the methodologies might be also adopted to handle problems pertaining to linear parameter
varying systems when the Liapunov approaches are considered [173, 217, 279, 280].

Since the characterization of the robustness of a system is directly affected by the complexity of un-
certainties, thus having uncertainties with more general structures in a system can lead to more general
results in terms of system’s robustness. One of the common structures of uncertainties is the norm-bounded
uncertainty: [275, 281] G∆H. ∆⊤∆ ⪯ I 1 where G and H are given and ∆ can be a function of time
t or a function of other variables. To handle norm-bounded uncertainties in the context of solving linear
matrix inequalities, Petersen Lemma [275] (See the summary in Lemma C.10.1 of [173] also) was introduced
which can provide tractable conditions for an LMI term possessing norm-bounded uncertainties. The idea
of Petersen Lemma was further extended in [282] to handle uncertainties which are of linear fractional form.
On the other hand, the handling of norm-bounded uncertainties subject to a full block scaling constraint
is elaborated by Lemma C.10.4 in [173] in which the proof is supported by the linearization procedure in
[283]. Nevertheless, it is certainly more beneficial to consider using linear fractional uncertainties subject
to full block scaling constraints.

In Chapter 3, the problem of stabilizing an uncertain linear DDS with distributed delays in states,
inputs and outputs is investigated where the structure of the distributed delay terms follow the same
class considered in Chapter 2. We propose methodologies dealing with calculating a static state feedback
controller for a linear distributed delay system having uncertainties with linear fractional form. Namely,
the uncertainties of state-space matrices are in the form of G(I − ∆F )−1∆H with2 ∆ subject to the full

1Note that the constraints on ∆ can be chosen as ∆⊤∆ ⪯ R where R ≻ 0.
2Note that each state space matrix of the system in this chapter has its own uncertainty parameter (constraint), the term

G(I −∆F )−1∆H and its constraint only provide a common characteristic of the uncertainties considered in this chapter
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block scaling constraint

∆ ∈

∆̂

∣∣∣∣∣∣
[
I

∆̂

]⊤ [
Ξ−1 Λ

∗ Γ

][
I

∆̂

]
⪰ 0

 , Ξ−1 ≻ 0, Γ ⪯ 0.

Furthermore, the coefficients of distributed delay functions are also assumed to be affected by uncertainties,
hence the model of the uncertain system considered in this chapter is sufficiently general. On the other
hand, the proposed scenarios on static controller design can be modified to design a non-fragile dynamic
state feedback controller for an uncertain LTI system with input delays. Interestingly, compared to the case
of finding a robust static state controller, the computation of a non-fragile dynamic state controller can be
more “easier” due to the available results pertaining to the construction of predictor controllers for input
delay systems.

The rest of the chapter is organized as follows. The plant of an open-loop uncertain system is first
presented in section 3.2 where the uncertainties are of linear fractional form subject to full block scaling
constraints. Since the synthesis solutions for a linear distributed delay system have been presented in
Chapter 2, hence they can be adapted to handle the uncertain counterpart as long as the uncertainties therein
can be coped with by a mathematical scenario. To handle uncertainties in the form of G(I −∆F )−1∆H in
the context of semidefinite programming, Lemma 3.1 is introduced which is applied later for the derivation of
the optimization constraints for robust synthesis. By utilizing this lemma, the main results on the synthesis
of robust static state feedback controllers are summarized in Theorem 3.1 and 3.2 in section 3.3 by means
of matrix inequalities of finite dimensions. Moreover, an iterative algorithm for solving the bilinear matrix
inequality in Theorem 3.1 is also derived subsequently based on what has been presented in Chapter 2 for
the derivation of Algorithm 1. Next, the whole section 3.4 is dedicated to the study of designing a non-fragile
dynamic state feedback controller for an uncertain LTI system with input delays where both the models
of both the plant and controller incorporate uncertainties terms. Following the same strategy proposed in
the previous section, the corresponding synthesis condition for the existence of a non-fragile dynamic state
feedback controller is presented in Theorem 3.3 which can be solved by the iterative algorithm outlined
in Algorithm 3. Interestingly, the iterative algorithm in section 3.4 for the design of a robust dynamic
state feedback can be initiated directly via the gains of constructed predictor controllers. Finally, several
numerical examples are presented in section 3.5 to demonstrate the capacity and effectiveness of the proposed
methodologies.

3.2 Problem formulation
Consider the following linear uncertain distributed delay system

ẋ(t) = À1x(t) + À2x(t− r) +

∫ 0

−r

À3F (τ)x(t+ τ)dτ + B̀1u(t) + B̀2u(t− r)

+

∫ 0

−r

B̀3F (τ)u(t+ τ)dτ + D̀1w(t), t ≥ t0

z(t) = C̀1x(t) + C̀2x(t− r) +

∫ 0

−r

C̀3(τ)x(t+ τ)dτ + B̀4u(t) + B̀5u(t− r)

+

∫ 0

−r

B̀6F (τ)u(t+ τ)dτ + D̀2w(t)

∀θ ∈ [−r, 0], x(t0 + θ) = ϕ(θ)

(3.1)

to be stabilized, where t0 ∈ R, x(t) ∈ Rn satisfies (3.1), u(t) ∈ Rp denotes input signals, w(·) ∈ L̂2([t0,∞) #
Rq) represents disturbance, z(t) ∈ Rm is the regulated output, and ϕ(·) ∈ C([−r, 0] # Rn) denotes initial
condition. Moreover, the distributed delay function is Rn×dn ∋ F (τ) = f(τ)⊗In with f(·) ∈ C1

(
[−r, 0] # Rd

)
32



which satisfies ∫ 0

−r

f(τ)f⊤(τ)dτ ≻ 0,

∃M ∈ Rd×d :
df(τ)

dτ
= Mf(τ).

(3.2)

The state space parameters in (3.1) are defined as[
À1 B̀1 À2 B̀2 À3 B̀3 D̀1

]
=
[
A1 B1 A2 B2 A3 B3 D1

]
+

7

Row
i=1

(
Gi(I −∆iFi)

−1∆Hi

)
(3.3)

and[
C̀1 B̀4 C̀2 B̀5 C̀3 B̀6 D̀2

]
=
[
C1 B4 C2 B5 C3 B6 D2

]
+

14

Row
i=8

[
Gi(I −∆iFi)

−1∆Hi

]
(3.4)

where the dimensions of the parameters Ai; Ci, i = 1 · · · 3 and Bj , j = 1 · · · 6 and D1, D2 are identical to
the parameters in (3.1) and Assumption 2.1 in the previous chapter. The given matrices Gi, Fi, Hi with
i = 1 · · · 14 determine the configuration of the uncertainty ∆i which subject to the full block constraints
[173, 216]

∆i ∈

∆̂i

∣∣∣∣∣∣
[
I

∆̂i

]⊤ [
Ξ−1
i Λi

∗ Γi

][
I

∆̂i

]
⪰ 0

 , ∀i = 1 · · · 14, Ξ−1
i ≻ 0, Γi ⪯ 0 (3.5)

where Ξi, Λi and Γi are given. Finally, all matrices in (3.3)–(3.5) are supposed to have compatible dimen-
sions.

Remark 3.1. Note that in this chapter we skip the decomposition procedure for the distributed delay terms
as in Assumption 2.1 of Chapter 1. It is a fact that any distributed delay term which contains functions as
entries of a matrix exponential eXτ , X ∈ Rd×d can be written via the forms of distributed delay terms in
(3.3).

The constraints of uncertainty (3.5) can be rewritten into ∆̂⊤
i Γi∆̂i + Sy(Λi∆̂i) + Ξ−1

i ⪰ 0,∀i = 1 · · · 14,
which is equivalent to a single inequality

⊕14
i=1

(
∆̂⊤

i Γi∆̂i + Sy(Λi∆̂i) + Ξ−1
i

)
⪰ 0. Moreover, using the

property of diagonal matrices (X + Y )⊕ (X + Y ) = (X ⊕X) + (Y ⊕ Y ) and XY ⊕XY = (X ⊕X)(Y ⊕ Y )

shows that (3.5) is equivalent to

14⊕
i=1

∆i ∈ U :=


14⊕
i=1

∆̂i

∣∣∣∣∣∣∣
 I⊕14

i=1 ∆̂i

⊤ ⊕14
i=1 Ξ

−1
i

⊕14
i=1 Λi

∗
⊕14

i=1 Γi

 I⊕14
i=1 ∆̂i

 ⪰ 0


14⊕
i=1

Ξ−1
i ≻ 0,

14⊕
i=1

Γi ⪯ 0.

(3.6)

Having demonstrated the equivalence relation between (3.6) and (3.5), (3.6) will be applied in the next
section to derive our robust synthesis conditions due to its compact structure.

Remark 3.2. The uncertainties in (3.3) with the constraints in (3.6) provide a very general characterization
of uncertainties in a linear distributed delay system. Note that the robust terms À3 = A3 + G5(I −
∆5F5)

−1∆H5, B̀3 = B3 + G6(I − ∆6F6)
−1∆6H6, C̀3 = C3 + G12(I − ∆12F12)

−1∆12H12 and B̀6 = B6 +

G13(I −∆13F13)
−1∆H13 lead to the distributed terms Ã3(τ) = A3F (τ) +G5(I −∆5F5)

−1∆5H5F (τ) and
B̃3(τ) = B3F (τ) + G6(I − ∆6F6)

−1∆H6F (τ) and C̃3(τ) = C3F (τ) + G12(I − ∆12F12)
−1∆H12F (τ) and

B̃6(τ) = B6F (τ) +G13(I −∆13F13)
−1∆H13F (τ), respectively. This further demonstrates the fact that the
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uncertainties associated with the distributed terms are sufficiently general in (3.3), as all the coefficients
of the functions in Ã3(τ), B̃3(τ), C̃3(τ) and B̃6(τ) are subject to the variations of G5(I − ∆5F5)

−1∆H5,
G6(I −∆6F6)

−1∆H6, G12(I −∆12F12)
−1∆H12 and G13(I −∆13F13)

−1∆H12, respectively.

Now substitute u(t) = Kx(t) into (3.1), one can derive the expression of the closed-loop uncertain
system

[
ẋ(t)

z(t)

]
=

[A+B1 [(I2+d ⊗K)⊕ Oq]

C+B2 [(I2+d ⊗K)⊕ Oq]

]
+


7

Row
i=1

Gi O

O
14

Row
i=8

Gi

(I − 14⊕
i=1

∆iFi

)−1

∆

[
H1

H2

]χ(t)
∀θ ∈ [−r, 0], x(t0 + θ) = ϕ(θ)

(3.7)

with χ(t) in (2.10), where ∆ :=
⊕14

i=1 ∆i and

H1 =

([
H1

H2K

]
⊕

[
H3

H4K

]
⊕

[
H5

H6 (Id ⊗K)

]
⊕H7

)
,

H2 =

([
H8

H9K

]
⊕

[
H10

H11K

]
⊕

[
H12

H13 (Id ⊗K)

]
⊕H14

) (3.8)

In order to handle the uncertainties structure in (3.3) and (3.6), the following lemma is derived.

3.2.1 A Lemma concerning uncertainties

Lemma 3.1. For arbitrary n;m; p; q ∈ N, Θ1 ∈ Sp≻0, Θ3 ∈ Sm⪯0, Θ2 ∈ Rp×m, Φ ∈ Sn, G ∈ Rn×m, H ∈
Rp×n, F ∈ Rp×m if

∃α > 0 :


Im −Im − αF⊤Θ2 αF⊤

∗ Im − αΘ3 Om×p

∗ ∗ αΘ1

 ≻ 0, (3.9)

then

Φ+ Sy
[
G(Im −∆F )−1∆H

]
≺ 0, ∀∆ ∈ F ⊆ D :=

{
∆̂ ∈ Rm×p

∣∣∣∣∣ [∗]
[
Θ−1

1 Θ2

∗ Θ3

][
Ip

∆̂

]
⪰ 0

}
(3.10)

holds if

∃κ > 0 :


Φ G+ κH⊤Θ2 κH⊤

∗ κF⊤Θ2 + κΘ⊤
2 F + κΘ3 κF⊤

∗ ∗ −κΘ1

 ≺ 0. (3.11)

Moreover, for the situation when Θ−1
1 = Op, (3.11) and (3.9) become

∃κ > 0 :

[
Φ G+ κH⊤Θ2

∗ κF⊤Θ2 + κΘ⊤
2 F + κΘ3

]
≺ 0, (3.12)

∃α > 0 :

[
Im −Im − αF⊤Θ2

∗ Im − αΘ3

]
≻ 0, (3.13)

respectively.

Proof. See Appendix A. ■

Remark 3.3. The assumptions Θ1 ≻ 0 in this lemma is motivated by the expectation to derive convex
conditions (3.9) and (3.11) by the application of the Schur complement at the steps of (A.15) and (A.7).
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Lemma 3.1 is able to cover a wide range of uncertainty configurations such as the common norm bounded
uncertainties. Namely, let Sp ∋ Θ−1

1 = R ≻ 0, Θ2 = Op×m, Θ3 = −Im, F = Op×m and the corresponding
D =

{
∆̂ ∈ Rm×p : ∆̂⊤∆̂ ⪯ R

}
and

∃κ > 0 :


Φ G κH⊤

∗ −κIm Om

∗ ∗ −κR−1

 ≺ 0 (3.14)

which corresponds to (3.11). Now it is obvious that (3.14) is equivalent to

∃κ > 0 : Φ−
[
G κH⊤

] [−κIm Om

∗ −κR−1

]−1 [
G⊤

κH

]
= Φ+ κ−1GG⊤ + κH⊤RH (3.15)

where (3.15) with m = p is equivalent to the result of Petersen Lemma (See Lemma C.10.1 in [173]). Note
that in this case the well-posedness condition (3.9) does not need to be considered given F = Op×m.

Furthermore, consider the case of F ̸= Op×m, Θ−1
1 = R ∈ Sp≻0, Θ2 = Op×m and Θ3 = −Im with

D =
{
∆̂ ∈ Rm×p : ∆̂⊤∆̂ ⪯ R

}
, then Lemma 3.1 can handle the linear fractional uncertainties considered

by the Rational versions of Petersen’s Lemma in [282] and [173]. Namely, the corresponding conditions of
(3.9) and (3.11) are

∃α > 0 :


Im −Im αF⊤

∗ Im + αIm Om×p

∗ ∗ αR−1

 ≻ 0, (3.16)

∃κ > 0 :


Φ G κH⊤

∗ −κIm κF⊤

∗ ∗ −κR−1

 ≺ 0. (3.17)

For (3.16), it is equivalent to

Im −
[
−Im αF⊤

] [(α+ 1)−1Im Om×p

∗ α−1R

][
−Im
αF

]
= Im − (α + 1)−1Im − αF⊤RF ≻ 0. (3.18)

which is equivalent to there exists α > 0 such that

α(α+ 1)F⊤RF + Im ≺ (α+ 1)Im ⇐⇒ α(α+ 1)F⊤RF − αIm ≺ 0

⇐⇒ (α+ 1)F⊤RF − Im ≺ 0. (3.19)

Furthermore, for any α > 0 we have F⊤RF − Im ⪯ (α+ 1)F⊤RF − Im ≺ 0 since F⊤RF ⪯ (α+ 1)F⊤RF

for any α > 0 based on the fact that α > 0 and F⊤RF ⪰ 0 with R ≻ 0. Hence (3.19) infers F⊤RF−Im ≺ 0.3

This shows that F⊤RF − Im ≺ 0 is implied by (3.16) which further shows that (3.16) implies that the well-
posedness conditions in [173] and [282] corresponding to the cases of m = p and R = Ip, respectively, are
satisfied. On the other hand, we can conclude that (3.17) holds if and only if

∃κ > 0 :


In On×m On×p

Op×n Op×m Ip

Om×n Im Om×p




Φ G κH⊤

G⊤ −κIm κF⊤

κH κF −κR−1




In On×p On×m

Om×n Om×p Im

Op×n Ip Op×m



=


Φ G κH⊤

κH κF −κR−1

G⊤ −κIm κF⊤




In On×p On×m

Om×n Om×p Im

Op×n Ip Op×m

 =


Φ κH⊤ G

κH −κR−1 κF

G⊤ κF⊤ −κIm

 ≺ 0 (3.20)

3It is possible to show that F⊤RF − Im ≺ 0 infers (α+1)F⊤RF − Im ≺ 0 based on the application of eigendecomposition
and the property of real numbers.
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holds given the properties of congruence transformation. Now apply the Schur complement to (3.20), it
yields that (3.20) is equivalent to

∃κ > 0, Φ+
[
κH⊤ G

]
κ−1

[
R−1 −F
−F⊤ Im

]−1 [
κH

G⊤

]

= Φ+
[√

κH⊤
√
κ−1G

] [R−1 −F
−F⊤ Im

]−1 [ √
κH

√
κ−1G⊤

]
≺ 0 (3.21)

Now let m = p, then (3.21) is equivalent to the result in (C.30) of Lemma C.10.2 in [173], which further shows
the equivalence between (3.17) and (C.31) of Lemma C.10.2 with m = p. Moreover, with

√
κ = ε−1 > 0

and R = Iq, then (3.21) is equivalent to the inequality in (11) of [282].

3.3 Main results on controller synthesis
Now we combine the synthesis results in Theorem 2.1 with (3.3) and (3.6). By using Lemma 3.1, it results
in the following theorem which provides sufficient conditions for the existence of a state feedback controller
ensuring both robust dissipativity and stability.

Theorem 3.1. Given f(·) and M in (3.2), then the uncertain closed-loop system (3.7) with the supply
rate function in (2.15) is robustly dissipative subject to the uncertainty constraints in (3.6), and the trivial
solution x(t) ≡ 0n of (3.7) with w(t) ≡ 0q is robustly globally asymptotically stable subject to the uncertainty
constraints in (3.6), if there exist P ∈ Sn, Q ∈ Rn×dn, R ∈ Sdn and S;U ∈ Sn and κ1,κ2 > 0 such that the
inequalities in (2.29) and the following conditions are satisfied,

I −I − κ1F
⊤J2 κ1F

⊤

∗ I − κ1J3 O

∗ ∗ κ1J1

 ≻ 0, (3.22)


P⊤Π+Φ G+ κ2H

⊤J2 κ2H
⊤

∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ −κ2J1

 ≺ 0, (3.23)

where the structure of P⊤Π+Φ is given in Theorem 2.1 with the nominal state space parameters in (3.1),
and

G :=



P On×m

On On×m

Q⊤ Odn×m

Oq×n −J⊤
2

Om×n J̃




7

Row
i=1

Gi O

O
14

Row
i=8

Gi

 ,


F

J1

J2

J3

 :=


⊕14

i=1 Fi⊕14
i=1 Ξi⊕14
i=1 Λi⊕14
i=1 Γi

 (3.24)

H :=



[
H1

H2K

]
⊕

[
H3

H4K

]
⊕

[
H5

H6 (Id ⊗K)

]
⊕H7[

H8

H9K

]
⊕

[
H10

H11K

]
⊕

[
H12

H13 (Id ⊗K)

]
⊕H14


[
I2n+dn+q Om×(2n+dn+q)

]
(3.25)

with Gi, Fi, Hi and Ξi, Λi, Γi given in (3.7) and (3.5), respectively.

Proof. Substituting the expression of the uncertain closed-loop system (3.7) into (2.30), then we have the
inequality

∀∆ ∈ U , Sy
(
P⊤Π

)
+Φ+ Sy

[
G
(
I−∆F

)−1
∆H

]
≺ 0, (3.26)
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where Rν1×ν2 ∋∆ :=
⊕14

i=1 ∆i with ν1, ν2 determined by the dimensions of ∆i, i = 1 · · · 14, and U is given
in (3.6). Note that (3.26) can be derived based on the structure of (2.30) and (3.7). Now it is obvious that

∀∆́ ∈ W, Sy
(
P⊤Π

)
+Φ+ Sy

[
G
(
I− ∆́F

)−1
∆́H

]
≺ 0, (3.27)

infers (3.27) with

W :=

∆̃ ∈ Rν1×ν2

∣∣∣∣∣∣∣
Iν2

∆̃

⊤ ⊕14
i=1 Ξ

−1
i

⊕14
i=1 Λi

∗
⊕14

i=1 Γi

Iν2

∆̃

 ⪰ 0


14⊕
i=1

Ξ−1
i ≻ 0,

14⊕
i=1

Γi ⪯ 0

(3.28)

since U ⊆ W. Now applying Lemma 3.1 to (3.27) with (3.6) yields that (3.27) is inferred by (3.22) and
(3.23), which further indicates that (3.26) is inferred by (3.22) and (3.23). This shows that the existence
of feasible solutions of (2.29), (3.22) and (3.23) infer the existence of (2.28) satisfying the corresponding
robust version of the stability criteria in (2.11), (2.12) and the robust version of the dissipativity in (2.13),
which further infer the robust stability of the trivial solution x(t) ≡ 0n of (3.7) with w(t) ≡ 0q and its
robust dissipativity with (2.15). ■

Remark 3.4. The inequality in (3.23) is non-convex if K and B1,B2,B3 are of non-zero values. On the other
hand, a standard robust dissipative (stability) analysis problem can be solved by the convex constraints in
Theorem 3.1 with K = On×q or B1 = B2 = On and B3 = On×dn.

Similar to Theorem 2.2 in the previous chapter, we specifically derive the following theorem providing a
convex optimization-based solution for a genuine robust dissipative control problem.

Theorem 3.2. Given f(·) and M in (3.2) and {αi}2+d
i=1 ⊂ R with d ∈ N, then the uncertain closed-loop

system (3.7) with the supply rate function in (2.15) is robustly dissipative subject to the uncertainty constraints
in (3.6), and the trivial solution x(t) ≡ 0n of (3.7) with w(t) ≡ 0q is robustly globally asymptotically stable
subject to (3.6), if there exist Ṕ ∈ Sn, X ∈ Rn×n

[n] , V ∈ Rp×n, Q́ ∈ Rn×dn, Ŕ ∈ Sdn, Ś; Ú ∈ Sn and κ1,κ2 > 0

such that (2.45) and the following conditions are satisfied,
I −I − κ1F

⊤J2 κ1F
⊤

∗ I − κ1J3 O

∗ ∗ κ1J1

 ≻ 0,


Θ́ Ǵ+ κ2H

⊤J2 κ2H́
⊤

∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ −κ2J1

 ≺ 0, (3.29)

where Θ́ is defined in (2.46) and

Ǵ :=


In On×m

Cold+2
i=1 αiIn O(d+2)n×m

Oq×n −J⊤
2

Om×n J̃




7

Row
i=1

Gi O

O
14

Row
i=8

Gi

 , (3.30)

H́ :=



[
H1X

H2V

]
⊕

[
H3X

H4V

]
⊕

[
H5(Id ⊗X)

H6 (Id ⊗ V )

]
⊕H7[

H8X

H9V

]
⊕

[
H10X

H11V

]
⊕

[
H12(Id ⊗X)

H13(Id ⊗ V )

]
⊕H14


[
O(2n+dn+q)×n I2n+dn+q O(2n+dn+q)×m

]
(3.31)

with Gi, Fi, Hi and Ξi, Λi, Γi given in (3.7) and (3.5), respectively.
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Proof. Substituting (3.7) into (2.46) and considering the proof procedure of Theorem 2.2, the corresponding
robust version of (2.46) can be derived as

∀∆ ∈ U , Θ́ := Sy




In

Col2+d
i=1 αiIn

O(q+m)×n

[−X Π̂
]+

[
On Ṕ

∗ Φ̂

]
≺ 0. (3.32)

where Rν1×ν2 ∋∆ :=
⊕14

i=1 ∆i and

Π̂ = Π́+

(
7

Row
i=1

Gi

)(
I −

7⊕
i=1

∆iFi

)−1( 7⊕
i=1

∆i

)

×

([
H1X

H2V

]
⊕

[
H3X

H4V

]
⊕

[
H5(Id ⊗X)

H6 (Id ⊗ V )

]
⊕H7

)[
I2n+dn+q O(2n+dn+q)×m

]
(3.33)

with Π́, Ṕ in line with the definitions in (2.47), and

Φ̂ := Sy




Q

On×dn

R

Oq×dn


[
F Odn×m

]
+ (S + rU)⊕ (−S)⊕ (−F⊗ U)⊕ (−J3)⊕ J1

+ Sy



O(2n+dn)×m

−J⊤
2

J̃

[C̀1X + B̀4V C̀2X + B̀5V C̀3(Id ⊗X) + B̀2 (Id ⊗ V ) D̀2 Om

] . (3.34)

Now considering the expressions of (3.32)–(3.34), (3.32) can be reformulated into

∀∆ ∈ U , Θ́+ Sy
[
Ǵ
(
Iν −∆F

)−1
∆H́

]
≺ 0 (3.35)

with Rν1×ν2 ∋ ∆ :=
⊕14

i=1 ∆i and Ǵ in (3.30) and H́ in (3.31) and Θ́ in (2.46). Similar to the proof of
Theorem 3.1, it is obvious that

∀∆́ ∈ W, Θ́+ Sy
[
Ǵ
(
Iν1
− ∆́F

)−1
∆́H́

]
≺ 0, (3.36)

infers (3.35) since U ⊆ W where W is given in (3.28). Note that also the well-posedness of the uncertainty
in (3.36) infers the well-posedness of the uncertainties in (3.35) since U ⊆ W. Using Lemma 3.1 to (3.36)
withW in (3.28) yields that the existence of the feasible solutions of (3.29) infers (3.36) which further infers
(3.35), where (3.29) also ensure the well-posedness of the linear fractional uncertainties in (3.36) and (3.35)
and ultimately (3.7). Considering what has been presented in the proof of Theorem 2.2, this shows that the
existence of feasible solutions of (2.45) and (3.29) infer the existence of (2.28) satisfying the corresponding
robust version of (2.11), (2.12) and (2.13), which further infers the robust stability of the origin of (3.7)
with w(t) ≡ 0q, and its robust dissipativity with (2.15). Finally, the first inequality in (3.29) also infers
that all the uncertainties in (3.7) are well-posed. This completes the proof. ■

Remark 3.5. It is worthy to mention that all the uncertainties in (3.3) may be ’pull out’ into interconnection
form as it has been demonstrated in [184, 216]. However, for the sake of producing a single convex condition
not requiring the application of the dualization lemma [173, 184], the uncertainties have been chosen in the
form of (3.3).

3.3.1 An inner convex approximation solution of Theorem 3.1

Similar to what we have presented in subsection 2.4.1, an iterative algorithm is presented in this subsection
based on the algorithm proposed in [257] to solve Theorem 3.1. The resulting iterative algorithm can be
initiated by the feasible solutions of Theorem 2.2.
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We first present the following lemma to derive the condition for inner convex approximation.

Lemma 3.2. Given A ∈ Sn, B ∈ Rn×m, C ∈ Sm, D ∈ Sp≺0 and E ∈ Rn×p, we have

[
A− ED−1E⊤ B

B⊤ C

]
≺ 0 ⇐⇒


A E B

E⊤ D Op×n

B⊤ On×p C

 (3.37)

Proof. Note that [
A− ED−1E⊤ B

B⊤ C

]
=

[
A B

B⊤ C

]
−

[
E

Om×p

]
D−1

[
E⊤ Op×m

]
. (3.38)

Applying the Schur complement to (3.38) gives that (3.38) holds if and only if
A B E

B⊤ C Om×p

E⊤ Op×m D

 ≺ 0 (3.39)

Now apply congruence transformation to (3.3.1), we have (3.3.1) holds if and only
In On×m On×p

Om×n Om×p Im

Op×n Ip Op×m




A B E

B⊤ C Om×p

E⊤ Op×m D




In On×m On×p

Om×n Om×p Im

Op×n Ip Op×m



=


A B E

E⊤ Op×m D

B⊤ C Om×p




In On×m On×p

Om×n Om×p Im

Op×n Ip Op×m

 =


A E B

E⊤ D Op×n

B⊤ On×p C

 (3.40)

■

Similar to the structure of (2.62), realize that (3.23) can be rewritten into
Sy
[
P⊤B [(I2+d ⊗K)⊕ Op+m]

]
+ Φ̂ G+ κ2H

⊤J2 κ2H
⊤

∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ −κ2J1

 ≺ 0. (3.41)

where B and Φ̂ are defined in (2.62), and other parameters have been given in Theorem 3.1. Now apply
(2.64) with (2.66) and the conclusion in (3.37) to (3.41), one can conclude that

Φ̂+ Sy
(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤ G+ κ2H

⊤J2 κ2H
⊤

∗ −Z On O O

∗ ∗ Z − In O O

∗ ∗ ∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ ∗ ∗ −κ2J1


≺ 0 (3.42)

infers (3.41), where all the matrices in (3.42) are in line with the definitions in Theorem 3.1 and (2.66).
By using the results in [257], the following Algorithm 2 can be constructed similar to Algorithm 1,

where x contains all the decision variables of R ∈ Snd and S;U ;Z ∈ Sn. Moreover, let Λ :=
[
P Q

]
and

Λ̃ :=
[
P̃ Q̃

]
. Furthermore, ρ1, ρ2 and ε are given constants for regularizations and determining error

tolerance, respectively.

Remark 3.6. When a convex objective function is contained by Theorem 3.1, for instance L2 gain γ

minimization, a termination condition might be added to Algorithm 2 concerning the improvement of
objective function between two successive iterations [257]. Nonetheless, this condition has not been applied
in our numerical examples in this chapter.
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Algorithm 2: An inner convex approximation solution for Theorem 3.1

begin
Find initial values for Λ̃ =

[
P̃ Q̃

]
and K̃ belonging to the relative interior of the feasible set of

Theorem 3.1.

solve min
x,Λ,K

tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (2.29), (3.22) and (3.42) to obtain Λ

and K

while

∥∥∥∥∥
[
vec(Λ)

vec (K)

]
−

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞∥∥∥∥∥

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞

+ 1

≥ ε do

update Λ̃←− Λ, K̃ ←− K;
solve min

x,Λ,K
tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (2.29), (3.22) and (3.42) to obtain

Λ and K;
end

end

Remark 3.7. Initial values of P̃ , Q̃ and K̃ in Algorithm 2 can be provided by the feasible solutions of
(2.45) and (3.29) with given values of {αi}2+d

i=1 . Note that similar to what we have explained in Remark 2.4
in the previous chapter, one can apply α1 = α2 = 0 and αi = 0, i = 4 · · · 2 + d which allows users to only
adjust the value of α3 to apply Theorem 3.2.

3.4 Application to dissipative resilient stabilizations of a linear
system with a discrete input delay

In this section, it is shown that the idea presented in section 3.3 can be adapted to handle the synthe-
sis problem of stabilizing a linear input delay system by means of a dynamical state feedback controller
under both general uncertainties and a dissipative constraint. Due to the mathematical structure of the
closed-loop system resulted from the stabilization by a dynamical state controller, the synthesis conditions
proposed in this section can calculate the gains of a resilient controller that the controller itself is robust
against uncertainties. Moreover, unlike the situation of calculating the gain of a state feedback controller
in Algorithm 2, Algorithm 3 proposed in this section may be initialized based on the values of the gains of
explicitly constructed predictor controllers.

3.4.1 Formulation of Synthesis Problem

Consider the following system

ẋ(t) = Àx(t) + B̀u(t− r) + D̀1w(t), t ≥ t0

z(t) = C̀1

[
x(t)

u(t)

]
+ C̀2

[
x(t− r)

u(t− r)

]
+

∫ 0

−r

C̀3

(√
Ff(τ)⊗ Iν

)[x(t+ τ)

u(t+ τ)

]
dτ + D̀2w(t)

where r > 0 and t0 ∈ R and x(t) ∈ Rn, u(t) ∈ Rp and w(t) ∈ Rq and f(·) ∈ C1
(
[−r, 0];Rd

)
with

F−1 =
∫ 0

−r
f(τ)f⊤(τ)dτ ≻ 0 and

√
F stands for the unique4 square root of F. The state space matrices in

(3.43) contain uncertainties. Specifically, A ∈ Rn×n and B ∈ Rn×p are the nominal part of the state space
4For the uniqueness of the square root of a positive semidefinite matrix, see Theorem 7.2.6 in [258]
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matrices À and B̀ without uncertainties5, and we assume that there exists K ∈ Rp×n such that A+BK is
Hurwitz. The matrix parameters in the output are defined as[

C̀1 C̀2 C̀3 D̀2

]
=
[
C1 C2 C3 D2

]
+

8

Row
i=5

[
Gi(I −∆iFi)

−1∆Hi

]
(3.43)

where C1;C2 ∈ Rm×ν , C3 ∈ Rm×dν with ν = n+ p. Furthermore, f(·) ∈ C1
(
R # Rd

)
in (3.43) satisfies

∃K ∈ Rp×n,∃X ∈ Rp×p, ∃K̂ ∈ Rn×dp,
[
Op×n (KA−XK) e−AτB

]
= K̂

(√
Ff(τ)⊗ Iν

)
(3.44)

∃M ∈ Rd×d :
df(τ)

dτ
= Mf(τ). (3.45)

where the motivation of having (3.44) will be explained later in light of the structure of predictor controllers.
Now to stabilize (3.43), we consider a dynamical state feedback controller

u̇(t) = K1

[
x(t)

u(t)

]
+K2

[
x(t− r)

u(t− r)

]
+

∫ 0

−r

K3

(√
Ff(τ)⊗ Iν

)[x(t+ τ)

u(t+ τ)

]
dτ (3.46)

and assume that all states are measurable, where K1;K2 ∈ Rp×ν and K3 ∈ Rp×dν are controller gains with
ν = n + p. Due to the uncertainties caused by implementation environments and disturbances, it is more
realistic to consider

u̇(t) = K̀1

[
x(t)

u(t)

]
+ K̀2

[
x(t− r)

u(t− r)

]
+

∫ 0

−r

K̀3

(√
Ff(τ)⊗ Iν

)[x(t+ τ)

u(t+ τ)

]
dτ + D̀3w(t), (3.47)

as the mathematical model of (3.46) for the theoretical analysis discussed in this section, where K̀1,K̀2,K̀3

and D̀3 contains uncertainties.

Remark 3.8. It is extremely important to stress that (3.47) is only a mathematical model for (3.46) to
be considered by the theoretical synthesis methods in this section. When the values of K1,K2 and K3 are
obtained by the proposed scenarios, the resulting controller will be implemented by the model in (3.46).
Thus no uncertainties or w(t) are included by the actual implementation of the resulting controller (3.46).
However, since uncertainties and disturbances are taken into account by the theoretical model (3.47), the
resulting controller in (3.46) is non-fragile and able to withstand external perturbations.

Now combining (3.43) and (3.47) with (3.43) produces the following closed-loop system[
ẋ(t)

u̇(t)

]
=

([
À On×p

K̀1

] [
On B̀

K̀2

] [
On×dν

K̀3

] [
D̀1

D̀3

])
ϑ(t), t ≥ t0

z(t) =
[
C̀1 C̀2 C̀3 D̀2

]
ϑ(t)

∀θ ∈ [−r, 0],

[
x(t0 + θ)

u(t0 + θ)

]
= ϕ̂(θ)

(3.48)

where r > 0 and t0 ∈ R and ϕ̂(·) ∈ C ([−r, 0] # Rn+p) and

ϑ(t) = Col

([
x(t)

u(t)

]
,

[
x(t− r)

u(t− r)

]
,

∫ 0

−r

(√
Ff(τ)⊗ Iν

)[x(t+ τ)

u(t+ τ)

]
, w(t)

)
(3.49)

and the matrices in (3.48) are defined as([
À On×p

K̀1

] [
On B̀

K̀2

] [
On×dν

K̀3

] [
D̀1

D̀3

])
=

([
A On×p

K1

] [
On B

K2

] [
On×dν

K3

] [
D1

D3

])

+
4

Row
i=1

(
Gi(I −∆iFi)

−1∆Hi

)
[
C̀1 C̀2 C̀3 D̀2

]
=
[
C1 C2 C3 D2

]
+

8

Row
i=5

[
Gi(I −∆iFi)

−1∆Hi

]
.

(3.50)

5The exact structures of the uncertainties in À and B̀ will be specified later
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The uncertainties ∆i, i = 1 · · · 8 in (3.50) and (3.43) are subject to the constraints

∆i ∈

∆̂i

∣∣∣∣∣∣
[
I

∆̂i

]⊤ [
Ξ−1
i Λi

∗ Γi

][
I

∆̂i

]
⪰ 0

 , ∀i = 1 · · · 8, Ξ−1
i ≻ 0, Γi ⪯ 0. (3.51)

Note that the matrices Gi, Hi, Fi, ∆i in (3.50) and Ξi, Λi, Γi in (3.51) are locally defined in this section,
thus there are not the same as in (3.3), (3.4) and (3.5). Meanwhile, the value of D3 ∈ Rp×q in (3.50) is
given. Finally, similar to (3.6), the constraints in (3.51) can be reformulated into

8⊕
i=1

∆i ∈ T :=


8⊕

i=1

∆̂i

∣∣∣∣∣∣ [∗]
⊕8

i=1 Ξ
−1
i

⊕8
i=1 Λi

∗
⊕8

i=1 Γi

[ I⊕8
i=1 ∆̂i

]
⪰ 0

 ,

8⊕
i=1

Ξ−1
i ≻ 0,

8⊕
i=1

Γi ⪯ 0.

(3.52)

Remark 3.9. The constraints in (3.44) indicate that the elements in f(·) cover the functions in e−AτB

satisfying de−AτB
dτ = −Ae−AτB where the functions in −Ae−AτB are naturally compatible with the property

in (3.45).6 Moreover, this also means that (3.44) does not impose any extra restrictions onto the structure
of A, B as long as one can find a K to make A+BK to be Hurwitz. Finally, we stress that the use of

√
F

does not affect the existence of C3 and Γ given that
√
F is a symmetrical and full rank matrix.

Remark 3.10. Unlike dealing with a standard state feedback synthesis problem in (3.7), the controller
parameters in (3.50) are not directly multiplied by the system parameters in (3.43). As a result, it is
possible to produce resilient dissipative stabilization results with (3.50) based on what we have derived in
(3.3).

Remark 3.11. The model of (3.48) can be handled by the methodologies proposed in the previous sec-
tion. In addition, (3.48) is of retarded type thus it satisfies the properties summarized by Theorem 2 in
[52]. Namely, it means that if the trivial solution x(t) ≡ 0n of (3.48) with w(t) ≡ 0 is robustly uniformly
asymptotically stable with the “controller model” in (3.47), then the controller (3.46) can be implemented
in real-time without having potential numerical stability problems provided that the accuracy of the ap-
proximation of the distributed term in (3.46) reach certain degrees.

3.4.2 An example of dynamical state controllers

Now we can start to explain the motivation of the assumption in (3.44) in light of the expression in (3.47).
Note that for a system ẋ(t) = Ax(t) + Bu(t − r) with r > 0 and x(t) ∈ Rn and u(t) ∈ Rp, it can be

always exponentially stabilized by the predictor controller

u(t) = Kx(t+ r) = K

(
eArx(t) +

∫ 0

−r

e−AτBu(t+ τ)dτ

)
(3.53)

for any r > 0 provided that A+BK is Hurwitz for some K ∈ Rp×n. However, the form of (3.53) may not
secure a safe numerical implementation. One solution of this problem is solved in [52] where a dynamical
state controller with special form is proposed in (10) of [52]. Now substitute appropriate parameters into
(10) of [52], one can conclude that the dynamical state feedback controller

u̇(t) = (KB +X)u(t) + (KA−XK)

(
eArx(t) +

∫ 0

−r

e−AτBu(t+ τ)dτ

)
(3.54)

can asymptotically stabilize ẋ(t) = Ax(t) + Bu(t − r) for any r > 0, where A + BK and X ∈ Rp×p are
Hurwitz and the form of (3.54) is a particular case of the controller structure in (10) of [52]. Note that the
spectrum of ẋ(t) = Ax(t) +Bu(t− r) under (3.54) is{

s ∈ C : det (sIn −A−BK) det (sIp −X) = 0
}

(3.55)

6This can be understood by the property of e−Aτ in light of Putzer Algorithm for Matrix Exponentials
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which can be exponentially stable for some K ∈ Rp×n given X ∈ Rp×p is Hurwitz.
By the matrices in (3.54), now it is clear that (3.44) indicates the functions in f(·) in (3.43) are able

to cover all the functions in e−AτB and C̃3(τ) where A and B are in line with the definitions in (3.43).
Thus (3.44) implies that it is always possible to construct a predictor controller in the form of (3.54) to
stabilize the nominal system of (3.43) without considering the terms of uncertainties and the disturbance
w(·) therein. On the other hand, the structure of (3.46) indicates that it incorporates (3.54) as a special
case. This means there always exists controller gains in (3.46) which can exponentially stabilize the nominal
system of (3.43) with w(t) ≡ 0. Specifically, (3.54) can be denoted in the form of (3.46) as

K1 =
[
(KA−XK) eAr KB +X

]
, K2 = Op×ν , K3 = K̂ (3.56)

where K̂ is given in (3.44) and both A+BK and X are Hurwitz.
Based on Theorem 3.1, the following theorem can be derived for the closed-loop system in (3.48).

Theorem 3.3. Let the parameters Gi, Fi, Hi and Ξi, Λi, Γi in (3.50) and (3.51) be given. Given f(·) with
F−1 =

∫ 0

−r
f(τ)f⊤(τ)dτ and M in (3.44)–(3.45), if there exist P ∈ Sν , Q ∈ Rν×dν , R ∈ Sdν , S;U ∈ Sν and[

K1 K2 K3

]
∈ Rp×(2ν+dν) and κ1,κ2 > 0 such that the following matrix inequalities[

P Q

∗ R+ Id ⊗ S

]
≻ 0, S ⪰ 0, U ⪰ 0 (3.57)


I −I − κ1F

⊤J2 κ1F
⊤

∗ I − κ1J3 O

∗ ∗ κ1J1

 ≻ 0 (3.58)


Φ+ Sy

[
P⊤(A+BK)

]
G+ κ2H

⊤J2 κ2H
⊤

∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ −κ2J1

 ≺ 0 (3.59)

are satisfied with

G :=



P Oν×m

Oν Oν×m

Q⊤ Odν×m

Oq×ν −J⊤
2

Om×ν J̃





4

Row
i=1

Gi O

O
8

Row
i=4

Gi


 ,


F

J1

J2

J3

 :=



⊕8
i=1 Fi⊕8
i=1 Ξi⊕8
i=1 Λi⊕8
i=1 Γi

 (3.60)

H :=

⊕4
i=1 Hi⊕8
i=4 Hi

[I2ν+dν+q O(2ν+dν+q)×m

]
(3.61)

P :=
[
P Oν Q Oν×q Oν×m

]
, A :=

[
A On×ν B On×dν D1 On×m

Op×n Op×ν Op Op×dν D2 Op×m

]
B = Col [On×p, Ip] , K :=

[
K1 K2 K3 Op×(q+m)

]

Φ := Sy




Q

Oν×dν

R

O(q+m)×dν


[√

Ff(0)⊗ Iν −
√
Ff(−r)⊗ Iν −

(√
FM
√
F−1

)
⊗ Iν Odν×(q+m)

]


+ (S + rU)⊕ (−S)⊕ (−Id ⊗ U)⊕ J3 ⊕ J1

+ Sy



O(2ν+dν)×m

−J⊤
2

J̃

[C1 C2 C3 D3 Om

] ,

(3.62)
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then the closed-loop system (3.48) with the supply rate function (2.15) is dissipative, and the origin of the
closed-loop system (3.48) with w(t) ≡ 0q is robustly globally asymptotically stable subject to the uncertainty
in (3.51)

Proof. The proof of this theorem is straightforward given the results presented in Theorem 3.1 and 2.1. ■

Similar to the handling of Theorem 3.1, one can derive an iterative algorithm to solve Theorem 3.3. Now
given what we have derived in subsection 3.3.1, one can conclude that the feasible solutions of

Φ+ Sy
(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤ G+ κ2H

⊤J2 κ2H
⊤

∗ −Z Oν O O

∗ ∗ Z − Iν O O

∗ ∗ ∗ κ2F
⊤J2 + κ2J

⊤
2 F+ κ2J3 κ2F

⊤

∗ ∗ ∗ ∗ −κ2J1


≺ 0 (3.63)

implies the existence of the feasible solutions of (3.59), where Z ∈ Sν and

P̃ :=
[
P̃ Oν Q̃ Oν×q Oν×m

]
with P̃ ∈ Sν and Q̃ ∈ Rν×dν

K̃ :=
[
K̃1 K̃2 K̃3 Op×(q+m)

]
with K̃ =

[
K̃1 K̃2 K̃3

]
∈ Rp×(2ν+dν)

(3.64)

and all other matrices in (3.63) are in line with the definitions in Theorem 3.3. Given the derivations in
subsection 3.3.1, Algorithm 3 can be constructed similar to Algorithm 2, where x contains all the decision
variables of R ∈ Sdν and S;U ;Z ∈ Sν , while Λ :=

[
P Q

]
∈ Rν×ν(d+1) and Λ̃ :=

[
P̃ Q̃

]
∈ Rν×ν(d+1).

Furthermore, ρ1, ρ2 and ε in Algorithm 3 are given constants for regularizations and determining error
tolerance, respectively. A distinct feature of Algorithm 3 compared to Algorithm 2 is that we may use the
gains of a predictor controller in (3.56) to acquire initial values for the iterative algorithm in Algorithm 3.
This is because (3.54) can asymptotically stabilize the nominal system of (3.43) with w(t) ≡ 0q as what
has been shown in subsection 3.4.2. Moreover, one can always find K and X for (3.56) since (A,B) is
stabilizable. As a result, an initial value of K̃ and P̃ for Algorithm 3 might be obtained by Theorem 3.1 via
(3.56) without using a separate theorem as Theorem 3.2. As for the value of K in (3.56), we suggest that
it can be obtained by solving a standard convex program corresponding to designing a static state feedback
controller for the system resulted from excluding all the delay terms in (3.43).

Algorithm 3: An inner convex approximation solution for Theorem 3.3

begin
Given K ∈ Rp×n such that A+BK is Hurwitz
solve Theorem 3.3 with (3.56) to produce P and Q.

solve Theorem 3.3 with the previous P and Q to produce K1, K2 and K3.

let P̃ ← P , Q̃← Q, K̃1 ← K1, K̃2 ← K2, K̃3 ← K3,

solve min
x,Λ,K

tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K− K̃

)]
subject to (3.57), (3.58) and (3.63) to obtain Λ

and K

while

∥∥∥∥∥
[
vec(Λ)

vec (K)

]
−

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞∥∥∥∥∥

[
vec(Λ̃)

vec(K̃)

]∥∥∥∥∥
∞

+ 1

≥ ε do

update Λ̃←− Λ, K̃←− K;
solve min

x,Λ,K
tr
[
ρ1[∗]

(
Λ− Λ̃

)
+ ρ2[∗]

(
K− K̃

)]
subject to (3.57), (3.58) and (3.63) to obtain

Λ and K;
end

end
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3.5 Numerical examples
Two numerical examples are presented in this section to demonstrate the strength of the proposed scenarios
in Chapter 3. The following numerical examples were tested in Matlab with Yalmip [266] as the optimization
interface, respectively. Furthermore, all the analytic properties of the delay systems considered in this section
are examined by the spectral method in [80, 81] with the code in http://cdlab.uniud.it/software#
eigAM-eigTMN.

3.5.1 Robust stabilization of an uncertain distributed delay system with dissi-
pativity

Semidefinite programs in this subsections are solved by SDPT3 [270] except for the programs corresponding
to the controller in (3.69) which is solved by SeDuMi and reported in subsection 4.2.2 in [57].

Consider a system of the form (3.1) with r = 1 and the state space matrices

A1 =

[
0 0

0 0.1

]
, A2 =

[
−1 −1
0 0.9

]
, B1 =

[
0

1

]
, B2 =

[
0.1 −0.11
0.21 0.1

]
, D1 =

[
0.2

0.3

]

Ã3(τ) =

[
−0.4− 0.1eτ sin(20τ) + 0.3eτ cos(20τ) 1 + 0.2eτ sin(20τ) + 0.2eτ cos(20τ)

−1 + 0.01eτ sin(20τ)− 0.2eτ cos(20τ) 0.4 + 0.3eτ sin(20τ) + 0.4eτ cos(20τ)

]

D2 =

[
0.1 0.2

0.12 0.1

]
, C1 =

[
−0.1 0.2

0 0.1

]
, C2 =

[
−0.1 0

0 0.2

]

C̃3(τ) =

[
0.2eτ sin(20τ) 0.1 + 0.1eτ cos(20τ)

0.1eτ sin(20τ)− 0.1eτ cos(20τ) −0.2 + 0.3eτ sin(20τ)

]
(3.65)

with the uncertainties parameters ∆i ∈ Rn×n subject to (3.6) with Λi = Fi = On,∀i = 1 · · · 10 and

H1 =

[
−0.1 −0.7
−0.3 0.3

]
, H2 =

[
0.1

−0.3

]
, H3 =

[
0.1 0.2

0.1 0.1

]
, H4 =

[
0.2 0.1 −0.1 0.3 0.12 −0.2
0.14 0.25 0.19 −0.11 −0.1 −0.23

]
H5 =

[
0.2 0.2

0.21 0.21

]
, H6 =

[
−0.12 −0.14
0.01 0.2

]
, H7 =

[
0.4

−0.2

]
, H8 =

[
0.12 −0.14
0.01 0.2

]

H9 =
[

0.2 0.1 −0.1 −0.14 0.1 −0.1
−0.1 0.3 0.2 −0.1 −0.1 −0.1

]
, H10 =

[
0.22 0.23

0.22 0.23

]
, Gi =

[
0.04 0.04

0.11 0.11

]
,∀i = 1 · · · 5

Gi =

[
0.17 0.17

0.14 0.14

]
,∀i = 6 · · · 10, Ξ1 =

[
2.3 1

∗ 2.4

]
,Ξ2 =

[
1.5 −0.5
∗ 2.9

]

Ξ3 =

[
1.7 0.48

∗ 1.6

]
, Ξ4 =

[
2.5 0.51

∗ 2

]
, Ξ5 =

[
1.7 0.44

∗ 1.7

]
, Ξ6 =

[
1.6 0.15

∗ 1.4

]
, Ξ7 =

[
3.37 −1.1
∗ 1.8

]

Ξ8 =

[
1.54 0.13

∗ 1.34

]
, Ξ9 =

[
2.7 −0.65
∗ 1.87

]
, Ξ10 =

[
1.7 0.44

∗ 1.7

]
, Γi =

[
−1.75 −0.58
∗ −1.75

]
,∀i = 1 · · · 10.

(3.66)

Note that (3.65) is identical to (2.72) without considering the presence of uncertainties. Thus the methods
in [185] and [211] still cannot handle (3.65) as we have argued in the previous chapter, even without
considering the presence of uncertainties in (3.65). Moreover, it is shown in Chapter 2 by using the spectrum
method that (3.65) is unstable for 0 ≤ r ≤ 10 without considering the presence of uncertainties. For the
controller objective, again we choose to minimize the value of L2 attenuation factor γ which corresponds to
J3 = −J1 = γI2, J̃ = I2, J2 = O2 in (2.15). Now consider the parameters

f(τ) =


1

10eτ sin(20τ)

10eτ cos(20τ)

⊗ I2, M =


0 0 0

0 1 20

0 −20 1

 (3.67)
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and

A3 = 0.1

[
−4 10 −0.1 0.2 0.3 0.2

−10 4 0.01 0.3 −0.2 0.4

]
, C3 = 0.1

[
0 1 0.2 0 0 0.1

0 −2 0.1 0.3 −0.1 0

]
(3.68)

which are the same as in (2.74) with d = 3, n = m = q = 2.
Now we apply Theorem 3.1 to the system with the parameters in (3.65)–(3.68). It follows that the

corresponding uncertain system is robustly stabilized by the controller

u(t) =
[
3.2847 −16.7739

]
x(t) (3.69)

for any uncertainties in the corresponding D with min γ = 0.62. To reduce the potential conservatism
of the value of min γ calculated by Theorem 3.2, we apply Theorem 3.1 to the previous resulting closed-
loop system with the controller gain K =

[
3.2847 −16.7739

]
. It shows that K =

[
3.2847 −16.7739

]
can achieve min γ = 0.45941. Next, apply the spectrum method again to the resulting closed-loop system
without considering the uncertainties therein. It produces −0.1773 < 0 as the real part of the rightmost
characteristic root pair which shows that the nominal resulting closed-loop system is stable.

Now we can apply Algorithm 2 to calculate controller gains with better performance. The results
produced by Algorithm 2 with ρ1 = ρ2 = 10−7 and ε = 10−12 are summarized in Table 3.1 where NoIs
standards for the number of iterations executed by the while loop in Algorithm 2. Furthermore, SPA stands
for the spectral abscissas of the sets containing the characteristic roots of the nominal closed-loop systems
(without uncertainties) in Table 3.1, whose values are obtained by the method in [80, 81].

Controller gains K

[
3.6897

−19.0393

]⊤ [
4.0571

−21.1008

]⊤ [
4.4230

−23.1575

]⊤ [
4.7878

−25.2108

]⊤
min γ 0.459357 0.459321 0.459292 0.459269

NoIs 10 20 30 40

SPA −0.177 −0.1768 −0.1766 −0.1764

Table 3.1: min γ produced by different iterations

The results in Table 3.1 demonstrate that more iterations lead to better min γ value at the expense of
larger numerical complexities. Note that by substituting the resulting K in table 3.1 into Theorem 3.1, the
same values of min γ can be obtained by solving the corresponding convex semidefinite programmings. This
indicates that the numerical results produced by the iterative Algorithm 2 in terms of min γ are reliable.

3.5.2 Non-fragile dynamical state feedback design for an uncertain linear sys-
tem with an input delay

We apply Mosek 8.0 [284] as the numerical solver to solve semidefinite programmings in this subsection.
Consider the uncertain open loop system (3.43) with r = 3 and the state space matrices

A =

[
−1 1

0 0.1

]
, B =

[
0

1

]
, D1 =

[
0.1

−0.1

]
, C1 =

[
−0.3 0.4 0.1

−0.3 0.1 −0.1

]
, C2 =

[
0 0.2 0

−0.2 0.1 0

]
,

C̃3(τ) =

[
0.2 + 0.1eτ 0.1 0.12e3τ

−0.2 0.3 + 0.14e2τ 0.11e3τ

]
, D2 = 0.12, D3 =

[
0.14

0.1

] (3.70)

with ∆i ∈ Rν×ν subject to (3.52) with Λi = Fi = Oν ,∀i = 1 · · · 8 and

H1 =


−0.1 −0.7 0

−0.3 0.3 0

0 0 0.1

 , H2 =


−0.1 0 0

−0.3 0.3 0

0 0 0.1

 , H3 =

[
0 0 0 0 0 0 0⊤

9

0.14 0.25 0.19 −0.11 −0.1 −0.23 0⊤
9

0.1 0.14 0.07 0.12 0.17 0.15 0⊤
9

]
(3.71)
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H4 =


0.01

0.02

0.01

 , H5 =


0.12 −0.14 0.13

0.01 0.2 0.05

0.12 0.18 0.15

 , H6 =


0.12 −0.14 0.11

0.01 0.2 0.15

0.11 0.12 0.011

 (3.72)

H7 =


0.2 0.1 −0.1 −0.14 0.1 −0.1 0⊤

9

−0.1 0.3 0.2 0.1 −0.1 0.1 0⊤
9

0.2 0.1 −0.1 0.3 0.12 −0.2 0⊤
9

 , H8 =


0.2

0.1

0.1

 (3.73)

G1 =


0.04 0.04 0

0.11 0.11 0.1

0.02 0.01 0.03

 , G2 =


0 0 0.04

0.11 0.11 0.12

0.05 0.07 0.03

 , G3 =


0 0 0

0.11 0.11 0.1

0.02 0.01 0.03

 (3.74)

G4 =


0.04 0.04 0.05

0.11 0.11 0.1

0.02 0.01 0.03

 , Gi =

[
0.11 0.14 0.12

0.1 0.11 0.12

]
, ∀i = 6 · · · 10, Ξ1 =


2.3 1 0

1 2.4 0

0 0 1

 (3.75)

Ξ2 =


1.5 −0.5 0.1

−0.5 2.9 0.1

0.1 0.1 0.11

 , Ξ3 =


1.7 0.48 0

0.48 1.6 0

0 0 1.2

 , Ξ4 =


2.5 0.51 0.2

0.51 2 0.2

0.2 0.2 1.5

 (3.76)

Ξ5 =


1.7 0.44 0

0.44 1.7 0

0 0 1.6

 , Ξ6 =


1.6 0.15 0.12

0.15 1.4 0.2

0.12 0.2 1.8

 , Ξ7 =


3.37 −1.1 0

−1.1 1.8 0

0 0 2.2

 (3.77)

Ξ8 =


1.54 0.13 0

0.13 1.34 0

0 0 1.7

 , Γi =


−1.75 −0.58 0

−0.58 −1.75 0

0 0 −1.75

 , i = 1 · · · 8. (3.78)

Now consider the functions in

e−AτB = Col
[
(10/11) e−0.1τ − (10/11) eτ , e−0.1τ

]
(3.79)

and the functions inside of C̃3(τ), we apply

f(τ) = Col
(
1, eτ , e2τ , e3τ , e−0.1τ

)
,

df(τ)

dτ
= Mf(τ) (3.80)

with M = 0 ⊕ 1 ⊕ 2 ⊕ 3 ⊕ (−0.1) as the basis function to denote all the distributed terms in (3.79) and
(3.70). Now let K =

[
−0.5249 −0.4173

]
and X = −0.1 in (3.56) with (3.80), where A + BK and X are

Hurwitz. Then we have

C3 =

[
0.2 0.1 0 0.1 0 0 0 0 0 0 0 0.12 0 0 0

−0.2 0.3 0 0 0 0 0 0.14 0 0 0 0.11 0 0 0

](√
F−1 ⊗ I3

)
K̂ =

[
0⊤
5 −0.4295 0⊤

8 −0.1789
] (√

F−1 ⊗ I3

) (3.81)

where F−1 =
∫ 0

−r
f(τ)f⊤(τ)dτ with f(τ) in (3.80), and

K1 =
[
0.0235 −0.2629 −0.5173

]
, K2 = 0⊤

3 , (3.82)

where K1, K2 and K̂ can be used to initiate the iterative algorithm in Algorithm 3.
Given the parameters in (3.70)–(3.78), applying Theorem 3.3 to (3.48) with the controller gains in

(3.81) and (3.82) yields a feasible solution and shows the controller can achieve min γ = 0.99295. Following
the procedures in Algorithm 3, the resulting P and Q produced by the previous optimization problem
concerning K1, K2 and K̂ in (3.81)–(3.82) are substituted into Theorem 3.3 which now can be solved as a
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convex optimization program to calculate a new K. By doing so, we obtain

K1 =
[
−0.0250 −0.1808 −0.5636

]
, K2 =

[
−0.0098 0.0067 −0.0394

]
,

K3 =
[
0.0294 −0.0610 −0.4612 0.0455 −0.1037 −0.2287 −0.0011 −0.0932 · · ·

−0.1429 −0.0181 −0.0767 −0.0931 −0.0071 −0.0328 −0.5428
] (3.83)

which can achieve the performance γ = 0.92315. To proceed, use (3.83) with the values of the associated P

and Q for Ỳ and K̀ to follow the steps in Algorithm 3. The results produced by Algorithm 3 with ρ1 = 0.01,
ρ2 = 0.01 and ε = 10−12 are summarized in Table 3.2 where NoIs standards for the number of iterations
executed by the while loop in Algorithm 3, and SPA stands for the spectral abscissas of the sets containing
the characteristic roots of the resulting nominal closed-loop systems (without uncertainties). Note that the
values of SPA are calculated via the methods in [80, 81].

min γ 0.88264 0.8562911 0.831113 0.807242

NoIs 100 200 300 400

SPA −0.2749 −0.2635 −0.2608 −0.2874

Table 3.2: min γ produced by Algorithm 3 with different numbers of iterations

Moreover, the controller gains corresponding to the results in Table 3.2 are presented as follows.

NoI = 100 : K1 =
[
−0.0288 −0.206 −0.6271

]
, K2 =

[
−0.0132 0.0124 −0.0411

]
K3 =

[
0.016 −0.0383 −0.4609 0.0395 −0.11 −0.2298 −0.0175 −0.1108 · · ·

−0.1579 −0.0225 −0.0872 −0.1107 −0.0167 −0.0236 −0.5467
] (3.84)

NoI = 200 : K1 =
[
−0.0274 −0.2203 −0.6585

]
, K2 =

[
−0.0109 0.012 −0.0351

]
K3 =

[
0.0016 −0.0174 −0.4539 0.0288 −0.1194 −0.2313 −0.0235 −0.1306 · · ·

−0.1657 −0.0283 −0.1051 −0.1186 −0.0306 −0.0083 −0.5541
] (3.85)

NoI = 300 : K1 =
[
−0.0294 −0.2350 −0.6847

]
, K2 =

[
−0.0072 0.0069 −0.0289

]
K3 =

[
−0.0015 −0.0006 −0.4439 0.0271 −0.1219 −0.2308 −0.0286 −0.1433 · · ·

−0.1741 −0.0325 −0.1206 −0.1217 −0.0381 −0.0019 −0.562
] (3.86)

NoI = 400 : K1 =
[
−0.0479 −0.2484 −0.6754

]
, K2 =

[
0.0089 0.0057 −0.0155

]
K3 =

[
−0.0055 0.0258 −0.4477 0.0205 −0.1192 −0.2471 −0.0431 −0.1603 · · ·

−0.1909 −0.0404 −0.1226 −0.1304 −0.0532 0.0069 −0.569
] (3.87)

Clearly, the results in Table 3.2 demonstrate that more iterations lead to smaller values of min γ at
the expense of more numbers of iterations. In addition, it also shows an example of using Algorithm
3 to calculate controller gains with better performance. Finally, we emphasize here again that all the
aforementioned resulting closed-loop systems are of the retarded type, thereby satisfying the properties
stressed in Remark 3.11.
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Chapter 4

Two General Classes of Integral
Inequalities Including Weight
Functions

4.1 Introduction
Many control and optimization problems involve the applications of integral inequalities. Notable examples
can be found in the Liapunov stability analysis or stabilization of linear delay systems as we have demon-
strated in the previous two chapters or PDE-related systems [236, 237, 285, 286]. Unlike analyzing the
stability of an LTI system, functionals with integral structures are required to handle the stability analysis
of infinite dimensional systems and the existing approaches may only lead to sufficient stability conditions
due to the intrinsic limitations of their underlying mathematical structures.

For the stability analysis of time-delay systems, enormous efforts have been made to reduce the induced
conservatisms when inequalities are applied for the construction of LKFs [142]. Two major classes of
inequalities have been proposed. The first type can be called as the Bessel type inequality [57, 187, 262, 287].
The structures of the Bessel type inequalities resemble the structure of the Legendre-Bessel inequality first
proposed in [186] which contains no extra variables other than the origin variable in the quadratic term. On
the other hand, free matrix type inequalities with extra variables have been proposed in [288–290] motivated
by their applications to the stability analysis of time-varying delay systems. Meanwhile, by considering the
existing results in the literature, one can clearly see that the applicable structures of LKFs are directly
affected by the availability of integral inequalities. Thus it is certainly beneficial to construct LKFs with
the support of optimal inequalities.

In this chapter, we derive three general integral inequalities with a detailed analysis of their properties.
The proposed inequalities might be applied to a variety of applications, these include but are not limited to
delay (time-varying) related systems, PDE-related systems, and sampled-data systems, etc. We propose our
first integral inequality in Section 4.2 and we show that it generalizes many existing Bessel-type inequalities
in [57, 186, 187, 262, 287, 291–293]. On the other hand, the second integral inequality, which is derived
based on the idea discussed in Lemma 4.1 of [294], is presented in Section 4.3 where it shows a relation
concerning the inequality bound gaps between the first and second proposed inequalities. Furthermore,
the third inequality, which is of the free matrix type, is derived in Section 4.4 generalizing the existing
inequalities in [288–290]. We then prove an important conclusion concerning the inequality bound gaps
between our proposed three inequalities, by which relations between many existing inequalities might be
established. To show a concrete application of our proposed inequalities, we apply them in Section 4.5 to
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derive stability condition for a linear CDDS [10] with a distributed delay by constructing a parameterized
complete LKFs. We show that equivalent stability conditions, whose feasibility is invariant with respect to a
parameter of the LKF, can be obtained by the application of proposed inequalities. The core contributions
in this chapter are rooted in the generality of the proposed inequalities supported by the nice properties
concerning their inequality bound gaps. This provides great potential to apply them to tackle problems in
the context of control and optimizations.

4.2 First inequality
The first integral inequality is derived in this section where the generality of the inequality is demonstrated
mathematically comparing with existing results in the literature.

To present our results in this section, we define the weighted Lebesgue function space

L2
ϖ

(
K # Rd

)
:=
{
ϕ(·) ∈ L∫

(
K # Rd

)
: ∥ϕ(·)∥2,ϖ <∞

}
(4.1)

with d ∈ N and the semi-norm ∥ϕ(·)∥2,ϖ :=
∫
K ϖ(τ)ϕ⊤(τ)ϕ(τ)dτ where ϖ(·) ∈ L∫ (K # R≥0) and the

function ϖ(·) has only countably infinite or finite number of zero values. Furthermore, K ⊆ R∪ {±∞} and
the Lebesgue measure of K is non-zero.

Theorem 4.1. Given ϖ(·) in (4.1) and U ∈ Sn≻0 and f(·) ∈ L2
ϖ

(
K # Rd

)
which satisfies∫

K
ϖ(τ)f(τ)f⊤(τ)dτ ≻ 0, (4.2)

then we have

∀x(·) ∈ L2
ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (F⊗ U)

∫
K
ϖ(τ)F (τ)x(τ)dτ (4.3)

where F (τ) := f(τ)⊗ In and F−1 =
∫
K ϖ(τ)f(τ)f⊤(τ)dτ .

Proof. See Appendix B for details. ■

The inequality (4.3) holds for any f(·) ∈ L2
ϖ

(
K # Rd

)
satisfying (4.2) with a given ϖ(·). Note that the

constraint (4.2) in Theorem 4.1 indicates the functions in f(·) are linear independently (See the Theorem
7.2.10 in [258]) in a Lebesgue sense. Thus the flexibility of the choice of f(·) is very general for (4.3).
This includes the situation of f(τ) containing orthogonal functions, elementary functions or other type of
function as long as they are linearly independent in a Lebesgue sense. As a result, the structure of (4.3)
is by far the most general Bessel type inequality in terms of the applicable integral kernels of the lower
quadratic bound. Finally, the inequality in (4.3) still holds if U ⪰ 0. Note that U ≻ 0 in (4.3) is taken
as the prerequisite of Theorem 4.1 to make sure that relations can be established between (4.3) and the
integral inequalities proposed in later sections.

The generality of (4.3) will be demonstrated with mathematical details as follows. To do so, let us first
give the standard expression of Jacobi polynomials (See 22.3.2 in [295])

jα,βd (τ)1−1 :=
γγ(d+ 1 + α)

d!γγ(d+ 1 + α+ β)

d∑
k=0

(
d

k

)
γγ(d+ k + 1 + α+ β)

γγ(k + 1 + α)

(
τ − 1

2

)k

, τ ∈ [−1, 1]. (4.4)

over [−1, 1], where γγ(·) stands for the standard gamma function with d ∈ N0 and α > −1, β > −1. The
polynomials in (4.6) follows the following orthogonal property (See 22.2.1 in [295])∫ 1

−1

(1− τ)α(τ + 1)βjα,βd (τ)1−1

[
jα,βd (τ)1−1

]⊤
dτ =

d⊕
k=0

2α+β+1γγ(k + α+ 1)γγ(k + β + 1)

k!(2k + α+ β + 1)γγ(k + α+ β + 1)
(4.5)
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with jα,βd (τ)1−1 = Coldi=0 j
α,β
i (τ)1−1, where the polynomials in (4.4) are orthogonal with respect to (1 −

τ)α(τ + 1)β over [−1, 1]. However, it is preferable to derive a general expression for Jacobi polynomials
defined over [a, b] with b > a. Specifically, consider the affine transformation 2τ−a−b

b−a → τ where the affine
function 2τ−a−b

b−a satisfies −1 ≤ 2τ−a−b
b−a ≤ 1 for τ ∈ [a, b] with b > a. The shift-scaled Jacobi polynomials

jα,βd

(
2τ−a−b

b−a

)1
−1

is expressed as

jα,βd (τ)ba := jα,βd

(
2τ − a− b

b− a

)1

−1

=
γγ(d+ 1 + α)

d!γγ(d+ 1 + α+ β)

d∑
k=0

(
d

k

)
γγ(d+ k + 1 + α+ β)

γγ(k + 1 + α)

(
τ − b

b− a

)k

(4.6)

with τ ∈ [a, b]. Now using the affine transformation 2τ−a−b
b−a → τ to (4.5) yields

∫ b

a

(
−2τ + 2b

b− a

)α(
2τ − 2a

b− a

)β

jα,βd

(
2τ − a− b

b− a

)1

−1

[
jα,βd

(
2τ − a− b

b− a

)1

−1

]⊤
d

(
2τ − a− b

b− a

)
=

2α+β+1

(b− a)α+β+1

∫ b

a

(b− τ)α(τ − a)βjα,βd (τ)ba

[
jα,βd (τ)ba

]⊤
dτ

=

d⊕
k=0

2α+β+1γγ(k + α+ 1)γγ(k + β + 1)

k!(2k + α+ β + 1)γγ(k + α+ β + 1)
(4.7)

where jα,βd (τ)ba := Coldi=0 j
α,β
k (τ)ba for τ ∈ [a, b]. Moreover, the equality in (4.7) can be rewritten into

∫ b

a

(b− τ)α(τ − a)βjα,βd (τ)ba

[
jα,βd (τ)ba

]⊤
dτ =

d⊕
k=0

(b− a)α+β+1γγ(k + α+ 1)γγ(k + β + 1)

k!(2k + α+ β + 1)γγ(k + α+ β + 1)

which now is the expression for the orthogonality of (4.4) with respect to ϖ(τ) = (b − τ)α(τ − a)β . Note
that for α = β = 0, (4.6) becomes Legendre polynomials https://www.encyclopediaofmath.org/index.
php?title=Jacobi_polynomials

ℓd(τ) :=

d∑
k=0

(
d

k

)(
d+ k

k

)(
τ − b

b− a

)k

(4.8)

with d ∈ N0 and τ ∈ [a, b], which satisfies
∫ b

a
ℓd(τ)ℓ

⊤
d (τ)dτ =

⊕d
k=0

b−a
(2k+1) .

Remark 4.1. Let α = 0 and β ∈ N0, then (4.6) becomes identical to the orthogonal hyper-geometric
polynomials defined in the equations (13) and (14) in [287]. By using the Cauchy formula for repeated
integrations1, it is easy to see that (4.6) with α = 0, β ∈ N0 and α ∈ N0, β = 0 are also equivalent to the
polynomials defined in the equations (3) and (4) in [292], respectively. (see (10) in [296] also).

Having presented the expressions of Jacobi and Legendre polynomials, the details of the existing integral
inequalities as the special cases of (4.3) are listed in Table 4.1 with the corresponding K, ϖ(τ), f(τ) and
x(·). Note that some of the results in Table 4.1 require the application of the Cauchy formula for repeated
integration.

1see (5),(6) and (25),(26) in [287] and the Lemma 1 in [290] for concrete examples
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(4.3) K ϖ(τ) f(τ) x(·)

(5) in [187] [−r, 0] 1 j0,0d (τ)0−r x(·)

(6) in [187] [−r, 0] 1 j0,0d (τ)0−r ẋ(·)

(5) in [263] [a, b] 1

[
1

p(τ)

]
x(·)

(27) in [287] [a, b] (τ−a)p

(a−b)p j0,pd (τ)ba x(·)

(34) in [287] [a, b] (τ−a)p

(a−b)p j0,pd (τ)ba ẋ(·)

(1) in [292] [a, b] (τ − a)m−1 j0,m−1
d (τ)ba x(·)

(2) in [292] [a, b] (b− τ)m−1 jm−1,0
d (τ)ba x(·)

(2) in [291] [a, b] (τ − a)k pk(τ) x(·)

(2.17) K 1 g(τ) x(·)

(9) in [293] [0,+∞] K(τ)

[
1

g(τ)

]
x(·)

Table 4.1: List of integral inequalities encompassed by (4.3)

For pk(·) in Table 4.1, it is defined as

pk(·) ∈

{
f(·) =

d

Col
i=1

fi(·) ∈ L2
(τ−a)k

(
[a, b] # Rd

)
:

∫
K
(τ − a)f(τ)f⊤(τ)dτ =

d⊕
i=1

∫ b

a

(τ − a)kf2
i (τ)dτ

}

with k ∈ N0, which means all the functions in pk(·) are orthogonal functions with respect to the correspond-
ing weight functions. Furthermore, p(·) in Table 4.1 is defined as

p(·) ∈

{
f(·) =

d−1

Col
i=1

fi(·) ∈ L2
(
[a, b] # Rd−1

)
:

∫ b

a

f(τ)f⊤(τ)dτ =

d−1⊕
i=1

∫ b

a

f2
i (τ)dτ &

∫ b

a

f(τ)dτ = 0d

}

where it contains the auxiliary functions generated by the process in Lemma 1 of [263]. The terms ϖ(τ) =

K(τ) and f(τ) = Col [1, g(τ)] are in line with the definitions in the Theorem 1 of [293]. Finally, the
inclusions by (4.3) in Table 4.1 concerning the inequalities in [287] is demonstrated as follows.

Let α = 0, β = p ∈ N0 with ϖ(τ) = (τ − a)p and f(τ) = j0,pd (τ)ba, then (4.3) becomes

∀x(·) ∈ L2
ϖ (K # Rn) ,

∫ b

a

(τ − a)px⊤(τ)Ux(τ)dτ ≥
∫ b

a

(τ − a)px⊤(τ)
(
ℓ⊤d+p(τ)⊗ In

)
dτ Ξ⊤(Dd ⊗ U) Ξ

×
∫ b

a

(τ − a)p (ℓd+p(τ)⊗ In)x(τ)dτ (4.9)

where

D−1
d =

d⊕
k=0

(b− a)p+1

2k + 1 + p
, Ξ := Y(P ⊗ In), Y :=

(
J0,pL

−1
)
⊗ In, j

0,p
d (τ)ba = J0,p

d

Col
i=0

τ i, ℓd(τ) = L
d

Col
i=0

τ i

with J0,p ∈ R(d+1)×(d+1)
[d+1] and L ∈ R(d+1)×(d+1)

[d+1] . Moreover, the matrix P ∈ R(d+1)×(d+p+1) satisfies (τ −
a)pℓd(τ) = Pℓd+p(τ). By using the multiplier (b− a)−p, it is easy to see that (27) in [287] is equivalent to
(4.9). Now considering (4.9) with the substitution ẋ(τ)→ x(τ), we have

∫ b

a

(τ − a)pẋ⊤(τ)U ẋ(τ)dτ ≥ [∗]
[
Ξ⊤ (Dd ⊗ U) Ξ

] ∫ b

a

(τ − a)p (ℓd+p(τ)⊗ In) ẋ(τ)dτ

= η⊤
1 Ω

⊤
1 Ξ

⊤(Dd ⊗ U) ΞΩ1η1 = η⊤
2 Ω

⊤
2 Ξ

⊤(Dd ⊗ U) ΞΩ2η2 (4.10)
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where

η1 :=


x(b)

x(a)∫ b

a
(ℓd+p(τ)⊗ In)x(τ)dτ

 , η2 :=


x(b)

x(a)∫ b

a
(ℓd+p−1(τ)⊗ In)x(τ)dτ


Ω1 = [ℓd+p(0), ℓd+p(−r) Λ1]⊗ In Ω2 = [ℓd+p(0) ℓd+p(−r) Λ2]⊗ In

(4.11)

with Λ1 ∈ R(d+p)×(d+p) and Λ2 ∈ R(d+p)×(d+p−1) satisfying ℓ̇d+p(τ) = Λ1ℓd+p(τ) = Λ2ℓd+p−1(τ). Again
by adjusting the factor (b − a)−p with (4.10), one can conclude that the result in the (34) of [287] can be
obtained by (4.3).

It is obvious that the structure of f(·) in Theorem 4.1 may significantly affect the inequality bound gaps
of (4.3). In the following corollary, we show that a substitution Gf(τ)→ f(τ) for (4.3) with an invertible
G does not change the bound gap of (4.3). This shows that when d and fi(τ) in f(τ) = Coldi=1 fi(τ) are
fixed, then using linear combinations of fi(τ) does not change the inequality bound gaps of (4.3).

Corollary 4.1. Given the same ϖ(·), U ∈ Sn≻0 and f(·) ∈ L2
ϖ

(
K # Rd

)
in Theorem 4.1, we have

∀x(·) ∈ L2
ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (F⊗ U)

∫
K
ϖ(τ)F (τ)x(τ)dτ

=

∫
K
ϖ(τ)x⊤(τ)Φ⊤(τ)dτ (Φ⊗ U)

∫
K
ϖ(τ)Φ(τ)x(τ)dτ (4.12)

for all G ∈ Rn×n
[n] , where Φ(τ) = φ(τ) ⊗ In with φ(τ) = Gf(τ), and Φ−1 :=

∫
K ϖ(τ)φ(τ)φ⊤(τ)dτ and

F (τ), F are the same defined in Theorem 4.1.

Proof. Note that Φ is calculated by the expression

Φ−1 =

∫
K
ϖ(τ)φ(τ)φ⊤(τ)dτ =

∫
K
ϖ(τ)Gf(τ)f⊤(τ)G⊤dτ

= G

∫
K
ϖ(τ)f(τ)f⊤(τ)dτG⊤ = GF−1G⊤ (4.13)

where Φ−1 is well defined given the fact that G ∈ Rd×d
[d] . By (4.13) with the property of the Kronecker

product in (2.1), we have∫
K
ϖ(τ)x⊤(τ)Φ⊤(τ)dτ (Φ⊗ U)

∫
K
ϖ(τ)Φ(τ)x(τ)dτ =

∫
K
x⊤(τ)

(
φ⊤(τ)⊗ In

)
dτ
[
(G−1)⊤FG−1 ⊗ U

]
×∫

K
(φ(τ)⊗ In)x(τ)dτ =

∫
K
x⊤(t+τ)

(
f⊤(τ)G⊤ ⊗ In

)
dτ
(
[∗] (F⊗ U)

(
G−1 ⊗ In

)) ∫
K
(Gf(τ)⊗ In)x(t+τ)dτ

=

∫
K
x⊤(t+ τ)F⊤(τ)dτ (F⊗ U)

∫
K
F (τ)x(t+ τ)dτ

which gives (4.12) based on the inequality in (4.3). ■

Remark 4.2. Let G in (4.12) be given by the relation G−2 =
∫
K f(τ)f

⊤(τ)dτ which infers that Gf(τ)

only contains functions which are mutually orthogonal. The conclusion of Corollary 4.1 has an important
implication: using f(·), which may not only contain orthogonal functions, for (4.3) does not degenerate the
bound gap of (4.3) compared to using the orthogonal option Gf(τ).

4.3 Second integral inequality with a slack variable
Inspired by the result in Theorem 4.1 of [294], we derive the second integral inequality in this chapter with
a slack variable, where the smallest inequality bound gap is obtained when the slack variable is chosen
to make the second inequality identical to (4.3). The structure of the proposed inequality in this section
implies that it might be useful for the analysis of sampled-data systems as pointed out in [294] or other
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potential problems which are subject to future researches. We also show that our proposed inequality in
fact generalizes many existing results in the literature.

We first present the following lemma which is crucial for the derivation of the results in this subsection.
The lemma is partially taken from Lemma 4.1 in [294].

Lemma 4.1. Given matrices C ∈ Sm≻0, B ∈ Rm×n, then

∀M ∈ Rm×n, B⊤C−1B ⪰M⊤B +B⊤M −M⊤CM (4.14)

where B⊤C−1B = M⊤B +B⊤M −M⊤CM can be obtained with M = C−1B.

It is obvious that

Proof.

M⊤B +B⊤M −M⊤CM = B⊤C−1B −
[
B⊤ M⊤C

] [C−1 C−1

C−1 C−1

][
B

CM

]
⪯ B⊤C−1B (4.15)

since[
−B⊤ M⊤C

] [C−1 C−1

C−1 C−1

][
−B
CM

]
=
[
−B⊤C−1 +M⊤ −B⊤C−1 +M⊤

] [−B
CM

]
= B⊤C−1B −M⊤B −B⊤M +M⊤CM (4.16)

and
[
C−1 C−1

C−1 C−1

]
⪰ 0. Moreover, B⊤C−1B = M⊤B +B⊤M −M⊤CM if M = C−1B. ■

Theorem 4.2. Given the same ϖ(·), U and f(·) defined in Theorem 4.1, then

∀x(·) ∈ L2
ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ ζ⊤

[
Sy(H⊤Ω)−H⊤(F−1 ⊗ U−1

)
H
]
ζ (4.17)

with H ∈ Rdn×ν , where Ωζ =
∫
K ϖ(τ)F (τ)x(τ)dτ with ζ ∈ Rν and Ω ∈ Rdn×ν . Finally, with H =

(F⊗ U)Ω, then (4.17) and (4.3) become identical and this is the case that the smallest inequality bound gap
of (4.17) is attained.

Proof. Since Ωζ =
∫
K ϖ(τ)F (τ)x(τ)dτ with Ω ∈ Rdn×ν and ζ ∈ Rν , (4.3) can be rewritten into∫

K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ ζ⊤Ω⊤ (F⊗ U)Ωζ. (4.18)

Now since F ≻ 0 and U ≻ 0 with F−1⊗U−1 = (F⊗ U)
−1, applying Lemma 4.1 to the lower bound of (4.18)

yields the results of Theorem 4.2. ■

Remark 4.3. Note that the definition Ωζ =
∫
K ϖ(τ)F (τ)x(τ)dτ does not add constraint on f(·) or

x(·) since one can always find certain values of ζ and Ω to make the equality holds. In the context of
analyzing the stability of systems with delays, one can choose a fixed Ω with appropriate ζ to render
Ωζ =

∫
K ϖ(τ)F (τ)x(τ)dτ to be an identity valid for all x(·) ∈ L2

ϖ(K # Rn).

Remark 4.4. Corollary 4.2 generalizes the Theorem 4.1 in [294] with f(τ) = 1 and ϖ(τ) = 1. Furthermore,
let K = [a, b] and ϖ(·) = 1 and f(τ) to contain Legendre polynomials over [a, b], then Lemma 1 in [296]
can be obtained from (4.17) with appropriate ζ and Ω using the substitution ẋ(·) → x(·). Now consider
the fact that the left hand of the inequality (9) in [296] can be rewritten into a one fold integral with a
weight function by using the Cauchy formula for repeated integrations. Let K = [a, b], ϖ(τ) = (τ − a)m

and f(τ) to contain Jacobi polynomials associated with (τ − a)m over [a, b], hence the integral inequality in
[296] can be obtained by (4.17) with appropriate ζ and Ω using the substitution ẋ(·) → x(·). As a result,
all inequalities in [296] are the particular examples of (4.17). Finally, since (4.17) is equivalent to (4.3), it
also indicates that equivalence relations can be established between the inequalities in [292, 296].
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Similar to Corollary 4.1, we show in the following corollary that using a substitution Gf(τ)→ f(τ) to
(4.17) with an invertible G does not change the smallest achievable inequality bound gap of (4.17).

Corollary 4.2. Given the same ϖ(·), U and f(·) in Theorem 4.1 (Corollary 4.2), then for any G ∈ Rn×n
[n]

we have

∀x(·) ∈ L2
ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ ζ̂⊤

[
Sy
(
Ĥ⊤Ω̂

)
−H⊤(Φ−1 ⊗ U−1

)
H
]
ζ̂ (4.19)

with H ∈ Rdn×ν , where Φ−1 :=
∫
K ϖ(τ)φ(τ)φ⊤(τ)dτ with φ(τ) = Gf(τ), and Ω̂ζ̂ =

∫
K ϖ(τ)Φ(τ)x(τ)dτ

with ζ̂ ∈ Rν and Ω̂ ∈ Rdn×ν . Finally, (4.19) and (4.3) become identical with Ĥ = (F⊗ U) Ω̂ and this is
the situation that the smallest inequality bound gap of (4.19) is attained which is invariant to the value of
G ∈ Rn×n

[n] and identical to the smallest achievable inequality bound gap of (4.17).

Proof. Let G ∈ Rn×n
[n] . Since Ω̂ζ̂ =

∫
K ϖ(τ)Φ(τ)x(τ)dτ with ζ̂ ∈ Rν and Ω̂ ∈ Rdn×ν , (4.12) can be rewritten

into ∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ ζ̂⊤Ω̂⊤ (Φ⊗ U) Ω̂ζ̂. (4.20)

By (4.13), it is obvious that Φ ≻ 0 for all G ∈ Rn×n
[n] . Now since Φ ≻ 0 and U ≻ 0, applying Lemma 4.1 to

the lower bound of (4.18) yields the results in (4.2). ■

4.4 Third integral inequality of free matrix type
This section is devoted to the presentation of another general integral inequality with extra matrix variables,
including the analysis of its inequality bound gaps and other properties. The proposed inequality can be
regarded belonging to the class of free matrix type inequalities which have been previously researched in
[288–290] and applied in dealing with the stability analysis of systems with time-varying delays via the
LKF approach. As mentioned in Remark 7 of [289], the utilization of a free matrix type inequality can
avoid appealing to the use of reciprocally convex combination in the situation of analyzing the stability of
a system with a time-varying delay. See the Remark 7 in [289] for further references therein. Finally, we
can prove that the smallest achievable inequality bound gap of the proposed inequality in this section is the
same as (4.3) and (4.17) under the same ϖ(·), U and f(·), and it is invariant for any G ∈ Rn×n

[n] if Gf(·) is
considered.

The following lemma is applied for the derivations of the integral inequality in this section, and it can
be straightforwardly obtained via the definition of matrix multiplication.

Lemma 4.2. Given a matrix X := Rowd
i=1 Xi ∈ Rn×dρn with n; d; ρ ∈ N and a function f(τ) =

Coldi=1 fi(τ) ∈ Rd, we have

X(f(τ)⊗ Iρn) =

d∑
i=1

fi(τ)Xi =
(
f⊤(τ)⊗ In

)
X̂ (4.21)

where X̂ := Coldi=1 Xi ∈ Rdn×ρn.

Theorem 4.3. Let ϖ(·) be given as in (4.1) and U ∈ Sn≻0 and f(·) ∈ L2
ϖ

(
K # Rd

)
which satisfies the

inequality in (4.2). For any Y ∈ Sρdn and X = Rowd
i=1 Xi ∈ Rn×ρdn satisfying[

U −X
∗ Y

]
⪰ 0, (4.22)

we have
∀x(·) ∈ L2

ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ z⊤

[
Sy
(
Υ⊤X̂

)
−W

]
z, (4.23)

where ρ ∈ N and W :=
∫
K ϖ(τ)(f⊤(τ) ⊗ Iρn)Y (f(τ) ⊗ Iρn)dτ ∈ Sρn and X̂ = Coldi=1 Xi ∈ Rdn×ρn, and

Υz =
∫
K ϖ(τ)F (τ)x(τ)dτ with Υ ∈ Rdn×ρn and z ∈ Rρn.
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Proof. Given (4.22) and Υz =
∫
K ϖ(τ)F (τ)x(τ)dτ with Υ ∈ Rdn×ρn and z ∈ Rρn with ρ ∈ N, we have

∫
K
ϖ(τ) [∗]⊤

[
U −X
∗ Y

][
x(τ)

f(τ)⊗ z

]
dτ =

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ − Sy

[∫
K
ϖ(τ)x⊤(τ)X (f(τ)⊗ z) dτ

]
+

∫
K
ϖ(τ) (f(τ)⊗ z)⊤ Y (f(τ)⊗ z) dτ ≥ 0. (4.24)

Now using the property of the Kronecker product in (2.1) with (4.21) to the terms in (4.24) yields

∫
K
ϖ(τ)x⊤(τ)X (f(τ)⊗ z) dτ =

∫
K
ϖ(τ)x⊤(τ)X(f(τ)⊗ Iρn)dτz =

(
d∑

i=1

∫
K
ϖ(τ)x⊤(τ)fi(τ)dτXi

)
z

=

∫
K
ϖ(τ)x⊤(τ)(f⊤(τ)⊗ In)dτX̂z = z⊤Υ⊤X̂z (4.25)

and∫
K
ϖ(τ) (f(τ)⊗ z)⊤ Y (f(τ)⊗ z) dτ = z⊤

∫
K
ϖ(τ)

(
f⊤(τ)⊗ Iρn

)
Y (f(τ)⊗ Iρn) dτz = z⊤Wz (4.26)

where X = Rowd
i=1 Xi ∈ Rn×ρdn and X̂ = Coldi=1 Xi. Substituting (4.25) and (4.26) into (4.24) gives (4.23).

This finishes the proof. ■

Remark 4.5. Since f(·) in Theorem 4.3 is subject to the same constraint
∫
K ϖ(τ)f(τ)f⊤(τ)dτ ≻ 0 as the

f(·) in Theorem 4.1, hence the structure of (4.23) is more general than existing free matrix type inequalities
in the literature. Moreover, let K = [a, b] and ϖ(·) = 1 and f(τ) comprising the Legendre polynomials over
[a, b], then one can obtain Lemma 3 in [289] by Theorem 4.3 with appropriate Υ and z and the substitution
ẋ(·)→ x(·). Note that this also means that Theorem 4.3 covers the special cases of Lemma 3 in [289] such
as [288] mentioned therein.

The following theorem shows the relation between (4.3) and (4.17) and (4.23) in terms of inequality
bound gaps.

Theorem 4.4. By choosing the same ϖ(·), U and f(·) for Theorem 4.1, 4.2 and 4.3, one can always find
X and Y for (4.22) to render (4.23) to become (4.3), and the smallest achievable inequality bound gap of
(4.23) is identical to (4.17) which in this case is the inequality bound gap of (4.3).

Proof. See Appendix C. ■

Remark 4.6. Let K = [a, b], ϖ(·) = 1 and f(τ) to contain Legendre polynomials over [a, b], then the The-
orem 1 of [289] can be obtained from Theorem 4.4 with appropriate Υ and z considering the substitution
ẋ(·)→ x(·). As we have proved that (4.17) is equivalent to (4.3), thus (4.23) is equivalent to (4.17). Conse-
quently, it is possible to show that there are comprehensive equivalence relations2 between the inequalities
in [289, 292, 296] given what we have presented in Remark 4.4.

Theorem 4.4 plays a great role in bridging the relations between (4.3), (4.17) and (4.23). Since all these
three inequalities are essentially equivalent in terms of inequalities bound gaps, hence if one finds a special
example of one of these three inequalities then it corresponds to two ’equivalent’ inequalities.

The following Corollary 4.3 can be established for (4.23) similar to what we want to show in Corollary
4.1.

Corollary 4.3. Given the same ϖ(·), U and f(·) in Theorem 4.3, then for any Y ∈ Sρdn and X =

Rowd
i=1 Xi ∈ Rn×ρdn satisfying [

U −X
∗ Y

]
⪰ 0, (4.27)

2The equivalence relations here are understood by considering the structure of inequalities irrespective of using x(·) or ẋ(·).
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we have
∀x(·) ∈ L2

ϖ(K # Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ ẑ⊤

[
Sy
(
Π⊤X̂

)
− V

]
ẑ (4.28)

for all G ∈ Rn×n
[n] , where X̂ = Coldi=1 Xi ∈ Rdn×ρn and

Sρn ∋ V :=

∫
K
ϖ(τ)(φ⊤(τ)⊗ Iρn)Y (φ(τ)⊗ Iρn)dτ, φ(τ) = Gf(τ)

Πẑ =

∫
K
ϖ(τ)Φ(τ)x(τ)dτ, Π ∈ Rdn×ρn, ẑ ∈ Rρn, Φ(τ) = φ(τ)⊗ In.

(4.29)

Finally, under the same ϖ(·), U and f(·), (4.28) has the same smallest achievable bound gap as (4.23)
which is the inequality bound gap of (4.3) and it is invariant to the value of G ∈ Rn×n

[n] .

Proof. Let ϖ(·), U and f(·) in Theorem 4.3 be given throughout the entire proof. The inequality in (4.28)
can be obtained based on the substitution Gf(·) = φ(·)→ f(·) in (4.23). Now consider the inequality∫

K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)Φ⊤(τ)dτ (Φ⊗ U)

∫
K
ϖ(τ)Φ(τ)x(τ)dτ (4.30)

in (4.12). By using the conclusion of Theorem 4.4 with the fact that Πẑ =
∫
K ϖ(τ)Φ(τ)x(τ)dτ , we know

that the smallest achievable bound gap of (4.28) is identical to the inequality bound gap of (4.30). Since
both (4.3) and (4.30) are part of (4.12), hence one can conclude that the smallest achievable bound gap of
(4.28) is equal to the inequality bound gap of (4.3) which is invariant to the values of G ∈ Rn×n

[n] . Since in
Theorem 4.4 we have shown that the inequality bound gap of (4.3) is identical to the smallest achievable
bound gap of (4.23), then it proves the results in Corollary 4.3. ■

Remark 4.7. Together with all the results we have presented, it is possible to establish a chain of relations
among the inequalities in [297]–[293] (See Table 4.1) and their “slack variables” counterpart obtained from
the inequalities we have presented with appropriate Ω, ζ in (4.17), and Ω̂, ζ̂ in (4.19), and Υ, z in (4.23),
and Π, ẑ in (4.28).

4.5 Applications of integral inequalities to the stability analysis
of a system with delays

To demonstrate the usefulness of the results we had derived, we derive a stability condition in this section for
a linear CDDS with a distributed delay via constructing a parameterized version of the complete LKF [10]
based on the application of (4.3). We show that the resulting stability condition is invariant with respect
to a matrix parameter in the LKF. In addition, it is also shown that equivalent stability conditions which
preserve the invariance property can be also derived by the application of (4.17) and (4.23).

Consider a linear coupled differential-difference system of the form

ẋ(t) = A1x(t) +A2y(t− r) +

∫ 0

−r

Ã3(τ)y(t+ τ)dτ

y(t) = A4x(t) +A5y(t− r)

x(t0) = ξ, ∀θ ∈ [−r, 0], y(t0 + θ) = ϕ(θ)

(4.31)

where t0 ∈ R and ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν), and the notation Ĉ([−r, 0) # Rn) stands for the
space of bounded right piecewise continuous functions endowed with the norm ∥ϕ(·)∥∞ = supτ∈X ∥ϕ(τ)∥2.
Furthermore, x(t) ∈ Rn with y(t) ∈ Rν is the solution of (4.31) and the size of the state space parameters
in (4.31) are determined by n, ν ∈ N. We also assume that ρ(A5) < 1 which ensures the input to state
stability of y(t) = A4x(t) + A5y(t − r) [10], where ρ(A5) is the spectral radius of A5. Since ρ(A5) < 1 is
independent of r, thus this condition ensures the input to state stability of y(t) = A4x(t) + A5y(t− r) for
all r > 0. Finally, Ã3(τ) satisfies the following assumption.
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Assumption 4.1. There exist Coldi=1 fi(τ) = f(·) ∈ C1(R #Rd) with d ∈ N, and A3 ∈ Rn×νd such that for
all τ ∈ [−r, 0] we have Ã3(τ) = A3F (τ) ∈ Rn×ν where F (τ) := f(τ)⊗ Iν ∈ Rνd×ν . In addition, we assume
that f(·) here satisfies

∫ 0

−r
f(τ)f⊤(τ)dτ ≻ 0 and the following property:∫ 0

−r

f(τ)f⊤(τ)dτ ≻ 0 (4.32)

∃M ∈ Rd×d,
df(τ)

dτ
= Mf(τ), (4.33)

∃N1 ∈ Rδ×d
[δ] , ∃N2 ∈ Rδ×d

[δ] , (τ + r)N1f(τ) = N2f(τ) (4.34)

where 0 ≤ δ ≤ d ∈ N.

Remark 4.8. Many models of delay systems are encompassed by (4.31), which is the main reason why
(4.31) is chosen as the foundation of the analysis in this chapter. Specifically, see the examples in [10, 57]
and the references therein.

Examples of f(·) in Assumption 4.1 can be the solutions of homogeneous differential equations. For
instance let f(τ) = Col (1, eτ , τ, τeτ ) and N1f(τ) = Col (1, eτ ). Then we have

M =


0 0 0 0

0 1 0 0

1 0 0 0

0 1 0 1

 , N1 =
[
I2 O2

]
, N2 =

[
r 1 0 0

0 r 0 1

]
(4.35)

Note that for any f(·) satisfying (4.33), one can always enlarge the dimension of f(·) with new added
functions to render it satisfying (4.34). On the other hand, (4.34) is satisfied for any f(·) ∈ C1(R #Rd) if N1

and N2 are empty matrices which implies that the constraint in (4.34) can be omitted based on appropriate
situations. Note that the rank constraint on N1 in (4.34) ensures that N1

∫ 0

−r
(τ + r)f(τ)f⊤(τ)dτN⊤

1 ≻ 0.
To prove the results in this section, we present the following lemma which contains Liapunov-Krasovskii

stability criteria for (4.31).

Lemma 4.3. Given r > 0, the system in (4.31) is globally uniformly asymptotically (exponentially)3 stable
at its origin, if there exist ϵ1; ϵ2; ϵ3 > 0 and a differentiable functional v : Rn × Ĉ([−r, 0) # Rν)→ R≥0 such
that v(0n,0ν) = 0 and

ϵ1 ∥ξ∥22 ≤ v(ξ,ϕ(·)) ≤ ϵ2 (∥ξ∥2 ∨ ∥ϕ(·)∥∞)
2 (4.36)

v̇(ξ,ϕ(·)) := d+

dt
v(x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ϕ(·)
≤ −ϵ3 ∥ξ∥22 (4.37)

for any ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν) in (4.31), where t0 ∈ R and d+

dx f(x) = limsupη↓0
f(x+η)−f(x)

η .
Furthermore, yt(·) in (4.37) is defined by the equality ∀t ≥ t0, ∀θ ∈ [−r, 0), yt(θ) = y(t+ θ) where x(t) and
y(t) satisfying (4.31).

Proof. Let u(·), v(·), w(·) in Theorem 3 of [10] to be quadratic functions with the multiplier factors ϵ1; ϵ2; ϵ3 >

0. Since (4.31) is a particular case of the general system considered in Theorem 3 of [10], then Lemma 4.3
is obtained. ■

To analyze the stability of the origin of (4.31), consider the following parameterized LKF

v(ξ,ϕ(·)) :=

[
ξ∫ 0

−r
Ĝ(τ)ϕ(τ)dτ

]⊤
P̂

[
ξ∫ 0

−r
Ĝ(τ)ϕ(τ)dτ

]
+

∫ 0

−r

ϕ⊤(τ) [S + (τ + r)U ]ϕ(τ)dτ (4.38)

3See [10] for the explanation on the equivalence bewteen uniform asymptotic and exponential stability for a linear coupled
differential functional system
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with
Ĝ(τ) = g(τ)⊗ Iν , g(τ) = Gf(τ), G ∈ Rd×d

[d]

and f(·) in Assumption 4.1, where ξ ∈ Rn, ϕ(·) ∈ Ĉ([−r, 0) # Rν) in (4.38) are the initial conditions in
(4.31), and P̂ ∈ Sn+dν and S;U ∈ Sν are unknown parameters to be determined. Note that Ĝ(τ) can be
rewritten into Ĝ(τ) = g(τ)⊗Iν = Gf(τ)⊗Iν = (G⊗Iν)F (τ) with F (τ) := f(τ)⊗Iν based on the property
of the Kronecker product in (2.1). Note that also (4.38) can be regarded as a parameterized version of the
complete LKF proposed in [10].

We will show in the following theorem that the feasibility of the resulting stability condition therein
remains unchanged for any G ∈ Rd×d

[d] in (4.38) regardless of whether (4.3) or (4.23) is applied for the
derivation.

Theorem 4.5. Given G ∈ Rd×d
[d] and f(·) with M , N1 and N2 in Assumption 4.1, then (4.31) under

Assumption 4.1 is globally uniformly asymptotically stable at its origin if there exists P̂ ∈ Sn+dν and
S;U ∈ Sν such that the following conditions

P̂ +
[
On ⊕

(
G−1⊤FG−1⊗ S +

(
G−1⊤N⊤

2 F̃N2G
−1
)
⊗ U

) ]
≻ 0 (4.39)

S ≻ 0, U ≻ 0, Φ ≺ 0 (4.40)

hold, where F−1 =
∫ 0

−r
f(τ)f⊤(τ)dτ and F̃−1 =

∫ 0

−r
(τ + r)N1f(τ)f

⊤(τ)N⊤
1 dτ

Φ := Sy

(
HP̂

[
A

G

])
+ Γ⊤ (S + rU) Γ−

(
On ⊕ S ⊕

(
G−1⊤FG−1 ⊗ U

) )
(4.41)

with

H =


In On×dν

Oν×n Oν×dν

Odν×n Idν

 , Γ :=
[
A4 A5 Oν×dν

]
, (4.42)

A =
[
A1 A2 A3(G

−1 ⊗ Iν)
]
, (4.43)

G =
[
Ĝ(0)A4 Ĝ(0)A5 − Ĝ(−r) −M̂

]
(4.44)

in which Ĝ(0) = (G⊗Iν)F (0) and Ĝ(−r) = (G⊗Iν)F (−r) and M̂ = (G⊗Iν)(M⊗Iν)(G−1⊗Iν). Moreover,
the feasibility of (4.39) and (4.40) is invariant for any G ∈ Rd×d

[d] . Note that (4.39) and (4.40) are derived
by the application of (4.3). On the other hand, if (4.17) or (4.23) are applied instead of (4.3) for the
derivation of stability conditions, then the corresponding stability conditions are equivalent to (4.39) and
(4.40), respectively, and the feasibility of the resulting conditions is also invariant for any G ∈ Rd×d

[d] .

Proof. Let G ∈ Rd×d
[d] and f(·) with M , N1 and N2 in Assumption 4.1 be given. Given the fact that the

eigenvalues of S + (τ + r)U , τ ∈ [−r, 0] are bounded and Ĝ(τ) = (G ⊗ In)F (τ), it is obvious to see that
(4.38) satisfies

∃λ > 0, ∃η > 0, v(ξ,ϕ(·))≤

[
ξ∫ 0

−r
F (τ)ϕ(τ)dτ

]⊤
λ

[
ξ∫ 0

−r
F (τ)ϕ(τ)dτ

]
+

∫ 0

−r

ϕ⊤(τ)λϕ(τ)dτ

≤ λ ∥ξ∥22 +
∫ 0

−r

ϕ⊤(τ)F⊤(τ)dτλ

∫ 0

−r

F (τ)ϕ(τ)dτ + λ ∥ϕ(·)∥2∞ ≤ λ ∥ξ∥22 + λ ∥ϕ(·)∥2∞

+

∫ 0

−r

ϕ⊤(τ)F⊤(τ)dτ (ηF⊗ In)

∫ 0

−r

F (τ)ϕ(τ)dτ ≤ λ ∥ξ∥22 + λ ∥ϕ(·)∥2∞ +

∫ 0

−r

ϕ⊤(τ)ηϕ(τ)dτ

≤ λ ∥ξ∥22 + (λ+ ηr) ∥ϕ(·)∥2∞ ≤ (λ+ ηr) ∥ξ∥22 + (λ+ ηr) ∥ϕ(·)∥2∞
≤ 2 (λ+ ηr) [max (∥ξ∥2 , ∥ϕ(·)∥∞)]

2 (4.45)
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for any ξ ∈ Rn and ϕ(·) ∈ Ĉ ([−r2, 0) # Rν) in (4.31), where (4.45) is derived via the property of quadratic
forms: ∀X ∈ Sn, ∃λ > 0 : ∀x ∈ Rn \ {0}, x⊤ (λIn −X)x > 0 together with the application of (4.3) with
f(·) in (4.1). Consequently, (4.45) shows that (4.38) satisfies the upper bound property in (4.36).

Now apply (4.3) with ϖ(τ) = 1 to the integral term
∫ 0

−r
ϕ⊤(τ)Sϕ(τ)dτ in (4.38) given S ≻ 0 and f(·)

in Assumption 4.1 and the fact that ϕ(·) ∈ Ĉ([−r, 0) # Rν) ⊂ L2([−r, 0) # Rν). It yields∫ 0

−r

ϕ⊤(τ)Sϕ(τ)dτ ≥
∫ 0

−r

ϕ⊤(τ)Ĝ⊤(τ)dτ
[
(G−1)⊤FG−1 ⊗ S

] ∫ 0

−r

Ĝ(τ)ϕ(τ)dτ (4.46)

for any initial condition ξ ∈ Rn and ϕ(·) ∈ Ĉ ([−r2, 0) # Rν) in (4.31). On the other hand, apply (4.3) with
ϖ(τ) = τ + r to the term

∫ 0

−r
(τ + r)ϕ⊤(τ)Uϕ(τ)dτ in (4.38) with U ≻ 0 and f(·) in Assumption 4.1. It

yields∫ 0

−r

(τ + r)ϕ⊤(τ)Sϕ(τ)dτ ≥ [∗]
(
F̃⊗ U

)[∫ 0

−r

(τ + r) (N1f(τ)⊗ In)ϕ(τ)dτ

]
=

∫ 0

−r

ϕ⊤(τ)
(
f⊤(τ)N⊤

2 ⊗ In
)
dτ
(
F̃⊗ U

)∫ 0

−r

(N2f(τ)⊗ In)ϕ(τ)dτ

=

∫ 0

−r

ϕ⊤(τ)F⊤(τ)dτ
[(

N⊤
2 F̃N2

)
⊗ U

] ∫ 0

−r

F (τ)ϕ(τ)dτ

=

∫ 0

−r

ϕ⊤(τ)Ĝ⊤(τ)dτ
[(

G−1⊤N⊤
2 F̃N2G

−1
)
⊗ U

] ∫ 0

−r

Ĝ(τ)ϕ(τ)dτ (4.47)

for any ξ and ϕ(·) in (4.31), where F̃−1 =
∫ 0

−r
(τ + r)N1f(τ)f

⊤(τ)N⊤
1 dτ with N1, N2 in (4.34).

Now by using (4.46) and (4.47) to (4.38), we can conclude that if (4.39) is feasible, then it infers the
existence of (4.38) satisfying (4.36) given what we have shown in (4.45). On the other hand, given the
property of congruence transformations with the fact that G ∈ Rd×d

[d] , one can conclude that (4.39) holds if
and only if[

In ⊕
(
G⊤ ⊗ Iν

)]
P̂ [In ⊕ (G⊗ Iν)]

+
[
In ⊕

(
G⊤ ⊗ Iν

)] [
On ⊕

(
G−1⊤FG−1 ⊗ S + [∗]F̃

(
N2G

−1
)
⊗ U

)]
[In ⊕ (G⊗ Iν)]

= P +
[
On ⊕

(
F⊗ S +N⊤

2 F̃N2 ⊗ U
)]
≻ 0, (4.48)

where P =
[
In ⊕

(
G⊤ ⊗ Iν

)]
P̂ [In ⊕ (G⊗ Iν)]. By viewing the matrix P as a new variable, it occurs that

the feasibility of the last matrix inequality in (4.48) is invariant from G ∈ Rn×n
[n] . As a result, we have shown

that (4.39) has the same feasibility for any invertible G.
Now we use (4.38) to start to construct conditions inferring (4.37). Differentiate v(x(t),yt(·)) along the

trajectory of (4.31) at t = t0 and consider the relation

d

dt

∫ 0

−r

Ĝ(τ)ϕ(τ)dτ =
d

dt

∫ 0

−r

(G⊗ Iν)F (τ)ϕ(τ)dτ = (G⊗ Iν)F (0)ϕ(0)− (G⊗ Iν)F (−r)ϕ(−r)

− M̂

∫ 0

−r

(Gf(τ)⊗ Iν)ϕ(τ)dτ = Ĝ(0)A4ξ +
[
Ĝ(0)A5 − Ĝ(−r)

]
ϕ(−r)− M̂

∫ 0

−r

Ĝ(τ)ϕ(τ)dτ (4.49)

where M̂ = (G⊗ Iν)(M ⊗ Iν)(G
−1⊗ Iν) and (4.49) can be obtained by the relation in (4.31). Then we have

d+

dt
v(x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ϕ(·)
= χ⊤ Sy

(
HP̂

[
A

G

])
χ

+ χ⊤ [Γ⊤(S + rU) Γ− (On ⊕ S ⊕ Odν)
]
χ−

∫ 0

−r

ϕ⊤(τ)Uϕ(τ)dτ, (4.50)

where H, A, G and Γ have been defined in the statement of Theorem 4.5 and

χ := Col

(
ξ, ϕ(−r),

∫ 0

−r

Ĝ(τ)ϕ(τ)dτ

)
. (4.51)
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Given U ≻ 0 in (4.39) and apply (4.3) with ϖ(τ) = 1 to the integral
∫ 0

−r
ϕ⊤(τ)Uϕ(τ)dτ in (4.50) similar to

the procedure in (4.46). It produces∫ 0

−r

ϕ⊤(τ)Uϕ(τ)dτ ≥
∫ 0

−r

Ĝ(τ)ϕ(τ)dτ
[
(G−1)⊤FG−1 ⊗ U

] ∫ 0

−r

Ĝ(τ)ϕ(τ)dτ (4.52)

for any ξ ∈ Rn and ϕ(·) ∈ Ĉ ([−r2, 0) # Rν) in (4.31). By using (4.52) to (4.50), we have

d+

dt
v(x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ϕ(·)
≤ χ⊤Φχ (4.53)

given U ≻ 0 in (4.39), where Φ is defined in (4.41). By (4.53) and (4.51), it is easy to see that the feasible
solutions of (4.40) infer the existence of (4.38) satisfying (4.37).

Considering the property of congruence transformations with the fact that G ∈ Rd×d
[d] , we know that

Φ ≺ 0 ⇐⇒
[
In+ν ⊕ (G⊤ ⊗ Iν)

]
Φ [In+ν ⊕ (G⊗ Iν)] = Θ ≺ 0 (4.54)

where
Θ := Sy (HPΨ) + Γ⊤(S + rU) Γ− [On ⊕ S ⊕ (F⊗ U)] (4.55)

with P =
[
In ⊕

(
G⊤ ⊗ Iν

)]
P̂ [In ⊕ (G⊗ Iν)] and H defined in (4.42) and

Ψ =

[
A1 A2 A3

F (0)A4 F (0)A5 − F (−r) −M ⊗ Iν

]
(4.56)

which can be derived via (2.1) and (4.49). By treating the matrix P as a new variable, it is clear to see
that the feasibility of (4.54) is invariant from G ∈ Rn×n

[n] , which indicates the feasibility of (4.40) remains
unchanged for any invertible G.

Finally, given the conclusion in Theorem 4.4, we know that if (4.17) or (4.23) are applied for the steps at
(4.46) or (4.52) instead of (4.3), then the resulting conditions with the extra constraints induced by (4.22)
has the same feasibility as (4.39) and (4.40) for any G ∈ Rd×d

[d] . Since the feasibility of (4.39) and (4.40) is
invariant with respect to G ∈ Rn×n

[n] , thus the feasibility of the conditions derived via (4.17) and (4.23) will
be invariant with respect to G ∈ Rn×n

[n] G as well. This finishes the proof of this theorem. ■

By Theorem 4.5, we know that applying a linear transformation to f(·), namely g(τ) = Gf(τ) in
(4.38), cannot change the feasibility of the stability conditions derived via (4.3) or (4.17) or (4.23). In
fact, if f(·) contains only orthogonal functions in (4.38) with G = Id, such option cannot render the
corresponding stability condition to be more feasible compared to the case of G ̸= Id which gives a non-
orthogonal structure for g(·). However, although choosing orthogonal functions for g(·) cannot lead to
less conservative stability conditions as we have proved, it may still be beneficial to do so. Specifically,
the matrix

(∫ 0

−r
g(τ)g⊤(τ)dτ

)−1

= (G−1)⊤FG−1 in (4.41) is always diagonal if {gi(·)}di=1 only contains
mutually orthogonal functions, which might be a positive factor towards numerical calculations.
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Chapter 5

Stability and Dissipativity Analysis of
Linear Coupled Differential-Difference
Systems with Distributed Delays

5.1 Introduction
Coupled differential-functional equations (CDFEs), which are mathematically related to time-delay systems
[173], can characterize a broad class of models concerning delay or propagation effects [298]. CDFEs are
able to model systems such as standard or neutral time-delay systems or certain singular delay systems
[299]. For more information on the topic of CDFEs, see [10, 61] and the references therein.

Over the past decades, a series of significant results on the stability of CDESs [300, 301] has been proposed
based on the approach of constructing LKFs. In particular, the idea of the complete LKF of linear time-
delay systems [173] has been extended in to formulate a complete functional for a linear coupled differential-
difference system (CDDS)1 [10], which may be constructed numerically [302] via semidefinite programming.
To the best of our knowledge, however, no results have been proposed in the reviewed publications on
linear CDDSs with non-trivial (non-constant) distributed delays. Generally speaking, analyzing distributed
delays may require much more efforts due to the complexities induced by different types of distributed
delay kernels. For the latest existing time-domain-based results in connection with distributed delays, see
[48, 57, 142, 183, 185, 188].

In [188], an approximation scheme is proposed to deal with L2 continuous distributed delay terms based
on the application of Legendre polynomials. Although only the situation of having one or two distributed
delay kernels are considered in [188], the stability conditions derived in [188] are highly competent and
exhibit a pattern of hierarchical feasibility enhancement with respect to the degree of the approximating
Legendre polynomials. In this chapter, we propose a new approach generalizing the results in [188]. Unlike
the approximation scheme in [188] where approximations are solely attained by the application of Legendre
orthogonal polynomials, our proposed approximation solution is based on a class of elementary functions
(this including the case of Legendre polynomials or trigonometric functions). The proposed methodology
provides a unified solution which can handle the situations that multiple distributed matrix kernels are
approximated individually over two different integration intervals with general matrix structures. Further-
more, unified measures concerning approximation errors are formulated via a matrix framework and these
measures are included by our proposed stability and dissipativity condition.

In this chapter, we propose solutions for the dissipativity and stability analysis of a linear CDDS with
1A CDDS can be considered as a special case of the systems characterized by CDFEs
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distributed delays at both the states and output equation. Specifically, the distributed delay kernels consid-
ered can be any L2 function and the kernel functions are approximated by a class of elementary functions.
Many existing models with delays, such as the ones in [10, 57, 185, 188, 302] are the special cases of the
considered system model in this chapter. Meanwhile, analysis of the behavior of the approximation errors
is presented by using matrix representations which generalize the existing results in [188]. Furthermore, a
quadratic supply function is also considered for the dissipative analysis. To incorporate the approximation
errors into the optimization constraints for dissipativity and stability analysis, a general integral inequality
is derived which introduces error related terms into its lower bound. By constructing an LKF with the
assistance of this inequality, sufficient conditions which ensure dissipativity and asymptotic (exponential)
stability can be derived in terms of linear matrix inequalities. The proposed conditions are further proved
to have a hierarchical feasibility enlargement if only orthogonal functions are chosen to approximate the
distributed delay kernels, which can be considered as a generalization of the result in [187]. Finally, several
numerical examples are given to demonstrate the effectiveness and capacity of the proposed methodologies.

5.2 Problem formulations
The following linear CDDS

ẋ(t) = A1x(t) +A2y(t− r1) +A3y(t− r2) +

∫ 0

−r1

Ã4(τ)y(t+ τ)dτ +

∫ −r1

−r2

Ã5(τ)y(t+ τ)dτ

+D1w(t)

y(t) = A6x(t) +A7y(t− r1) +A8y(t− r2), t ≥ t0

z(t) = C1x(t) + C2y(t− r1) + C3y(t− r2) +

∫ 0

−r1

C̃4(τ)y(t+ τ)dτ +

∫ −r1

−r2

C̃5(τ)y(t+ τ)dτ

+ C6ẏ(t− r1) + C7ẏ(t− r2) +D2w(t)

x(t0) = ξ ∈ Rn, ∀θ ∈ [−r2, 0), y(t0 + θ) = ψ(θ), ψ(·) ∈ A ([−r2, 0) # Rν)

(5.1)

with distributed delays is considered in this chapter, where r2 > r1 > 0 and t0 ∈ R. The notation
A ([−r2, 0) # Rν) in (5.1) stands for

A ([−r2, 0) # Rν) :=
{
ψ(·) ∈ C ([−r2, 0) # Rν) : ψ̇(·) ∈ L2 ([−r2, 0) # Rν) & ∥ψ(·)∥∞+ ∥ψ̇(·)∥2 <+∞

}
where ∥ψ(·)∥∞ := supτ∈X ∥ψ(τ)∥2 and ψ̇(·) stands for the weak derivatives of ψ(·). Furthermore, x(t) ∈
Rn,y(t) ∈ Rν satisfy (5.1), and w(·) ∈ L̂2([t0,∞) # Rq), z(t) ∈ Rm are the disturbance and output of (5.1),
respectively. The size of the state space matrices in (5.1) are determined by the given dimensions n; ν ∈ N
and m; q ∈ N0. All the functions in the entries of the matrix-valued distributed delay terms Ã4(·), C̃4(·)
and Ã5(·), C̃5(·) are the elements of L2 ([−r1, 0] # R) and L2 ([−r2,−r1] # R), respectively. Finally, A7 and
A8 satisfy

sup
{
s ∈ C : det

(
Iν −A7e

−r1s −A8e
−r2s

)
= 0
}
< 0, (5.2)

which ensures input to state stability for the associated difference equation [180] of (5.1).
In order to deal with the distributed delay terms in (5.1), we first define f́(·) ∈ C1

(
[−r1, 0] # Rd

)
and

f̀(·) ∈ C1
(
[−r2,−r1] # Rδ

)
which satisfy the conditions:

∃!M1 ∈ Rd×d, ∃!M2 ∈ Rδ×δ :
df́(τ)

dτ
= M1f́(τ) and df̀(τ)

dτ
= M2f̀(τ) (5.3)

∃ϕ́(·) ∈ C1([−r1, 0] # Rκ1) , ∃ϕ́(·) ∈ C1([−r2,−r1] # Rκ2) , ∃!M3 ∈ Rκ1×d, ∃!M4 ∈ Rκ2×δ :

dϕ́(τ)

dτ
= M3f́(τ) and dϕ̀(τ)

dτ
= M4f̀(τ)

(5.4)
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Sd ∋ F́−1
d =

∫ −r1

−r2

f̀(τ)f̀⊤(τ)dτ ≻ 0, Sδ ∋ F̀−1
δ =

∫ −r1

−r2

f̀(τ)f̀⊤(τ)dτ ≻ 0 (5.5)

Sκ1 ∋ Φ́−1
κ1

=

∫ 0

−r1

ϕ́(τ)ϕ́⊤(τ)dτ ≻ 0, Sκ2 ∋ Φ̀−1
κ2

=

∫ −r1

−r2

ϕ̀(τ)ϕ̀⊤(τ)dτ ≻ 0 (5.6)

where d; δ ∈ N, and (5.6) indicates that the functions in f́(·), f̀(·), ϕ́(·) and ϕ̀(·) are linearly independent
in a Lebesgue sense, respectively. See Theorem 7.2.10 in [258] for the explanation of the meaning of (5.6).

Remark 5.1. The constraint in (5.3) indicates that the functions in f́(·), f̀(·) are the solutions of homoge-
neous differential equations with constant coefficients. (polynomials, exponential, trigonometric functions,
etc) Note that the conditions in (5.4) do not put extra constraints on f́(·), f̀(·). This is because for any
given f́(·), f̀(·) satisfying (5.3), the one can always to make the choice of ϕ́(τ) = f́(τ) and ϕ̀(τ) = f̀(τ)

with M3 = M1 and M4 = M2 which can satisfy (5.4).

Now given f́(·) ∈ C1
(
[−r1, 0] # Rd

)
and f̀(·) ∈ C1

(
[−r2,−r1] # Rδ

)
satisfying (5.3), one can conclude

that for any Ã4(·); Ã5(·) and C̃4(·); C̃5(·) in (5.1), there exist constant matrices A4 ∈ Rn×(d+µ1)ν , A5 ∈
Rn×(δ+µ2)ν , C4 ∈ Rm×(d+µ1)ν , C5 ∈ Rm×(δ+µ2)ν and the functions φ1(·) ∈ L2([−r1, 0] # Rµ1), φ2(·) ∈
L2([−r2,−r1] # Rµ2) such that

Ã4(τ) = A4

([
φ1(τ)

f́(τ)

]
⊗ Iν

)
, Ã5(τ) = A5

([
φ2(τ)

f̀(τ)

]
⊗ Iν

)

C̃4(τ) = C4

([
φ1(τ)

f́(τ)

]
⊗ Iν

)
, C̃5(τ) = C5

([
φ2(τ)

f̀(τ)

]
⊗ Iν

) (5.7)

∫ 0

−r1

[
φ1(τ)

f́(τ)

] [
φ⊤

1 (τ) f́⊤(τ)
]
dτ ≻ 0,

∫ −r1

−r2

[
φ2(τ)

f̀(τ)

] [
φ⊤

2 (τ) f̀⊤(τ)
]
dτ ≻ 0 (5.8)

where µ1, µ2 ∈ N0 and (5.8) indicates that the functions in Col
[
φ1(τ), f́(τ)

]
and Col

[
φ2(τ), f̀(τ)

]
are

linearly independent in a Lebesgue sense, respectively. Thus (5.7) can be applied to equivalently describe
the distributed delay terms in (5.1). Finally, note that (5.5) is satisfied if (5.8) holds.

Remark 5.2. The elements in f́(·) and f̀(·) in (5.7) are chosen in view of the functions in Ã4(·), Ã5(·),
C̃4(·) and C̃5(·). Note that one can always let f́(·) and f̀(·) to only contain orthogonal functions since
one can always adjust the elements in φ1(·) ∈ L2([−r1, 0] # Rµ1) and φ2(·) ∈ L2([−r2,−r1] # Rµ2) to satisfy
(5.7). Note that φ1(·) and φ2(·) can become a 0 × 1 empty vector if µ1 = µ2 = 0. Finally, the matrix
inequalities in (5.8) can be verified via numerical calculations2 with given f́(·), f̀(·) and φ1(·), φ2(·).

Remark 5.3. The decomposition in (5.7) is employed in this chapter to handle the distributed delay terms
in (5.1) so that a well-posed dissipativity and stability condition can be derived later. This will be illustrated
later in light of the results in Lemma 5.2 and Theorem 5.1. It is worthy to stress that (5.1) generalizes all
the models in considered in [57, 183, 188] without considering uncertainties.

Remark 5.4. A neutral delay system

d

dt
(y(t)−A4y(t− r)) = A1y(t) +A2y(t− r) +

∫ 0

−r

A3(τ)x(t+ τ)dτ

can be equivalently expressed by a CDDS:

ẋ(t) = A1x(t) + (A2 +A1A4)y(t− r) +

∫ 0

−r

A3(τ)x(t+ τ)dτ

y(t) = x(t) +A4y(t− r).

2One option is to use vpaintegral in Matlab which performs high-precision numerical integration.
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On the other hand, if there is rank redundancy in the delay matrices, namely,

d

dt
(y(t)−A4Ny(t− r)) = A1y(t) +A2Ny(t− r) +

∫ 0

−r

A3(τ)Ny(t+ τ)dτ, (5.9)

then one can first change (5.9) into

d

dt
(y(t)−A4z(t− r)) = A1y(t) +A2z(t− r) +

∫ 0

−r

A3(τ)z(t+ τ)dτ, z(t) = Ny(t). (5.10)

Furthermore, let x(t) = y(t) − A4z(t − r) considering (5.10), one can obtain the equivalent CDDS repre-
sentation

ẋ(t) = A1x(t) + (A1A4 +A2) z(t− r) +

∫ 0

−r

A3(τ)z(t+ τ)dτ

z(t) = Nx(t) +NA4z(t− r)

which now is clearly advantageous in terms of reducing the scale of dimensionality if dim [z(t)]≪ dim [y(t)].
Finally, for the exploitation the rank redundancies among the state space variables of the retarded cases,
see [10] for details.

In this chapter, the functions f́(·) and f̀(·) in (5.7) are applied to approximate the functions φ1(·) ∈
L2([−r1, 0] # Rµ1) and φ2(·) ∈ L2([−r2,−r1] # Rµ2) in (5.7), respectively, where φ1(·) and φ2(·) might not
satisfy (5.3). Specifically, the approximations are denoted by the decomposition:

φ1(τ) = Γ́df́(τ) + έd(τ), φ2(τ) = Γ̀δf̀(τ) + ὲδ(τ) (5.11)

where Γ́d and Γ̀δ are given coefficient. Furthermore, έd(τ) = φ1(τ) − Γ́df́(τ) and ὲδ(τ) = φ2(τ) − Γ̀δf̀(τ)

contain the errors of approximations. In addition, we define matrices

Sµ1×µ1 ∋ Éd :=

∫ 0

−r1

έd(τ)έ
⊤
d (τ)dτ, Sµ2×µ2 ∋ Èδ :=

∫ −r1

−r2

ὲδ(τ)ὲ
⊤
δ (τ)dτ (5.12)

to measure the error residues of (5.11). Inspired by the idea of orthogonal approximation in Hilbert space
[303], one option for the values of Γ́d and Γ̀δ in (5.11) is

Rµ1×d ∋ Γ́d :=

∫ 0

−r1

φ1(τ)f́
⊤(τ)dτ F́d, F́

−1
d =

∫ −r1

−r2

f̀(τ)f̀⊤(τ)dτ

Rµ2×δ ∋ Γ̀δ :=

∫ −r1

−r2

φ2(τ)f̀
⊤(τ)dτ F́δ, F̀

−1
δ =

∫ −r1

−r2

f̀(τ)f̀⊤(τ)dτ.

(5.13)

Remark 5.5. (5.13) might be interpreted as a vector form of the standard approximations (Least Squares) in
Hilbert space. (See section 10.2 in [303]) If f́(·) and f̀(·) in (5.13) contains only Legendre polynomials, then
(5.11)–(5.13) generalizes the polynomials approximation scheme proposed in [188] via a matrix framework.
Finally, it is very crucial to emphasize that (5.11) does not restrict one only to apply (5.13) for the values
of Γ́d and Γ̀δ. Other appropriate options for Γ́d and Γ̀δ can be considered as well based on specific contexts.

The system (5.1) can be re-expressed as

ẋ(t) = Aϑ(t), y(t) =
[
Oν×(2ν+q) Ξ Oν×νµ

]
ϑ(t), z(t) = Σϑ(t)

x(t0) = ξ ∈ Rn, ∀θ ∈ [−r2, 0], y(t0 + θ) = ψ(θ)
(5.14)

with

A =

[
On×2ν D1 A1 A2 A3 A4

([
Γ́d

Id

]
⊗ Iν

)
A5

([
Γ̀δ

Iδ

]
⊗ Iν

)
· · ·

· · ·A4

([
Éd

Od×µ1

]
⊗ Iν

)
A5

([
Èδ

Oδ×µ2

]
⊗ Iν

)] (5.15)
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Ξ =
[
A6 A7 A8 Oν×ϱν

]
(5.16)

Σ =

[
C6 C7 D2 C1 C2 C3 C4

([
Γ́d

Id

]
⊗ Iν

)
C5

([
Γ̀δ

Iδ

]
⊗ Iν

)
· · ·

· · · C4

([
Éd

Od×µ1

]
⊗ Iν

)
C5

([
Èδ

Oδ×µ2

]
⊗ Iν

)] (5.17)

ϑ(t) := Col

([
ẏ(t− r1)

ẏ(t− r2)

]
,

[
w(t)

x(t)

]
,

[
y(t− r1)

y(t− r2)

]
,

[∫ 0

−r1
F́d(τ)y(t+ τ)dτ∫ −r1

−r2
F̀δ(τ)y(t+ τ)dτ

]
,

[∫ 0

−r1
Éd(τ)y(t+ τ)dτ∫ −r1

−r2
Èδ(τ)y(t+ τ)dτ

])
, (5.18)

where Rdν×ν ∋ F́d(τ) := f́(τ) ⊗ Iν and Rδν×ν ∋ F̀δ(τ) := f̀(τ) ⊗ Iν and Éd(τ) := É−1
d έd(τ) ⊗ Iν and

Èδ(τ) := È−1
δ ὲδ(τ)⊗ Iν with Éd and Èδ in (5.12). Note that Éd and Èδ in (5.12) are invertible according to

what will be explained in Remark 5.8 based on what will be presented in (5.24) and (D.1). Note that also
the distributed delay terms in (5.14) are derived based on the identities([

φ1(τ)

f́(τ)

]
⊗ Iν

)
y(t+ τ) =

([
Γ́df́(τ) + έd(τ)

f́(τ)

]
⊗ Iν

)
y(t+ τ) =

([
Γ́d

Id

]
f́(τ)⊗ Iν

)
y(t+ τ)

+

([
Iµ1

Od×µ1

]
έd(τ)⊗ Iν

)
y(t+ τ) =

([
Γ́d

Id

]
⊗ Iν

)
F́d(τ)y(t+ τ) +

([
Éd

Od×µ1

]
⊗ Iν

)
Éd(τ)y(t+ τ)([

φ2(τ)

f̀(τ)

]
⊗ Iν

)
y(t+ τ) =

([
Γ̀δf̀(τ) + ὲδ(τ)

f̀(τ)

]
⊗ Iν

)
y(t+ τ) =

([
Γ̀δ

Id

]
f̀(τ)⊗ Iν

)
y(t+ τ)

+

([
Iµ2

Oδ×µ2

]
ὲδ(τ)⊗ Iν

)
y(t+ τ) =

([
Γ̀δ

Iδ

]
⊗ Iν

)
F̀δ(τ)y(t+ τ) +

([
Èδ

Oδ×µ2

]
⊗ Iν

)
Èδ(τ)y(t+ τ)

which themselves are obtained via the property of the Kronecker product in (2.1).

5.3 Mathematical preliminaries
In this section some important lemmas and definition are present. This includes a novel integral inequality
which will be applied later for the derivation of our dissipative stability condition.

The following lemma provides sufficient conditions for the stability of (5.1). It can be interpreted as a
particular case of Theorem 3 in [10] with certain modifications.

Lemma 5.1. Given r2 ≥ r1 > 0, the system (5.1) with w(t) ≡ 0q is globally uniformly asymptotically stable
at its origin if there exist ϵ1; ϵ2; ϵ3 > 0 and a differentiable functional v : Rn ×A([−r2, 0) # Rν)→ R≥0 such
that v(0n,0ν) = 0 and

ϵ1 ∥ξ∥22 ≤ v(ξ,ψ(·)) ≤ ϵ2

[
∥ξ∥2 ∨

(
∥ψ(·)∥∞ + ∥ψ̇(·)∥2

)]2
, (5.19)

v̇(r, ξ,ψ(·)) := d+

dt
v(x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ψ(·)
≤ −ϵ3 ∥ξ∥22 (5.20)

for any ξ ∈ Rn and ψ(·) ∈ A ([−r2, 0) # Rν) in (5.1), where t0 ∈ R and d+

dx f(x) = limsupη↓0
f(x+η)−f(x)

η .
Furthermore, yt(·) in (5.20) is defined by the equality ∀t ≥ t0, ∀θ ∈ [−r, 0), yt(θ) = y(t+ θ) where x(t) and
y(t) here satisfying (5.1) with w(t) ≡ 0q.

Definition 5.1 (Dissipativity). Given r2 ≥ r1 > 0, the coupled differential functional system (5.1) with
a supply rate function s(z(t),w(t)) is said to be dissipative if there exists a differentiable functional v :

Rn ×A([−r2, 0) # Rν)→ R such that

∀t ≥ t0 : v̇(x(t),yt(·))− s(z(t),w(t)) ≤ 0 (5.21)

with t0 ∈ R in (5.1), where yt(·) is defined by the equality ∀t ≥ t0, ∀θ ∈ [−r2, 0), yt(θ) = y(t + θ), and
x(t), y(t) and z(t) satisfy the equialities in (5.1) with w(·) ∈ L̂2 ([t0,∞) # Rq).
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To incorporate performance objectives (dissipativity) into the analysis of (5.14), a quadratic form

s(z(t),w(t)) =

[
z(t)

w(t)

]⊤
J

[
z(t)

w(t)

]
, J =

[
J1 J2

∗ J3

]
∈ S(m+q), J̃⊤J−1

1 J̃ ⪯ 0, J−1
1 ≺ 0, J̃ ∈ Rm×m (5.22)

is considered for the supply function.
The following generalized new integral inequality is proposed which will be employed for the derivation

of our major results on the dissipativity and stability analysis in this section. Firstly, we define the weighted
Lebesgue function space

L2
ϖ

(
K # Rd

)
:=
{
ψ(·) ∈ L∫

(
K # Rd

)
: ∥ψ(·)∥2,ϖ <∞

}
(5.23)

with d ∈ N and ∥ψ(·)∥2,ϖ :=
∫
K ϖ(τ)ψ⊤(τ)ψ(τ)dτ , where ϖ(·) ∈ L∫ (K # R≥0) and the function ϖ(·) has

only countably infinite or finite number of zero values. Furthermore, K ⊆ R ∪ {±∞} and
∫
K dτ ̸= 0.

Lemma 5.2. Given K and ϖ(·) in (5.23) and U ∈ Sn⪰0 := {X ∈ Sn : X ⪰ 0} with n ∈ N. Let
f(·) := Coldi=1 fi(·) ∈ L2

ϖ

(
K # Rd

)
and g(·) := Colδi=1 gi(·) ∈ L2

ϖ

(
K # Rδ

)
with d ∈ N and δ ∈ N0, in which

the functions f(·) and g(·) satisfy∫
K
ϖ(τ)

g(τ)
f(τ)

[g⊤(τ) f⊤(τ)
]
dτ ≻ 0. (5.24)

Then we have,

∀x(·) ∈ L2
ϖ(K # Rn) ,

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (Fd ⊗ U)

∫
K
ϖ(τ)F(τ)x(τ)dτ

+

∫
K
ϖ(τ)x⊤(τ)E⊤(τ)dτ

(
E−1
d ⊗ U

) ∫
K
ϖ(τ)E(τ)x(τ)dτ (5.25)

where
F(τ) = f(τ)⊗ In ∈ Rdn×n, F−1

d =

∫
K
ϖ(τ)f(τ)f⊤(τ)dτ ∈ Sd≻0

E(τ) = e(τ)⊗ In ∈ Rδn×n, Ed =

∫
K
ϖ(τ)e(τ)e⊤(τ)dτ ∈ Sδ

e(τ) = g(τ)−Af(τ) ∈ Rδ, A =

∫
K
ϖ(τ)g(τ)f⊤(τ)dτFd ∈ Rδ×d.

(5.26)

Proof. See Appendix D for details. ■

Remark 5.6. By Theorem 7.2.10 in [258] and considering the fact that(
L2

ϖ

(
K # Rd

)
/Ker

(∥∥·∥∥2,ϖ) , ∫
K
ϖ(τ)·⊤1 (τ)·2(τ)dτ

)
is an inner product space3, we know (5.24) indicates that the functions in f(·) and g(·) are linearly inde-
pendent in a Lebesgue sense.

The following inequality can be obtained by setting δ = 0 in Lemma 5.2 based on the notion of empty
matrices. Moreover, the following corollary is equivalent to Theorem 4.1 in Chapter 4.

Corollary 5.1. Given K and ϖ(·) in (5.23) and U ∈ Sn⪰0 := {X ∈ Sn : X ⪰ 0} with n ∈ N. Let
f(·) := Coldi=1 fi(·) ∈ L2

ϖ

(
K # Rd

)
with d ∈ N where f(·) satisfies∫

K
ϖ(τ)f(τ)f⊤(τ)dτ ≻ 0. (5.27)

Then the inequality∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (Fd ⊗ U)

∫
K
ϖ(τ)F(τ)x(τ)dτ (5.28)

holds for all x(·) ∈ L2
ϖ(K # Rn), where F(τ) = f(τ)⊗ In ∈ Rdn×n and F−1

d =
∫
K ϖ(τ)f(τ)f⊤(τ)dτ ∈ Sd≻0.

3Ker
(
∥·∥2,ϖ)

:=
{
f(·) ∈ L2

ϖ

(
K # Rd

)
: ∥f(·)∥2,ϖ = 0d

}
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Remark 5.7. The inequality in (5.25) reduces to Lemma 1 in [188] if f(·) contains only Legendre poly-
nomials. Moreover, all the particular cases of (4.3) mentioned in Chapter 4 are the special cases of (5.25)
since Corollary 5.1 is equivalent to Theorem 4.1.

Remark 5.8. In (5.25), f(·) can be interpreted as to approximate g(·). By letting f(τ) = f́(τ) and g(τ) =

φ1(τ) with ϖ(τ) = 1 in Lemma 5.2, then we have Ed = Éd where the matrix Éd is defined in (5.12). Similar
procedures can be applied with f(τ) = f̀(τ) and g(τ) = φ2(τ) and ϖ(τ) = 1. Furthermore, if f(·) contains
only functions which are orthogonal with respect to ϖ(·), then the behavior of Ed can be quantitatively
characterized with respect to d, which will be elaborated in the following corollary. Note that (D.1) holds for
any A ∈ Rδ×d as long as (5.24) is satisfied, even if A is not defined as A =

∫
K ϖ(τ)g(τ)f⊤(τ)dτ Fd ∈ Rδ×d.

This is an important conclusion as it infers that the error matrices Éd and Èδ in (5.12) are invertible since
(5.8) hold.

An interesting corollary of Lemma 5.2 is presented as follows which can be interpreted as a generalization
of Lemma 1 in [188].

Corollary 5.2. Given all the parameters defined in Lemma 5.2 with {fi(τ)}∞i=1 and f(·) = Coldi=1 fi(·)
satisfying

∀d ∈ N, F−1
d =

∫
K
f(τ)f⊤(τ)dτ =

d⊕
i=1

(∫
K
ϖ(τ)f2i (τ)dτ

)
, (5.29)

then we have that

∀d ∈ N, 0 ≺ Ed+1 = Ed −
(∫

K
ϖ(τ)f2d+1(τ)dτ

)
ad+1a

⊤
d+1 ⪯ Ed (5.30)

where Ed is given in Lemma 5.2 and ad+1 :=
(∫

K ϖ(τ)g(τ)fd+1(τ)dτ
) (∫

K ϖ(τ)f2d+1(τ)dτ
)−1 ∈ Rδ and

fd+1(·) ∈ L2
ϖ(K # R).

Proof. Note that only the dimension of f(·) is related to d, whereas δ as the dimension of g(·) is independent
of d. It is obvious to see that given f(·) satisfying (5.29), we have Fd+1 = Fd ⊕

(∫
K ϖ(τ)f2d+1(τ)dτ

)−1 (See
the Definition 1 in [262]). By using this property, it follows that for all d ∈ N

ed+1(τ) = g(τ)−
(∫

K
ϖ(τ)g(τ)

[
f⊤(τ) fd+1(τ)

]
dτ

)[
Fd ⊕

(∫
K
ϖ(τ)f2d+1(τ)dτ

)−1
][

f(τ)

fd+1(τ)

]
= g(τ)

−
[
Ad ad+1

] [ f(τ)

fd+1(τ)

]
= ed(τ)− fd+1(τ)ad+1 (5.31)

where ad+1 has been defined in (5.30) and ed(τ) = g(τ) − Adf(τ). Note that the index d is added to the
symbols A and e(τ) in Lemma 5.2 without causing ambiguity. By (5.31) and (D.1), we have

0 ≺ Ed+1 =

∫
K
ϖ(τ)ed+1(τ)e

⊤
d+1(τ)dτ = Ed − Sy

(
ad+1

∫
K
ϖ(τ)fd+1(τ)e

⊤
d (τ)dτ

)
+

(∫
K
ϖ(τ)f2d+1(τ)dτ

)
ad+1a

⊤
d+1. (5.32)

By (D.2) and the fact that
∫
K ϖ(τ)fd+1(τ)f(τ)dτ = 0d due to (5.29), we have

Oδ×(d+1) =

∫
K
ϖ(τ)ed+1(τ)

[
f⊤(τ) fd+1(τ)

]
dτ =

∫
K
ϖ(τ) (ed(τ)− ad+1fd+1(τ))

[
f⊤(τ) fd+1(τ)

]
dτ

=

∫
K
ϖ(τ)

[
ed(τ)f

⊤(τ) fd+1(τ)ed(τ)
]
dτ − ad+1

∫
K
ϖ(τ)

[
fd+1(τ)f

⊤(τ) f2d+1(τ)
]
dτ

=
[
Oδ×d

∫
K ϖ(τ)fd+1(τ)ed(τ)dτ

]
−
[
Oδ×d

∫
K ϖ(τ)f2d+1(τ)dτad+1

]
= Oδ×(d+1). (5.33)

Now (5.33) leads to the equality
∫
K ϖ(τ)fd+1(τ)ed(τ)dτ =

∫
K ϖ(τ)f2d+1(τ)dτad+1. Substituting this equal-

ity into (5.32) yields (5.30) given
∫
K ϖ(τ)f2d+1(τ)dτ > 0 and ad+1a

⊤
d+1 ⪰ 0. ■
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Remark 5.9. The result of Lemma 1 in [188] is generalized by Corollary 5.2 as f(·) can be chosen to only
have Legendre polynomials with ϖ(τ) = 1. Moreover, let f́(·), f̀(·) in (5.7) to contain only orthogonal
functions over [−r1, 0] and [−r2,−r1], respectively, then Éd and Èδ in (5.12) follows the property in (5.30)
with ϖ(τ) = 1.

5.4 Main results on dissipativity and stability analysis
The main result on the dissipativity and stability analysis of (5.1) is presented in Theorem 5.1 where the
condition for the dissipativity and stability analysis of (5.1) is denoted in terms of LMIs. Moreover, we will
also show in Corollary 5.3, 5.4 that the resulting condition in Theorem 5.1 can exhibit a hierarchical pattern
if certain perquisites are satisfied.

Theorem 5.1. Suppose that all functions and the parameters in (5.3)–(5.12) are given with µ1;µ2 ∈ N0 and
d; δ ∈ N. Assume also that there exist ǵ(·) ∈ C1(R # Rp1), g̀(·) ∈ C1(R # Rp2) and N1 ∈ Rp1×d, N2 ∈ Rp2×δ

such that

(τ + r1)
dǵ(τ)

dτ
= N1f́(τ) (τ + r2)

dg̀(τ)

dτ
= N2f̀(τ)

Sp1 ∋ Ǵ−1
p1

=

∫ 0

−r1

(τ + r1)ǵ(τ)ǵ
⊤(τ)dτ ≻ 0 Sp2 ∋ G̀−1

p2
=

∫ −r1

−r2

(τ + r2)g̀(τ)g̀
⊤(τ)dτ ≻ 0.

(5.34)

Given r2 > r1 > 0, then the delay system (5.14) with the supply rate function (5.22) is dissipative
and the origin of (5.14) is globally asymptotically stable with w(t) ≡ 0q, if there exist P ∈ Sl and
Q1;Q2;R1;R2;S1;S2;U1;U2 ∈ Sν such that the inequalities

P := P +
(
On+2ν ⊕

[
F́d ⊗Q1

]
⊕
[
F̀δ⊗Q2

])
+Π⊤

(
G⊤

1 Φ́κ1G1 ⊗ S1 +G⊤
2 Φ̀κ2G2 ⊗ S2

)
Π

+Π⊤
(
H⊤

1 Ǵp1
H1 ⊗ U1 +H⊤

2 G̀p2
H2 ⊗ U2

)
Π ≻ 0,

(5.35)

Q1 ⪰ 0, Q2 ⪰ 0, R1 ⪰ 0, R2 ⪰ 0, S1 ⪰ 0, S2 ⪰ 0, U1 ⪰ 0, U2 ⪰ 0, (5.36)

Ω̃ =


J1 Om×ν J̃Σ

∗ −S1 − r1U1 (S1 + r1U1) (A6A+ Y )

∗ ∗ Ω

 ≺ 0 (5.37)

hold, where the positive definite matrices F́d, F̀δ, Φ́κ1
and Φ́κ2

are given in (5.5) and (5.6), and the parameters
A and Σ have been defined in (5.15)–(5.17). Moreover,

Π :=

[
Ξ

O(2ν+ϱν)×n I2ν+ϱν

]
, Y :=

[
A7 A8 Oν×(q+l+µν)

]
(5.38)

with ϱ = d+ δ and l = n+ 2ν + ϱν and µ = µ1 + µ2, and

Ω := Sy
(
Θ⊤

2 PΘ1 −
[
O(2ν+q+l+µν)×2ν Σ⊤J2 O(2ν+q+l+µν)×(l+µν)

])
−
(
Oq+2ν ⊕

[
Π⊤
(
G⊤

1 Φ́κ1G1 ⊗ U1 +G⊤
2 Φ̀κ2G2 ⊗ U2

)
Π
]
⊕ Oµν

)
−

(
[S1 − S2 − r3U2]⊕ S2 ⊕ J3 ⊕ On ⊕ [Q1 −Q2 − r3R2]⊕Q2 ⊕

[
F́d ⊗R1

]
⊕
[
F̀δ ⊗R2

]
⊕
[
Éd ⊗R1

]
⊕
[
Èδ ⊗R2

])
+
[
Oν×(2ν+q) Ξ Oν×νµ

]⊤
(Q1 + r1R1)

[
Oν×(2ν+q) Ξ Oν×νµ

]
(5.39)

where

G1 =
[
ϕ́(0) −ϕ́(−r1) 0κ1

−M3 Oκ1×d

]
G2 =

[
0κ2

ϕ̀(−r1) −ϕ̀(−r2) Oκ2×δ −M4

]
(5.40)
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G3 =
[
f́(0) −f́(−r1) 0d −M1 Od

]
G4 =

[
0δ f̀(−r1) −f̀(−r2) Oδ −M2

]
, (5.41)

H1 =
[
r1ǵ(0) 0p1 0p1 −N1 Op1

]
H2 =

[
0p2 (r2 − r1)g̀(−r1) 0p2 Op2 −N2

]
(5.42)

Θ1 :=


A

I2ν O2ν×(q+l+µν)

Odν×(2ν+q) (G3 ⊗ Iν)Π Odν×νµ

Oδν×(2ν+q) (G4 ⊗ Iν)Π Oδν×νµ

 Θ2 :=
[
Ol×(2ν+q) Il Ol×µν

]
. (5.43)

Proof. Given r2 > r1 > 0, we consider the following LKF

v(ξ,ψ(·)) = η⊤(t0)Pη(t0) +

∫ 0

−r1

y⊤(t+ τ)
[
Q1 + (τ + r1)R1

]
y(t+ τ)dτ

+

∫ −r1

−r2

y⊤(t+ τ)
[
Q2 + (τ + r2)R2

]
y(t+ τ)dτ +

∫ 0

−r1

ẏ⊤(t+ τ) [S1 + (τ + r1)U1] ẏ(t+ τ)dτ

+

∫ −r1

−r2

ẏ⊤(t+ τ) [S2 + (τ + r2)U2] ẏ(t+ τ)dτ (5.44)

to be constructed to prove the statements in Theorem 5.1, where x(t) and yt(·) here follow the same
definition in (5.21). Moreover,

η(t) := Col

[
x(t), y(t− r1), y(t− r2),

∫ 0

−r1

F́d(τ)y(t+ τ)dτ,

∫ −r1

−r2

F̀δ(τ)y(t+ τ)dτ

]
(5.45)

with F́d(τ) and F̀δ(τ) defined in (5.18), and the matrix parameters in (5.44) are defined as P ∈ Sl and
Q1;Q2;R1;R2;S1;S2;U1;U2 ∈ Sν with l := n+2ν+ϱν and ϱ := d+δ. Note that since the eigenvalues of all
the matrix terms Q1+(τ+r1)R1, Q2+(τ+r2)R2 S1+(τ+r1)U1 and S2+(τ+r2)U2 in (5.44) are bounded,
thus all the quadratic integrals associated with these terms are well defined since yt(·) ∈ A ([−r2, 0) # Rν).
On the other hand, since yt(·), f́(τ) and f̀(τ) are bounded, thus the integrals in (5.45) are well defined as
well.

Firstly, we prove that the existence of the feasible solutions of (5.36) and (5.37) infers that (5.44) satisfies
both (5.20) and (5.21). Subsequently, we show that the existence of the feasible solutions of (5.35) and (5.36)
infers that (5.44) satisfies (5.19). The existence of the upper bound of v(x(t),yt(·)) can be independently
proved without considering the inequalities (5.35)–(5.37).

Let t0 ∈ R, differentiate v(x(t),yt(·)) along the trajectory of (5.14) and consider (5.22), it produces

∀t ≥ t0, v̇(x(t),yt(·))− s(z(t),w(t)) = ϑ⊤(t)Sy
(
Θ⊤

2 PΘ1

)
ϑ(t) + y⊤(t) (Q1 + r1R1)y(t)

+ y⊤(t− r1) (Q2 + r3R2 −Q1)y(t− r1)− y⊤(t− r2)Q2y(t− r2) + ẏ
⊤(t) (S1 + r1U1) ẏ(t)

+ ẏ⊤(t− r1) (S2 + r3U2 − S1) ẏ(t− r1)− ẏ⊤(t− r2)S2ẏ(t− r2)−
∫ 0

−r1

y⊤(t+ τ)R1y(t+ τ)dτ

−
∫ −r1

−r2

y⊤(t+ τ)R2y(t+ τ)dτ −
∫ 0

−r1

ẏ⊤(t+ τ)U1ẏ(t+ τ)dτ −
∫ −r1

−r2

ẏ⊤(t+ τ)U2ẏ(t+ τ)dτ

−w⊤(t)J3w(t)− ϑ⊤(t)
[
Σ⊤J̃⊤J−1

1 J̃Σ+ Sy
([

O(2ν+q+l+µν)×2ν Σ⊤J2 O(2ν+q+l+µν)×(l+µν)

])]
ϑ(t) (5.46)

where ϑ(t) and Θ1;Θ2 have been defined in (5.18) and (5.43), respectively, and the matrices G3 and G4 in
(5.41) are obtained via the relations∫ 0

−r1

F́d(τ)ẏ(t+ τ)dτ = F́d(0)y(t)− F́d(−r1)y(t− r1)− (M1 ⊗ Iν)

∫ 0

−r1

F́d(τ)y(t+ τ)dτ =

=
[
Odν×(q+2ν) (G3 ⊗ Iν)Π Odν×νµ

]
ϑ(t)

(5.47)

∫ −r1

−r2

F̀δ(τ)ẏ(t+ τ)dτ = F̀δ(−r1)y(t− r1)− F̀δ(−r2)y(t− r2)− (M2 ⊗ Iν)

∫ −r1

−r2

F̀δ(τ)y(t+ τ)dτ

=
[
Oδν×(q+2ν) (G4 ⊗ Iν)Π Oδν×νµ

]
ϑ(t)

(5.48)
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which themselves can be derived by using (2.2), (2.1) with (5.3).
To obtain a upper bound for (5.46), let R1 ⪰ 0, R2 ⪰ 0 so that the inequalities∫ 0

−r1

y⊤(t+ τ)R1y(t+ τ)dτ ≥
∫ 0

−r1

y⊤(t+ τ)F́⊤
d (τ)dτ

(
F́d ⊗R1

)∫ 0

−r1

F́d(τ)y(t+ τ)dτ

+

∫ 0

−r1

y⊤(t+ τ)É⊤
d (τ)dτ

(
Éd ⊗R1

)∫ 0

−r1

Éd(τ)y(t+ τ)dτ∫ −r1

−r2

y⊤(t+ τ)R2y(t+ τ)dτ ≥
∫ −r1

−r2

y⊤(t+ τ)F̀⊤
δ (τ)dτ

(
F̀δ ⊗R2

)∫ −r1

−r2

F̀δ(τ)y(t+ τ)dτ

+

∫ −r1

−r2

y⊤(t+ τ)È⊤
δ (τ)dτ

(
Èδ ⊗R2

)∫ −r1

−r2

Èδ(τ)y(t+ τ)dτ

(5.49)

can be derived from (5.25) with f(τ) = f́(τ); g(τ) = φ1(τ) and f(τ) = f̀(τ); g(τ) = φ2(τ), respectively,
which matches F́d(τ); F̀δ(τ) in (5.18) and the expressions in (5.11). Furthermore, let U1 ⪰ 0 and U2 ⪰ 0 and
apply (5.28) to the integral terms

∫ 0

−r1
ẏ⊤(t+τ)U1ẏ(t+τ)dτ and

∫ −r1
−r2

ẏ⊤(t+τ)U2ẏ(t+τ)dτ with f(τ) = ϕ́(τ)

and f(τ) = ϕ̀(τ) in (5.6), respectively, and consider the expression y(t) =
[
Oν×(2ν+q) Ξ Oν×νµ

]
ϑ(t) in

(5.16) with (2.1) and (2.2). It produces∫ 0

−r1

ẏ⊤(t+ τ)U1ẏ(t+ τ)dτ ≥
∫ 0

−r1

ẏ⊤(t+ τ)
(
ϕ́⊤(τ)⊗ Iν

)
dτ
(
Φ́κ1
⊗ U1

)∫ 0

−r1

(
ϕ́(τ)⊗ Iν

)
ẏ(t+ τ)dτ

= ϑ⊤(τ)
[
O2ν+q ⊕Π⊤

(
G⊤

1 Φ́κ1
G1 ⊗ U1

)
Π⊕ Oνµ

]
ϑ(τ), (5.50)

∫ −r1

−r2

ẏ⊤(t+τ)U2ẏ(t+τ)dτ ≥
∫ −r1

−r2

ẏ⊤(t+τ)
(
ϕ̀⊤(τ)⊗ Iν

)
dτ
(
Φ̀κ2
⊗ U2

)∫ −r1

−r2

(
ϕ̀(τ)⊗ Iν

)
ẏ(t+τ)dτ

= ϑ⊤(τ)
[
O2ν+q ⊕Π⊤

(
G⊤

2 Φ̀κ2
G2 ⊗ U2

)
Π⊕ Oνµ

]
ϑ(τ) (5.51)

where G1 and G2 are given in (5.40) which are derived by the relations∫ 0

−r1

(
ϕ́(τ)⊗ Iν

)
ẏ(t+ τ)dτ =

(
ϕ́(0)⊗ Iν

)
y(t)−

(
ϕ́(−r1)⊗ Iν

)
y(t− r1)

− (M3 ⊗ Iν)

∫ 0

−r1

(
ϕ́(τ)⊗ Iν

)
y(t+ τ)dτ = (G1 ⊗ Iν)Πη(t)

=
[
Oκ1ν×(q+2ν) (G1 ⊗ Iν)Π Oκ1ν×νµ

]
ϑ(t)

(5.52)

∫ −r1

−r2

(
ϕ̀(τ)⊗ Iν

)
ẏ(t+ τ)dτ =

(
ϕ̀(−r1)⊗ Iν

)
y(t− r1)−

(
ϕ̀(−r2)⊗ Iν

)
y(t− r2)

− (M4 ⊗ Iν)

∫ −r1

−r2

(
ϕ̀(τ)⊗ Iν

)
y(t+ τ)dτ = (G2 ⊗ Iν)Πη(t)

=
[
Oκ2ν×(q+2ν) (G2 ⊗ Iν)Π Oκ2ν×νµ

]
ϑ(t).

(5.53)

Now applying (5.49)–(5.51) with (5.36) to (5.46) yields

∀t ≥ t0, v̇(x(t),yt(·))− s(z(t),w(t)) ≤

ϑ⊤(t)
[
Ω+ (A6A+ Y )⊤ (S1 + r1U1) (A6A+ Y )− Σ⊤J̃⊤J−1

1 J̃Σ
]
ϑ(t) (5.54)

where Ω has been defined in (5.39). It is obvious that if Ω + (A6A + Y )⊤ (S1 + r1U1) (A6A + Y ) −
Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0 holds with (5.36), we have

∃ϵ3 > 0, ∀t ≥ t0, v̇(x(t),yt(·))− s(z(t),w(t)) ≤ −ϵ3 ∥x(t)∥2 . (5.55)

Moreover, let w(t) ≡ 0q and consider the structure of the quadratic term in (5.54) together with the
properties of negative definite matrices. One can conclude that if Ω+(A6A+Y )⊤ (S1 + r1U1) (A6A+Y )−
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Σ⊤J̃⊤J−1
1 J̃Σ ≺ 0 and (5.36) are satisfied, it infers that

∃ϵ3 > 0,
d+

dt
v(x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ϕ(·)
≤ −ϵ3 ∥ξ∥2 (5.56)

where x(t) and yt(·) here follow the same definition in Lemma 5.1. As a result, it is obvious that (5.36) with
Ω+ (A6A+ Y )⊤ (S1 + r1U1) (A6A+ Y )−Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0 infers (5.20) and (5.21). Finally, applying the
Schur complement to Ω+(A6A+Y )⊤ (S1 + r1U1) (A6A+Y )−Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0 with (5.36) and J−1
1 ≺ 0

gives (5.37). Hence we have proved that the feasible solutions of (5.36) and (5.37) infers that (5.44) satisfies
(5.20) and (5.21).

Now we start to prove that if (5.35) and (5.36) hold then (5.44) satisfies (5.19). Let ∥ψ(·)∥∞ :=

sup−r2≤r≤0 ∥ψ(τ)∥2 and ∥ψ(·)∥22 :=
∫ 0

−r2
ψ⊤(τ)ψ(τ)dτ . Given the structure of (5.44) with t = t0, it follows

that ∃λ; η > 0 :

v(x(t0),yt0(·)) = v(ξ,ψ(·)) ≤ η⊤(t0)λη(t0) + λ

∫ 0

−r2

[
ψ⊤(τ) ψ̇⊤(τ)

] [ψ(τ)
ψ̇(τ)

]
dτ ≤ λ ∥ξ∥22

+ (2λ+ λr2) ∥ψ(·)∥2∞ + λr2∥ψ̇(·)∥22 + λ

∫ 0

−r1

ψ⊤(τ)F́⊤
d (τ)dτ

∫ 0

−r1

F́d(τ)ψ(τ)dτ

+ λ

∫ −r1

−r2

ψ⊤(τ)F̀⊤
δ (τ)dτ

∫ −r1

−r2

F̀δ(τ)ψ(τ)dτ ≤ λ ∥ξ∥22 + (2λ+ λr2) ∥ψ(·)∥2∞

+ λr2∥ψ̇(·)∥22 +
∫ 0

−r1

ψ⊤(τ)F́⊤
d (τ)dτ

(
ηF́d ⊗ Iν

)∫ 0

−r1

F́d(τ)ψ(τ)dτ

+

∫ −r1

−r2

ψ⊤(τ)F̀⊤
δ (τ)dτ

(
ηF̀δ ⊗ Iν

)∫ −r1

−r2

F̀δ(τ)ψ(τ)dτ ≤ λ ∥ξ∥22 + (2λ+ λr2) ∥ψ(·)∥2∞

+ λr2∥ψ̇(·)∥22 + η

∫ 0

−r1

ψ⊤(τ)ψ(τ)dτ + η

∫ −r1

−r2

ψ⊤(τ)ψ(τ)dτ = λ ∥ξ∥22

+ (2λ+ λr2 + ηr2) ∥ψ(·)∥2∞ + λr2∥ψ̇(·)∥22 ≤ (2λ+ λr2 + ηr2)
(
∥ξ∥22 + ∥ψ(·)∥

2
∞ + ∥ψ̇(·)∥22

)
≤ (2λ+ λr2 + ηr2)

[
∥ξ∥22 +

(
∥ψ(·)∥∞ + ∥ψ̇(·)∥2

)2]
≤ (4λ+ 2λr2 + 2ηr2)

[
∥ξ∥2 ∨

(
∥ψ(·)∥∞ + ∥ψ̇(·)∥2

)]2
(5.57)

for any initial condition ξ ∈ Rn and ψ(·) ∈ A ([−r2, 0) # Rν) in (5.1), which is derived via (5.28) and the
property of quadratic forms: ∀X ∈ Sn,∃λ > 0 : ∀x ∈ Rn \ {0},x⊤ (λIn −X)x > 0. Then (5.57) shows that
(5.44) satisfies the rightmost inequality in (5.19).

Now assume the inequalities in (5.36) are satisfied. Apply (5.28) with appropriate f(·) with ϖ(τ) = 1 to
the integrals in (5.44) at t = t0 and consider the initial conditions in (5.1), we have∫ 0

−r1

ψ⊤(τ)Q1ψ(τ)dτ ≥
∫ 0

−r1

ψ⊤(τ)F́⊤
d (τ)dτ

(
F́d ⊗Q1

)∫ 0

−r1

F́d(τ)ψ(τ)dτ,∫ −r1

−r2

ψ⊤(τ)Q2ψ(τ)dτ ≥
∫ −r1

−r2

ψ⊤(τ)F̀⊤
δ (τ)dτ

(
F̀δ ⊗Q2

)∫ −r1

−r2

F̀δ(τ)ψ(τ)dτ

(5.58)

and∫ 0

−r1

ψ̇⊤(τ)S1ψ̇(τ)dτ ≥
∫ 0

−r1

ψ̇⊤(τ)
(
ϕ́⊤(τ)⊗ Iν

)
dτ
(
Φ́κ1
⊗ S1

)∫ 0

−r1

(
ϕ́(τ)⊗ Iν

)
ψ̇(τ)dτ

= η⊤(t0)Π
⊤
(
G⊤

1 Φ́κ1G1 ⊗ S1

)
Πη(t0), (5.59)

∫ −r1

−r2

ψ̇⊤(τ)S2ψ̇(τ)dτ ≥
∫ −r1

−r2

ψ̇⊤(τ)
(
ϕ̀⊤(τ)⊗ Iν

)
dτ
(
Φ̀κ2 ⊗ S2

)∫ −r1

−r2

(
ϕ̀(τ)⊗ Iν

)
ψ̇(τ)dτ

= η⊤(t0)Π
⊤
(
G⊤

2 Φ̀κ2
G2 ⊗ S2

)
Πη(t0) (5.60)
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which are derived via the relations in (5.52) and (5.53). Furthermore, apply (5.25) again with appropriate
weight functions to the integrals

∫ 0

−r1
(r1 + τ)ẏ⊤(t+ τ)U1ẏ(t+ τ)dτ and

∫ −r1
−r2

(r2 + τ)ẏ⊤(t+ τ)U2ẏ(t+ τ)dτ

for t = t0 in (5.44) with f(τ) = ǵ(τ), f(τ) = g̀(τ), respectively. Then it yields∫ 0

−r1

(r1 + τ)ψ̇⊤(τ)U1ψ̇(τ)dτ ≥ [∗]
(
Ǵp1
⊗ U1

)∫ 0

−r1

(τ + r1) (ǵ(τ)⊗ Iν) ψ̇(τ)dτ

= η⊤(t0)Π
⊤
(
H⊤

1 Ǵp1
H1 ⊗ U1

)
Πη(t0)∫ −r1

−r2

(r2 + τ)ψ̇⊤(τ)U2ψ̇(τ)dτ ≥ [∗]
(
G̀p2
⊗ U2

)∫ −r1

−r2

(τ + r2) (g̀(τ)⊗ Iν) ψ̇(τ)dτ

= η⊤(t0)Π
⊤
(
H⊤

2 G̀p2
H2 ⊗ U2

)
Πη(t0)

(5.61)

for any initial condition ξ ∈ Rn and ψ(·) ∈ A ([−r2, 0) # Rν) in (5.1), where H1 and H2 are given in (5.42)
and obtained by the relations∫ 0

−r1

(τ + r1) (ǵ(τ)⊗ Iν) ψ̇(τ)dτ = r1 (ǵ(0)⊗ Iν)ψ(0)− (N1 ⊗ Iν)

∫ 0

−r1

(
f́(τ)⊗ Iν

)
ψ(τ)dτ

= (H1 ⊗ Iν)η(t0)

(5.62)

∫ −r1

−r2

(τ + r2) (g̀(τ)⊗ Iν) ψ̇(τ)dτ = (r2 − r1) (g̀(−r1)⊗ Iν)ψ(−r1)

− (N2 ⊗ Iν)

∫ −r1

−r2

(
f̀(τ)⊗ Iν

)
ψ(τ)dτ = (H2 ⊗ Iν)η(t0)

(5.63)

via (5.34) and the properties of the Kronecker product in (2.1) and (2.2).
With (5.36), utilizing (5.58)–(5.61) to (5.44) with t = t0 and considering the initial conditions in (5.1) can

conclude that (5.19) is satisfied if (5.35) and (5.36) hold. This shows that feasible solutions of (5.35)–(5.37)
infers the existence of the functional in (5.44) satisfying (5.19)–(5.21). This finishes the proof. ■

Remark 5.10. By allowing m, q to be zero, Theorem 5.1 can cope with the problem of conducting stability
analysis without performance requirements. Moreover, if f́(·) and f̀(·) contain only Legendre polynomials,
then Theorem 5.1 with (5.13) generalizes the two delay channel version of the stability results in [188].
(Note that the method in [188] only deals with systems with a single delay channel)

Remark 5.11. If one wants to increase the values of d and δ in (5.44) to incorporate more functions in
the distributed delay terms in (5.45), then extra zeros need to be introduced to the coefficient matrices
A4, A5 and C4, C5 in (5.7) in order to make (5.44) consistent with (5.7). In conclusion, there are no upper
bound on the values of d and δ. Finally, (5.44) generalizes the LKF in [188] which only consider Legendre
polynomials for the integral terms in (5.45).

Remark 5.12. If the condition in (5.34) is not imposed on f́(·) and f̀(·) then dissipative conditions can
still be derived but the inequalities in (5.61) can no longer be considered. In that case, the constraints (5.36)
and (5.37) remain the same, and (5.35) is changed into

P +
(
On+2ν ⊕

[
F́d ⊗Q1

]
⊕
[
F̀δ⊗Q2

])
+Π⊤

(
G⊤

1 Φ́κ1
G1 ⊗ S1 +G⊤

2 Φ̀κ2
G2 ⊗ S2

)
Π ≻ 0. (5.64)

Remark 5.13. Note that the position of the error matrices Éd and Èδ in Ω̃ ≺ 0 in (5.37) may cause
numerical problem if the eigenvalues of Éd and Èδ are too small. To circumvent this potential issue, we can
apply congruence transformations to Ω̃ ≺ 0 which concludes that Ω̃ ≺ 0 holds if and only if

[∗]Ω̃
[
Im+q+n+5ν+ϱν ⊕

(
η1É

− 1
2

d ⊗ Iν

)
⊕
(
η2È

− 1
2

δ ⊗ Iν

)]
≺ 0 (5.65)

holds where η1; η2 ∈ R are given values. Note that the diagonal elements of the transformed matrix in
(5.65) are no longer associated with the error terms appear at off-diagonal elements, hence one can use the
inequality (5.65) instead of (5.37).
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Remark 5.14. The assumption of r2 > r1 > 0 in Theorem 5.1 indicates that there are no obvious redundant
matrix parameters in (5.44) since two genuine delay channels are considered therein and (5.45) and (5.18)
contain no zeros vectors. With r1 = 0 or r2 = r1, one only need to consider one delay channel thus the
corresponding (5.45), (5.18) and (5.44) can be simplified. Note that we do not present the corresponding
dissipativity and stability condition for r1 = 0 or r2 = r1 in this chapter since it can be easily derived based
on the proof of Theorem 5.1 with a simplified (5.44).

In the following corollary, we show that a hierarchy of the stability condition in Theorem 5.1 can be
established with respect to ϕ̀(·) and its dimension under certain conditions.

Corollary 5.3. Let all the functions and the parameters in (5.3)–(5.12) be given where ϕ̀(τ) := Colκ2
i=1 ϕ̀i(τ)

with {ϕ̀i(·)}κ2
i=1 ⊂ {ϕ̀i(·)}∞i=1 ⊂ C1([−r2,−r1] # R) satisfying

∃κ ∈ N, ∀κ2 ∈ {j ∈ N : j ≤ κ}, ∃!M4 ∈ Rκ2×δ,
d

dτ

κ2

Col
i=1

ϕ̀i(τ) = M4f̀(τ) (5.66)

∀κ2 ∈ N, Φ̀κ2
=

∫ −r1

−r2

κ2

Col
i=1

ϕ̀i(τ)
κ2

Row
i=1

ϕ̀i(τ)dτ =

κ2⊕
j=1

ϕ̀j , ϕ̀−1
j =

∫ −r1

−r2

ϕ̀2
j (τ)dτ. (5.67)

Now given ǵ(·), g̀(·) and N1, N2 in Theorem 5.1, we have

∀κ2 ∈ {j ∈ N : j ≤ κ}, Gκ2
⊆ Gκ2+1 (5.68)

where κ ∈ N is given and

Gκ2
:=
{
(r1, r2)

∣∣∣ r1 > 0, r2 > r1 & (5.35)–(5.37) hold & P ∈ Sl, Q1;Q2;R1;R2;S1;S2;U1;U2 ∈ Sν
}

with l := n+ 2ν + (d+ δ)ν.

Proof. Given r2 > r1 > 0 and all the parameters in (5.3)–(5.7) and (5.11), (5.12), let Col(r1, r2) ∈ Gκ2

with Gκ2
̸= ∅ which infers that there exist feasible solutions for (5.35)–(5.37). Consider the situation

when the dimensions and elements of f́(τ), f̀(τ), ϕ́(τ), ǵ(τ) and g̀(τ) are all fixed, and let P ∈ Sl and
Q1;Q2;R1;R2;S1;S2;U1;U2 ∈ Sν to be a given feasible solution for Pκ2 ≻ 0, (5.36) and Ω̃κ2 ≺ 0 at κ2.
Note that the matrix G2 and Φκ2

in (5.37) are indexed by the value of κ2. Given (5.36), We will show that
holds the corresponding feasible solutions of (5.35) and (5.37) at κ2 + 1 exist if feasible solutions of (5.35)
and (5.37) at κ2 exist, which proves (5.68).

The conditions in (5.67) indicate that ϕ̀i(·) are orthogonal functions with respect to the weight function
ϖ(τ) = 1 over [−r2,−r1], Assume κ2 + 1 ≤ κ and by the structure of G2 in (5.40) with (5.66) and (5.67),
we have

G⊤
2,κ2+1Φ̀κ2+1G2,κ2+1 = [∗]

[
Φ̀κ2 0κ2+1

∗ ϕ̀κ2+1

][
G2,κ2

g⊤
κ2+1

]
= G⊤

2,κ2
Φ̀κ2G2,κ2 + ϕ̀κ2+1gκ2+1g

⊤
κ2+1, (5.69)

where gκ2+1 ∈ R3+d+δ can be easily determined by the structure of G2 with (5.53) and (5.66), and G2,κ2+1

denotes the corresponding G2 at κ2 + 1. Note that here that no increase of the dimension indexes d, δ, p1
and p2 occurs. By (5.69) and considering the structure of the matrix inequalities in (5.35) and (5.37), we
have

Pκ2+1 = Pκ2 +Π⊤ (ϕ̀κ2+1gκ2+1g
⊤
κ2+1 ⊗ S2

)
Π

Ω̃κ2+1 = Ω̃κ2
+
(
Oq+2ν ⊕Π⊤ (ϕ̀κ2+1gκ2+1g

⊤
κ2+1 ⊗ U2

)
Π⊕ Oµν

)
.

(5.70)

Since ϕ̀κ2+1 > 0, gκ2+1g
⊤
κ2+1 ⪰ 0 and S2 ⪰ 0, U2 ⪰ 0 in (5.36), it is clearly to see that the feasible solutions

of Pκ2
≻ 0, Ω̃κ2

≻ 0 infer the existence of a feasible solution of Pκ2+1 ≻ 0, Ω̃κ2+1 ≻ 0 given the prerequisites
of Corollary 5.3. This finishes the proof. ■
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Remark 5.15. A hierarchical pattern of the LMIs in Theorem 5.1 can be also established for the situation
when ϕ́(·) contains orthogonal functions which satisfy appropriate constraints resembling (5.66) and (5.67).
Note that the corresponding hierarchy result can be derived without using congruence transformations,
since the dimensions of P in (5.35) and Ω̃ in (5.37) are not related to the dimensions of ϕ́(τ) ∈ Rκ1 .

On the other hand, a hierarchy of the stability condition in Theorem 5.1 can be also established with
respect to g̀(·) and its dimensions.

Corollary 5.4. Given the functions with the parameters in (5.3)–(5.12), let ǵ(·), g̀(·) and N1, N2 in
Theorem 5.1 be given where g̀(τ) = Colp2

i=1 g̀i(τ) with {g̀i(·)}p2

i=1 ⊂ {g̀i(·)}∞i=1 ⊂ C1([−r2,−r1] # R) satisfying

∃α ∈ N, ∀p2 ∈ {j ∈ N : j ≤ α}, ∃!N2 ∈ Rp2×δ, (r2 + τ)
d

dτ

p2

Col
i=1

g̀i(τ) = N2g̀(τ) (5.71)

∀p2 ∈ N, G̀p2
=

∫ −r1

−r2

p2

Col
i=1

g̀i(τ)
p2

Row
i=1

g̀i(τ)dτ =

p2⊕
j=1

g̀j , g̀−1
j =

∫ −r1

−r2

(τ + r2)g̀
2
j (τ)dτ. (5.72)

Then we have
∀p2 ∈ {j ∈ N : j ≤ α}, Hp2 ⊆ Hp2+1 (5.73)

where α ∈ N is given and

Hp2 :=
{
(r1, r2)

∣∣∣ r1 > 0, r2 > r1 & (5.35)–(5.37) hold & P ∈ Sl, Q1;Q2;R1;R2;S1;S2;U1;U2 ∈ Sν
}

with l := n+ 2ν + (d+ δ)ν.

Proof. The proof is similar to the proof of Corollary 5.3 apart from the fact that for Corollary 5.4 one only
needs to consider the increase of the value of p2 instead of κ2 in Corollary 5.3. Given r2 > r1 > 0 with all
the parameters in (5.3)–(5.7) and (5.11) and (5.12), let Col(r1, r2) ∈ Hp2

with Hp2
̸= ∅ which infers that

there exist feasible solutions for (5.35)–(5.37). Let the dimensions and elements of f́(τ), f̀(τ), ϕ́(τ), ϕ̀(τ)
and ǵ(τ) to be all fixed, and let P ∈ Sl and Q1;Q2;R1;R2;S1;S2;U1;U2 to be a given feasible solution for
Pp2 ≻ 0, (5.36) and Ω̃ ≺ 0 at p2. Note that the matrix H2 and Gp2 in (5.37) are indexed by the value of
κ2 whereas Ω̃ ≺ 0 is not related to ǵ(τ) and g̀(τ) or their dimensions p1, p2. Given (5.36), we will show
that the corresponding feasible solutions of (5.35) and (5.37) at p2 + 1 exist if feasible solutions of (5.35)
and (5.37) at p2 exist, which leads to (5.68).

The constraints in (5.72) show that g̀i(·) contains functions which are orthogonal with respect to the
weight function ϖ(τ) = (τ + r2) over [−r2,−r1]. Suppose p2 +1 ≤ α. Now by the structure of H2 in (5.42)
and (5.71) and (5.72), we have

H⊤
2,p2+1G̀p2+1H2,p2+1 = [∗]

[
G̀p2

0p2

∗ g̀p2+1

][
H2,p2

h⊤
p2+1

]
= H⊤

2,p2
G̀p2

H2,p2
+ g̀p2+1hp2+1h

⊤
p2+1 (5.74)

where hp2+1 ∈ R3+d+δ can be easily determined by the structure of H2 with (5.63) and (5.71), and H2,p2+1

denotes the corresponding H2 at p2+1. Note that here the values of the dimension indexes d, δ, κ1, κ2 and
p1 remain unchanged.

By (5.74) and considering the structure of P ≻ 0 in (5.35), it yields

Pp2+1 = Pp2 +Π⊤ (g̀p2+1hp2+1h
⊤
p2+1 ⊗ U2

)
Π. (5.75)

Since g̀p2+1 > 0, hp2+1h
⊤
p2+1 ⪰ 0 with U2 ⪰ 0 in (5.36), one can conclude that the feasible solutions of

Pp2 ≻ 0 infer the existence of the feasible solution of Pp2+1 ≻ 0 given the prerequisites in Corollary 5.4.
On the other hand, since the inequality in (5.37) is not related to g̀(τ), thus Ω̃ ≺ 0 remains unchanged at
p2 + 1. This finishes the proof. ■

Remark 5.16. Following the strategy in proving Corollary 5.4, a hierarchy of conditions in Theorem 5.1 can
be also established when ǵ(·) contains orthogonal functions satisfying appropriate constraints resembling
(5.66) and (5.67). Note that the dimensions of P in (5.35) and Ω̃ in (5.37) are not related to the dimensions
of ǵ(τ) ∈ Rp1 .

75



5.5 Numerical examples
In this section, numerical examples are presented to demonstrate the effectiveness of our proposed methods.
All examples were tested in Matlab environment using Yalmip [266] with SDPT3 [270] as the numerical
solver.

5.5.1 Stability analysis of a distributed delay system

Consider the following distributed delay system

ẋ(t) = 0.33x(t)− 5

∫ 0

−r

sin(cos(12τ))x(t+ τ)dτ

= 0.33x(t)−
[
5 0⊤

] ∫ 0

−r

[
φ1(τ)

f(τ)

]
x(t+ τ)dτ, t ≥ t0 (5.76)

with any t0 ∈ R, where φ1(τ) = sin(cos(12τ)). The corresponding state space matrices of (5.1) for (5.76)
and (5.7) are A1 = 0.33 and A3 = −

[
5 0⊤

]
and the rest of the state space matrices in (5.1) is zero with

m = q = 0.
Here we consider two cases for f(·). The first one is f(τ) = ℓd(τ) = Coldi=0 ℓi(τ) with

ℓd(τ) :=

d∑
k=0

(
d

k

)(
d+ k

k

)(τ
r

)k
(5.77)

containing Legendre polynomials with F−1
1 =

∫ 0

−r
ℓd(τ)ℓ

⊤
d (τ)dτ = r−1

⊕d
i=0 2i+1 and the corresponding M1

in (5.3) can be easily determined. The second one f(τ) = hd(τ) = Col
[
1, Col

d/2
i=1 sin 12iτ, Col

d/2
i=1 cos 12iτ

]
contains trigonometric functions which corresponds to M1 = 0 ⊕

[
Od/2

⊕d/2
i=1 12i

−
⊕d/2

i=1 12i Od/2

]
satisfying the first

relation in (5.3). Note that d in hd(τ) must be positive even numbers and the functions in hd(τ) are not
orthogonal over [−r, 0] thus the associated F for hd(τ) is not a diagonal matrix. Since 0.33 > 0, thus
the method in [271] cannot be applied. Furthermore, since φ1(τ) = sin(cos(12τ)) does not satisfy the
“differentiation closure” property as in (5.3), the method in [57] cannot handle (5.76).

Now apply the spectrum methods in [80] to (5.76) with M = 200. The resulting information of the
spectrum of (5.76) shows that the system is stable in the following intervals: [0.093, 0.169], [0.617, 0.692],
[1.14, 1.216], [1.664, 1.739], [2.188, 2.263] and [2.711, 2.787].

In this section we apply a single delay version of Theorem 5.1 to (5.76), which is derived via the LKF

v(x(t),ψ(·)) = η⊤(t)Pη(t) +

∫ 0

−r

y⊤(t+ τ)
[
Q+ (τ + r)R

]
y(t+ τ)dτ (5.78)

as a simplified version of (5.44), where P ∈ Sn+(d+1)ν , Q;R ∈ Sν and η(t) := Col
[
x(t),

∫ 0

−r
Fd(τ)y(t+ τ)dτ

]
with Fd(τ) = f(τ) ⊗ Iν . Furthermore, the corresponding ϑ(t) in (5.18) and (5.54) is defined as ϑ(t) :=

Col
[
x(t), y(t− r),

∫ 0

−r
Fd(τ)y(t+ τ)dτ

]
. Now apply the corresponding stability condition derived by (5.78)

with an one delay version congruence transformation (5.65) with η1 = 1 to (5.76) with f(τ) = ℓd(τ) and
f(τ) = hd(τ), respectively. The results concerning detectable delay margins are summarized in Table 5.1
and 5.2. Note that the values of N and d in these tables are presented when the margins of the stable delay
intervals can be determined by the numerical results produced by Theorem 1 or the method in [188]. Note
that also the results in Table 5.1 and 5.2 associated with [80, 81] are calculated with M = 200. Finally,
NoDVs in Table 5.1 and 5.2 stands for the number of decision variables.
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[80, 81] [0.093, 0.169] [0.617, 0.692] [1.14, 1.216]

Theorem 1 d = 3 (NoDVs: 17) d = 6 (NoDVs: 38) d = 10 (NoDVs: 80)
f(τ) ℓd(τ) hd(τ) hd(τ)

[188] N = 3 (NoDVs: 17) N = 11 (NoDVs: 93) N = 23 (NoDVs: 327)

Table 5.1: Testing of stable delay margins

[80] [1.664, 1.739] [2.188, 2.263] [2.711, 2.787]

Theorem 1 d = 10 (NoDVs: 80) d = 10 (NoDVs: 80) d = 10 (NoDVs: 80)
f(τ) hd(τ) hd(τ) hd(τ)

[188] − − −

Table 5.2: Testing of stable delay margins

Note that in Table 5.1 and 5.2 the results correspond to [188] are produced by our Theorem 1 via (5.78)
with f(τ) = ℓd(τ) and d = N which is essentially equivalent to the method in [188]. With N = 25, the
margins of the stable delay intervals [1.664, 1.739], [2.188, 2.263] and [2.711, 2.787] still cannot be detected
by polynomials approximation approach proposed in [188]. For N > 25, our experiments show that the
computational time becomes too long to accurately obtain the values of the approximation coefficient and
error term via the function vpaintegral in Matlab. On the other hand, the function integral in Matlab
is not an alternative option to calculate the approximation coefficient and error term in this case due to its
limited capacity of numerical accuracy. The results in Tables 5.1 and 5.2 can be explained by the fact that
φ1(τ) = sin(cos(12τ)), τ ∈ [a, b] is not “easy” to be approximated by polynomials when the length of [a, b]
become relatively large. Consequently, we have shown the advantage of our method over the one in [188]
when it comes to the stability analysis of (5.76).

5.5.2 Stability and dissipativity analysis with distributed delays

Consider a system of the form (5.1) with r1 = 2, r2 = 4.05 and the state space matrices

A1 =

[
0.01 0

0 −3

]
, A2 =

[
0 0.1

0.2 0

]
, A3 =

[
−0.1 0

0 −0.2

]
, A6 = I2, A7 = A8 = O2, D1 =

[
0.2

0.3

]

A4

([
φ1(τ)

f́(τ)

]
⊗ I2

)
=

3 sin(18τ) −0.3ecos(18τ)

0 3 sin(18τ)

 , A5

([
φ2(τ)

f̀(τ)

]
⊗ I2

)
=

−10 cos(18τ) 0

0.5esin(18τ) −10 cos(18τ)


C1 =

[
−0.1 0.2

0 0.1

]
, C2 =

[
−0.1 0

0 0.2

]
, C3 =

[
0 0.1

−0.1 0

]
, D2 =

[
0.12

0.1

]

C4

([
φ1(τ)

f́(τ)

]
⊗ Iν

)
= 0.1⊕ 0, C5

([
φ2(τ)

f̀(τ)

]
⊗ Iν

)
= 0.2⊕ 0.1, C6 =

[
0 0

0 0.1

]
, C7 =

[
0.2 0

0 0

]
(5.79)

with φ1(τ) = φ2(τ) =

[
esin(18τ)

ecos(18τ)

]
and n = m = 2, q = 1. We find out that the system with (5.79) is stable

by applying the Matlab toolbox of the spectral method in [81]. Moreover, the minimization of L2 gain γ is
applied as the performance criterion for the system, which corresponds to

γ > 0, J1 = −γI2, J̃ = I2, J2 = 02, J3 = γ (5.80)

in (5.22).
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Even one assumes the method in [185] can be extended to handle systems with multiple delay channels,
it still cannot be applied here given that A1 is not a Hurwitz matrix. In addition, since φ1(τ) = φ2(τ) does
not satisfy the “differentiation closure” property in (5.3), thus the problem of dissipativity and stability
analysis may not be solved by a simple extension of the corresponding conditions in [57] for a linear CDDS,
even a multiple distinct delays version of the method in [57] is derivable.

Let

f́(τ) = ϕ́(τ) =


1

Coldi=1 sin 18iτ

Coldi=1 cos 18iτ

 , f̀(τ) = ϕ̀(τ) =


1

Colδi=1 sin 18iτ

Colδi=1 cos 18iτ

 (5.81)

in (5.79) and (5.3), which correspond to

M1 = M3 = 0⊕

[
Od

⊕d
i=1 18i

−
⊕d

i=1 18i Od

]
, M2 = M4 = 0⊕

[
Oδ

⊕δ
i=1 18i

−
⊕δ

i=1 18i Oδ

]
(5.82)

in (5.3). Considering f́(·), f̀(·) in (5.81) and φ1(τ) = φ2(τ) =

[
esin(18τ)

ecos(18τ)

]
with (2.1) and (5.11), we obtain

A4 =

[
O2

0 −0.3
0 0

O2
3 0

0 3
O2×(4d−2)

]

A5 =

[
0 0 0 0

0.5 0 0 0
O2×2δ+2

−10 0

0 −10
O2×2δ−2

]
C4 =

[
O2×4 0.1⊕ 0 O2×4d

]
, C5 =

[
O2×4 0.2⊕ 0.1 O2×4δ

]
(5.83)

which corresponds to the distributed delay terms in (5.79).
Now apply the conditions (5.36),(5.37) and (5.65)4 with η1 = η2 = 1 and the system’s parameters in

(5.79)–(5.83) where Γ́d, Γ̀δ are in line with the structure in (5.13) and the matrices Γ́d, Γ̀δ, Éd, Èδ and F́d,
F̀δ are calculated computationally via the function vpaintegral in Matlab which can produce results with
high-numerical precisions. With d = δ = 1 a feasible result can be produced with min γ = 0.64655 which
requires 196 decision variables. With d = δ = 2, we obtain feasible solutions with min γ = 0.32346 requiring
376 variables. Finally, with d = δ = 10 our method can produce feasible solutions with min γ = 0.31265

with 4120 variables. It is worthy to mention that even with d = δ = 10 which is a relatively large value,
the duration of the calculations of Γ́d, Γ̀δ, Éd, Èδ and F́d, F̀δ by vpaintegral is still acceptable (about a
minute).

On the other hand, let f́(τ) = j0,0d (τ)0−r1 = Coldi=0 j
0,0
k (τ)0−r1 and f̀(τ) = j0,0d (τ)−r1

−r2 = Coldi=0 j
0,0
k (τ)−r1

−r2

which are Legendre polynomials associated with F́d = r−1
1 Dd and F̀δ = r−1

3 Dδ. (See (4.6) for the definition
of orthogonal polynomials) The characteristics of the functions in φ1(τ) = φ2(τ) indicate that they might
be very difficult to be approximated by polynomials. Indeed, let d = δ = 15 with the corresponding A4,A5

and C4,C5. In this case, Theorem 1 yields no feasible solutions.

4Note that here we do not apply (5.35) in Theorem 5.1, see Remark 5.12 for further details.
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Chapter 6

Dissipative Delay Range Analysis of
Coupled Differential-Difference Delay
Systems with Distributed Delays

6.1 Introduction
Functional differential equations [6] are able to characterize dynamical processes whose behavior is affected
by its past values, i.e. dynamical systems conditioned by delay effects. Analyzing the stability property of
such systems, however, is non-trivial due to its infinite dimensional nature. Two major directions, which are
based on either time [64] or frequency-domain [5], have been investigated to provide solutions to characterize
how delays affect the stability of systems.

For a linear delay system, the information of its stability can be obtained by analyzing its corresponding
spectrum. Many different approaches [64, 96] have been developed in frequency-domain, which can provide
almost a complete stability characterization when the delay systems possess certain structures. For more
complex delay structures such as distributed delays with general kernels, the numerical schemes in [80, 81, 86]
can produce reliable results verifying system’s stability with given point-wise delay values, which suffer
almost no conservatism if numerical complexities are ignored. Furthermore, the method in [123] allows one
to calculate the value of H∞ norm of a delay system with known point-wise delay values. However, to the
best of our knowledge, none of the existing spectral based approaches can handle the problem of delay range
stability analysis subject to performance objectives [215] for linear delay systems. Namely, to test whether
a delay system is stable and simultaneously dissipative with a supply function [173] for all r ∈ [r1, r2], where
the exact delay value r is unknown but bounded by r1 ≤ r ≤ r2 with known values r2 > r1 > 0.

On the other hand, constructing LKFs [64, 173] has been applied as a standard approach in time-
domain to analyze the stability of delay systems. Many different functionals (see [64, 172, 173] and the
references therein) have been proposed among existing literature [57, 182] to analyze the problem of point-
wise delay stability. Compared to its frequency-domain counterparts, time-domain approaches may be
more adaptable to handle the problem of range stability analysis with performance objectives, though only
sufficient conditions may be derived. In [304, 305], the results concerning the range stability of a linear
discrete delay system are presented based on the principle of quadratic separation. On the other hand,
a solution to the same problem has been proposed in [187, 287] based on constructing LKFs. However,
no results based on the LKF approach with respect to range stability analysis have been proposed when
distributed delays are concerned.1 On the other hand, almost all existing LKFs in the literature are based

1The methods proposed in [260] can handle polynomials distributed delay kernels. However, the approaches in [260] are
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on constant matrix parameters, which may be a very conservative approach when it comes to range stability
analysis. This motives one to propose new functionals to specifically tackle the problem of range stability
analysis with performance objectives or even further potential constraints.

In this chapter, we propose methodologies which allow one to conduct delay range dissipativity and
stability analysis for a linear CDDS [10]; [302, 306] where the delay value is unknown but bounded. The
linear CDDS model considered in this chapter contains distributed delay terms with polynomials kernels,
which is able to characterize many models of time-delay systems. A novel LKF with delay-dependent matrix
parameters is applied to be constructed together with a quadratic supply function to derive our dissipativity
and stability condition. The resulting sufficient conditions expressed in terms of sum-of-squares constraints
[307, 308] are the result of equivalently transferring some robust LMIs into SoS conditions via the relaxation
technique in [309] where the transformation itself does not introduce any potential conservatism theoretically.
Furthermore, the proposed scenario is extended to handle the problem of estimating the margins of a stable
delay interval under a given dissipative constraint. Finally, we also prove that a hierarchy of the feasibility
of our proposed dissipativity and stability condition can be established similar to the one in [187].

The chapter is organized as follows. In section 2 we formulate the linear CDDS model to be analyzed in
this chapter. Subsequently, theoretical preliminaries are presented in section 3 which provide the necessary
tools to derive the main results in the following section. In section 4, the main results on range stability
analysis under a dissipative constraint are presented, including remarks and detailed explanations. Finally,
we present several numerical examples in section 5 to demonstrate the advantage of our proposed schemes.

6.2 Problem formulation
In this chapter, the stability of the following linear coupled differential-difference system

ẋ(t) = A1x(t) +A2y(t− r) +

∫ 0

−r

A3(r)Ld(τ)y(t+ τ)dτ +D1w(t), t ≥ t0

y(t) = A4x(t) +A5y(t− r)

z(t) = C1x(t) + C2y(t− r) +

∫ 0

−r

C3(r)Ld(τ)y(t+ τ)dτ +D2w(t)

x(t0) = ξ, ∀θ ∈ [−r, 0], y(t0 + θ) = ϕ(θ)

(6.1)

with distributed delays is considered, where t0 ∈ R and ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν). Moreover,
x(t) ∈ Rn and y(t) ∈ Rν satisfy the equations in (6.1), w(·) ∈ L2 ([t0,∞) # Rq) represents disturbance,
z(t) ∈ Rm is the regulated output. Note that ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rn) are the initial conditions
for the system at t = t0. Ĉ(X # Rn) stands for the Banach space of bounded right piecewise continuous
functions with a uniform norm ∥f(·)∥∞ := supτ∈X ∥f(τ)∥2. The dimensions of the state space matrices in
(6.1) are determined by the indexes n; ν ∈ N and m; q ∈ N0 := N ∪ {0}. Moreover, Ld(τ) := ℓd(τ) ⊗ Iν

with ℓd(τ) ∈ Rd+1 contains polynomials at each row up to degree d ∈ N0. A3(r) ∈ Rn×ϱ and C3(r) ∈ Rm×ϱ

are functions of r which satisfies that rA3(r) ∈ Rn×ϱ and rC3(r) ∈ Rm×ϱ are polynomials matrices of r

with ϱ = (d + 1)ν. r is a constant but with unknown and bounded values as r ∈ [r1, r2], where the values
of r2 > r1 > 0 are known. Finally, it is assumed ρ(A5) < 1 which ensures the input to state stability
of y(t) = A4x(t) + A5y(t − r) [10] where ρ(A5) stands for the spectral radius of A5. Since ρ(A5) < 1 is
independent of r, thus this condition ensures the input to state stability of y(t) = A4x(t) + A5y(t− r) for
all r > 0.

Remark 6.1. Many delay related systems can be modeled by (6.1). See [10, 57] and the references therein.
In comparison with the CDDS model in [10], (6.1) takes disturbances into account and contains distributed

derived not based on LKFs, but the principle of robust control (Quadratic Separation).
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delay terms with polynomials kernels at both the state and output. In terms of real-time applications, the
structures of A3(r) and C3(r) can be justified by the fact that the distributed delay gain matrices can be
related to the numerical values of r.2

6.3 Mathematical preliminaries
We present in this section some important mathematical preliminaries for the derivation of the stability
condition in the later section. This includes an integral inequality and the foundation of matrix polynomials
optimization [307–309]. Without losing generalities, we assume in this chapter that ℓd(τ) = Coldi=0 ℓi(r, τ)

in (6.1) consists of Legendre polynomials [186–188, 262]

ℓd(r, τ) :=

d∑
k=0

(
d

k

)(
d+ k

k

)(τ
r

)k
=

d∑
k=0

(
d

k

)(
d+ k

k

)
τkr−k, ∀d ∈ N0, ∀τ ∈ [−r, 0], (6.2)

with
∫ 0

−r
ℓd(τ)ℓ

⊤
d (τ)dτ =

⊕d
k=0

r
(2k+1) . Note that the form of (6.2) is derived from the structure of Jacobi

polynomials (4.6) with α = β = 0 and a = −r, b = 0.
Some properties of Legendre polynomials are summarized as follows.

Property 6.1. Given d ∈ N0 and md(τ) := Coldi=0 τ
i, then the following three properties hold for all r > 0.

• ∃!Ld(·) ∈
(
R(d+1)×(d+1)

[d+1]

)R+

,∃!Λd ∈ R(d+1)×(d+1)
[d+1] : ∀τ ∈ R, ℓd(τ) = Ld(r)md(τ) = Λd

(
d⊕

i=0

ri

)−1

md(τ) (6.3)

• L−1
d (r) =

(
d⊕

i=0

ri

)
Λ−1
d (6.4)

• ∃!Ĺd ∈ R(d+1)×(d+1), ∀τ ∈ R,
dℓd(τ)

dτ
= r−1Ĺdℓd(τ) (6.5)

where Rn×n
[n] := {X ∈ Rn×n : rank(X) = n}. and ∃! stands for the symbol of unique existential quantification.

Proof. Since ℓd(τ) contains polynomials with
∫ 0

−r
ℓd(τ)ℓ

⊤
d (τ)dτ =

⊕d
k=0

r
(2k+1) which is of full rank, thus

(6.3) can be easily derived based on the form of (6.2) together with property of positive definite matrices.
By (6.3) and r > 0, (6.4) can be obtained. Finally, by (6.3), we have dℓd(τ)

dτ = Λd

(⊕d
i=0 r

i
)−1

dmd(τ)
dτ . Now

it is obvious that, dmd(τ)
dτ =

[
0⊤
d 0⊕d

i=1i 0d

]
md(τ) for all d ∈ N0 if we define 00 and

⊕0
i=1 i to be 0 × 1 and

0× 0 empty matrices, respectively. Using this relation with (6.3) and (6.4) we can obtain that

dℓd(τ)

dτ
= Λd

(
d⊕

i=0

ri

)−1

dmd(τ)

dτ
= Λd

(
d⊕

i=0

ri

)−1 [
0⊤
d 0⊕d
i=1 i 0d

]
md(τ)

= Λd

(
d⊕

i=0

ri

)−1 [
0⊤
d 0⊕d

i=1i 0d

](
d⊕

i=0

ri

)
Λ−1
d ℓd(τ) (6.6)

Note that based on the final term in (6.6), (6.6) can be rewritten into

dℓd(τ)

dτ
= Λd

[
1 0⊤

d

0d

⊕d
i=1 r

−i

][
0⊤
d 0⊕d

i=1 i 0d

]⊕d−1
i=0 ri 0d

0⊤
d rd

Λ−1
d ℓd(τ)

= Λd

 0⊤
d 0

r−1
(⊕d

i=1 i
)

0d

Λ−1
d ℓd(τ) (6.7)

which gives (6.5). ■
2See a representative example by Example 2 in [182].
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Remark 6.2. Consider distributed delay terms with standard polynomials kernels such as Rn×ν ∋ Â(τ) =

AMd(τ) = A (md(τ)⊗ Iν) and Rm×ν ∋ Ĉ(τ) = CMd(τ) = C (md(τ)⊗ Iν), where md(τ) := Coldi=0 τ
i

and the matrices A ∈ Rn×ϱ, C ∈ Rm×ϱ can be easily determined by the structure of Md(τ). By the
definition of ℓd(τ) in (6.2) with (6.3) and (6.4), we have AMd(τ) = A

(
L−1
d (r)⊗ Iν

)
Ld(τ) and CMd(τ) =

C
(
L−1
d (r)⊗ Iν

)
Ld(τ), where A

(
L−1
d (r)⊗ Iν

)
and C

(
L−1
d (r)⊗ Iν

)
are polynomials matrices with respect

to r corresponding to A3(r) and C3(r) in (6.1). This demonstrates that the choice of Legendre polynomials
ℓd(τ) in (6.2) together with polynomial matrices A3(r) and C3(r) in (6.1) can handle distributed delay
terms with polynomials kernels.

The following inequality has been first derived in [186, 187] with different notations.

Lemma 6.1. Given U(r) ∈ Sn⪰0 for all r > 0, then the inequality∫ 0

−r

x⊤(τ)Ux(τ)dτ ≥ [∗]
(
r−1Dd ⊗ U(r)

) [∫ 0

−r

(ℓd(τ)⊗ In)x(τ)dτ

]
(6.8)

holds for all x(·) ∈ L2([−r, 0] # Rn) and for all r > 0, where ℓd(τ) has been defined in (6.2) and Dd :=⊕d
i=0 2i+ 1.

Proof. Given U(r) ∈ Sn⪰0 for all r > 0. Let K = [−r, 0] and f(τ) = ℓd(τ) in Lemma 2.16, then it gives
the form of the inequality (6.8) with a known r since

∫ 0

−r
ℓd(τ)ℓ

⊤
d (τ)dτ = rD−1

d . Note that the result is
naturally valid for all r > 0 which gives this lemma. ■

Remark 6.3. Note that since x(·) ∈ L2([−r, 0] # Rn) in (6.8) with the fact that all functions in ℓd(τ) are
bounded, therefore all the integrals in (6.8) are well defined.

In the following definition, we define the space of univariate polynomials matrices. For the expression of
multivariate polynomials matrices, see [307].

Definition 6.1. The space containing polynomials matrices between Rn to Rp×q is defined as

Rp×q [R] :=

F (·) ∈ (Rp×q)R

∣∣∣∣∣∣
F (x) =

∑p
i=0 Qix

p & p ∈ N0

& Qi ∈ Rp×q

 . (6.9)

Furthermore, the degree of a polynomial matrix is defined as

deg

(
p∑

i=0

Qix
p

)
= max

i=0···p

([
1Rp×q\{Op×q}(Qi)

]
i
)

(6.10)

where 1X (·) is the standard indicator function. This also allows us to define

Rp×q [R]d :=
{
F (·) ∈ Rp×q [R] : deg (F (·)) = d

}
, with d ∈ N0 (6.11)

which contains polynomials with degree d.

The following definition gives the space of univariate sum-of-squares polynomials matrix. For the defi-
nition of the structure of multivariate sum-of-squares polynomials matrix, see [309] for details.

Definition 6.2. A polynomial in Sm[R] is classified as a sum-of-squares polynomial if and only if it belongs
to the space

ΣΣ
(
R # Sm⪰0

)
:=

F (·) ∈ Sm [R]

∣∣∣∣∣∣
F (x) = Φ(x)⊤Φ(x)

∃Φ(·) ∈ Rp×m [R] & p ∈ N

 . (6.12)

We also define ΣΣd

(
R # Sm⪰0

)
:=
{
F (·) ∈ ΣΣ

(
R # Sm⪰0

)
: deg (F (·)) = 2d

}
with d ∈ N0. Finally, it is obvious to

see that ΣΣ0

(
R # Sm⪰0

)
= Sm⪰0.
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The following lemma allows one to solve SoS constraints numerically via semidefinite programmings.
Unlike the original Lemma 1 in [309], we only need to consider the univariate case.

Lemma 6.2. P (·) ∈ ΣΣ
(
R # Sm⪰0

)
if and only if there exists Q ∈ S(d+1)m

⪰0 such that

∀x ∈ R, P (x) = (m(x)⊗ Im)⊤Q(m(x)⊗ Im), (6.13)

where m(x) := Coldi=0 x
i with d ∈ N0.

Proof. Let u(·) = Coldi=0 x
i with d ∈ N0 in the Lemma 1 of [309], then Lemma 6.2 with m(x) := Coldi=0 x

i

is obtained. ■

Remark 6.4. When it comes to real-time calculations, one can only obtain a numerical result Q ≻ 0

instead of Q ⪰ 0. Consequently, the membership certificate produced by numerical calculations in reality
is P (·) ∈ ΣΣ(R # Sm≻0) ⊂ ΣΣ

(
R # Sm⪰0

)
.

6.4 Main results of dissipativity and stability analysis
In this section, the main results on range dissipativity and stability analysis are presented. The section
is divided into five subsections and we first present the criteria for determining range delay stability and
dissipativity for (6.1).

6.4.1 Criteria for range delay stability and dissipativity

The following range stability criteria for (6.1) can be obtained by modifying the Theorem 3 of [10].

Lemma 6.3. Given r2 > r1 > 0, the origin of the system (6.1) with w(t) ≡ 0q is globally uniformly
asymptotically (exponentially) stable for all r ∈ [r1, r2], if there exist ϵ1; ϵ2; ϵ3 > 0 and a differentiable
functional v : R+ × Rn × Ĉ([−r, 0) # Rν)→ R≥0 such that ∀r ∈ [r1, r2], v(r,0n,0ν) = 0 and

ϵ1 ∥ξ∥22 ≤ v(r, ξ,ϕ(·)) ≤ ϵ2 (∥ξ∥2 ∨ ∥ϕ(·)∥∞)
2 (6.14)

d+

dt
v(r,x(t),yt(·))

∣∣∣∣
t=t0,x(t0)=ξ,yt0

(·)=ϕ(·)
≤ −ϵ3 ∥ξ∥22 (6.15)

hold for all r ∈ [r1, r2] and for any ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν) in (6.1), where t0 ∈ R and d+

dx f(x) =

limsupη↓0
f(x+η)−f(x)

η . Furthermore, yt(·) in (6.15) is defined by ∀t ≥ t0, ∀θ ∈ [−r, 0), yt(θ) = y(t + θ)

where y(t) here and x(t) in (6.15) satisfying (6.1) with w(t) ≡ 0q.

Proof. The Theorem 3 of [10] is for a given r > 0 where r is a variable of the system equation. However, it
can be easily extended point-wisely by treating r in the system as an uncertain parameter belonging to an
interval [r1, r2] with r2 > r1 > 0. Moreover, the functions V (·),u(·),v(·) and w(·) in the Theorem 3 of [10]
should be parameterized by r in this case. Thus a corresponding range stability criteria can be obtained
which can be applied to (6.1) with w(t) ≡ 0q. Following the aforementioned steps and letting the functions
u(r, ·), v(r, ·), w(r, ·) to be the quadratic functions ϵix

2, i = 1, 2, 3, Lemma 6.3 can be obtained accordingly
given the fact that (6.1) is a special case of the general system considered in Theorem 3 of [10]. ■

Definition 6.3 (Dissipativity). Given r2 > r1 > 0, the system in (6.1) with a supply rate function
s(z(t),w(t)) is said to be dissipative for all r ∈ [r1, r2], if there exists a differentiable functional v : R+ ×
Rn × Ĉ([−r, 0) # Rν)→ R such that

∀r ∈ [r1, r2], ∀t ≥ t0 : v̇(r,x(t),yt(·))− s(z(t),w(t)) ≤ 0 (6.16)

with t0 ∈ R, where yt(·) is defined by the equality ∀t ≥ t0, ∀θ ∈ [−r, 0), yt(θ) = y(t + θ), and x(t), y(t)
and z(t) satisfy the equalities in (6.1) with w(·) ∈ L̂2 ([t0,∞) # Rq).
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To incorporate dissipitivity into the analysis of (6.1), a quadratic supply function

s(z(t),w(t)) =

[
z(t)

w(t)

]⊤
J

[
z(t)

w(t)

]
with J =

[
J̃⊤J−1

1 J̃ J2

∗ J3

]
∈ S(m+q), J̃⊤J−1

1 J̃ ⪯ 0, J−1
1 ≺ 0 (6.17)

is applied in this chapter. For specific optimization objectives included by (6.17) such as L2 gain performance
J1 = −γIm, J̃ = Im, J2 = Om×q, J3 = γIq where γ > 0 is the value to be minimized, see more details in
[215].

6.4.2 Conditions for range dissipativity and stability analysis

In this subsection, the main results on dissipativity and stability analysis are derived in the following theorem
where the optimization constraints can be solved via the method of sum-of-squares programming.

Theorem 6.1. Given λ1;λ2;λ3 ∈ N0 and ℓd(τ) consisting of the Legendre polynomials in (6.2) with d ∈ N0,
the system (6.1) with the supply rate function (6.17) is dissipative for all r ∈ [r1, r2], and the origin of (6.1)
with w(t) ≡ 0q is globally uniformly asymptotically stable for all r ∈ [r1, r2], if there exist matrix polynomials

P (·) ∈ Sn+ϱ [R]λ1
, S(·) ∈ Sν [R]λ2 U(·) ∈ Sν [R]λ3 , P̂ (·) ∈ Sn+ϱ [R] Ŝ(·); Û(·) ∈ Sν [R]

and δi ∈ N0, i = 1 · · · 8 with δ7 ̸= 0 such that

P (·) +
[
On ⊕ (Dd ⊗ S(·))

]
+ g(·)P̂ (·) ∈ ΣΣδ1

(
R # Sn+ϱ

≻0

)
P̂ (·) ∈ ΣΣδ2

(
R # Sn+ϱ

⪰0

)
(6.18)

S(·) + g(·)Ŝ(·) ∈ ΣΣδ3

(
R # Sn⪰0

)
, Ŝ(·) ∈ ΣΣδ4

(
R # Sn⪰0

)
(6.19)

U(·) + g(·)Û(·) ∈ ΣΣδ5

(
R # Sn⪰0

)
, Û(·) ∈ ΣΣδ6

(
R # Sn⪰0

)
(6.20)

−

[
J1 J̃Σ(·)
∗ Φd(·)

]
+ g(·)Ψ(·) ∈ ΣΣδ7

(
R # Sm+q+2n+ϱ

≻0

)
, Ψ(·) ∈ ΣΣδ8

(
R # Sm+q+2n+ϱ

⪰0

)
(6.21)

where ϱ = (d+ 1)ν and g(r) = (r − r1)(r − r2) and

Φd(r) := Sy



Oq×n Oq×ϱ

In On×ϱ

On On×ϱ

Oϱ×n rIϱ

P (r)

 D1 A1 A2 rA3(r)

Oϱ×q Ld(0)A4 Ld(0)A5 − Ld(−r) −L̂d




+Γ⊤(rS(r) + rU(r)) Γ−
[
J3 ⊕ On ⊕ rS(r)⊕ (rDd ⊗ U(r))

]
− Sy

([
Σ⊤J2 O(n+ν+ϱ+q)×(n+ν+ϱ)

])
, (6.22)

with
Γ :=

[
Oν×q A4 A5 Oν×ϱ

]
, Σ(r) :=

[
D2 C1 C2 rC3(r)

]
. (6.23)

and L̂d := Ĺd ⊗ Iν in which Ĺd is given in (6.5).

Proof. The proof of this Theorem is based on the construction of the parameterized functional

v(r,x(t),yt(·)) :=

[
x(t)∫ 0

−r
Ld(τ)y(t+ τ)dτ

]⊤
P (r)

[
x(t)∫ 0

−r
Ld(τ)y(t+ τ)dτ

]

+

∫ 0

−r

y⊤(t+ τ)
[
rS(r) + (τ + r)U(r)

]
y(t+ τ)dτ, (6.24)

where yt(·) follows the definition in (6.16) and the functional satisfies v(r,0n,0ν) = 0 for all r ∈ [r1, r2] with
given r2 > r1 > 0. Furthermore, Ld(τ) in (6.24) is defined as Ld(τ) = ℓd(τ) ⊗ Iν with ℓd(τ) in (6.2), and
the matrix parameters in (6.24) are P (·) ∈ Sn+ϱ [R]λ1

, S(·) ∈ Sν [R]λ2 and U(·) ∈ Sν [R]λ3 with the degree
indexes λ1;λ2;λ3 ∈ N0.3

3Note that Sν [R]0 = Sν
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First of all, we will demonstrate that the feasible solutions of (6.20)–(6.21) infer the existence of (6.24)
satisfying (6.16) and (6.15). Differentiating v(r,x(t),yt(·)) along the trajectory of (6.1) and considering
the relation∫ 0

−r

Ld(τ)ẏ(t+ τ)dτ = Ld(0)y(t)− Ld(−r)y(t− r)− L̂d
1

r

∫ 0

−r

Ld(τ)y(t+ τ)dτ

= Ld(0)A4x(t) + (Ld(0)A5 − Ld(−r))y(t− r)− L̂d
1

r

∫ 0

−r

Ld(τ)y(t+ τ)dτ (6.25)

produces

∀t ≥ t0, v̇(r,x(t),yt(·))− s(z(t),w(t))

= χ⊤
d (t)Sy



Oq×n Oq×ϱ

In On×ϱ

Oν×n Oν×ϱ

Oϱ×n rIϱ

P (r)

 D1 A1 A2 rA3(r)

Oϱ×q Ld(0)A4 Ld(0)A5 − Ld(−r) −L̂d


χd(t)

+ χ⊤
d (t)

[
Γ⊤(rS(r) + rU(r)) Γ−

(
J3 ⊕ On ⊕ rS(r)⊕ Oϱ

)]
χd(t)

− χ⊤
d (t)

(
Σ⊤(r)J̃⊤J−1

1 J̃Σ(r) + Sy
([

Σ⊤(r)J2 O(n+ν+ϱ+q)×(n+ν+ϱ)

]) ]
χd(t),

−
∫ 0

−r

y⊤(t+ τ)U(r)y(t+ τ)dτ,

(6.26)

where
χd(t) := Col

(
w(t), x(t), y(t− r),

1

r

∫ 0

−r

Ld(τ)y(t+ τ)dτ

)
(6.27)

and Γ, Σ(r) have been defined in (6.23), and L̂d := Ĺd ⊗ Iν in (6.25) can be obtained by (6.5) with (2.1).
Assume U(r) ⪰ 0, ∀r ∈ [r1, r2]. Considering the fact that yt(·) ∈ Ĉ([−r, 0) # Rν) ⊂ L2([−r, 0) # Rν), now
apply (6.8) to the integral

∫ 0

−r
y⊤(t+ τ)U(r)y(t+ τ)dτ in (6.26). It produces

∀r ∈ [r1, r2],

∫ 0

−r

y⊤(t+ τ)U(r)y(t+ τ)dτ ≥ [∗] (rDd ⊗ U(r))

[∫ 0

−r

r−1Ld(τ)y(t+ τ)dτ

]
(6.28)

with Dd =
⊕d

i=0 2i+ 1. Moreover, applying (6.28) to (6.26) yields

∀r ∈ [r1, r2], ∀t ≥ t0, v̇(r,x(t),yt(·))− s(z(t),w(t)) ≤ χ⊤
d (t)

(
Φd(r)− Σ⊤(r)J̃⊤J−1

1 J̃Σ(r)
)
χd(t) (6.29)

where Φd(r) and χd(t) have been defined in (6.22) and (6.27), respectively. Based on the structure of (6.29),
it is easy to see that if

∀r ∈ [r1, r2] : Φd(r)− Σ⊤(r)J̃⊤J−1
1 J̃Σ(r) ≺ 0, U(r) ⪰ 0 (6.30)

is satisfied then the dissipative inequality in (6.16) : v̇(r,x(t),yt(·)) − s(z(t),w(t)) ≤ 0 holds ∀r ∈ [r1, r2]

and ∀t ≥ t0.
Furthermore, by considering the fact that J−1

1 ≺ 0 and the structure of Φd(r)−Σ⊤(r)J̃⊤J−1
1 J̃Σ(r) ≺ 0,

∀r ∈ [r1, r2] with the properties of negative definite matrices, it is obvious that given (6.30) holds then
there exists (6.24) and ϵ3 > 0 satisfying ∀r ∈ [r1, r2], ∀t ≥ t0, v̇(r,x(t),yt(·)) ≤ −ϵ3 ∥x(t)∥22 along with the
trajectory of (6.1) with w(t) ≡ 0q. Now consider the case of t = t0 for the previous inequality with the
initial conditions in (6.1), it shows that the feasible solutions of (6.30) infer the existence of ϵ3 and (6.24)
satisfying (6.15). On the other hand, given J−1

1 ≺ 0, applying the Schur complement to (6.30) enables one
to conclude that (6.30) holds if and only if

∀r ∈ G : Θd(r) =

[
J1 J̃Σ(r)

∗ Φd(r)

]
≺ 0, U(r) ⪰ 0 (6.31)
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with G :=
{
ρ ∈ R : g(ρ) := (ρ− r1)(ρ− r2) ≤ 0

}
= [r1, r2]. Now apply the matrix sum-of-squares relaxation

technique proposed in [309] to (6.31), given the fact that g(·) naturally satisfies the qualification constraint
in the Theorem 1 of [309]. Then we can conclude that (6.31) holds if and only if4 (6.20) and (6.21) hold for
some δi, i = 5 · · · 8. This shows that the feasible solutions of (6.20)–(6.21) infer the existence of ϵ3 > 0 and
(6.24) satisfying (6.16) and (6.15).

Now we will start to prove that (6.18)–(6.20) infer that (6.24) satisfies (6.14) with ϵ1 > 0 and ϵ2 > 0.
Given the structure of (6.24) and consider the situation of t = t0 with the initial conditions in (6.1), it
follows that there exists λ > 0 such that for all r ∈ [r1, r2]

v(r, ξ,ϕ(·)) ≤

[
ξ∫ 0

−r
Ld(τ)ϕ(τ)dτ

]⊤
λ

[
ξ∫ 0

−r
Ld(τ)ϕ(τ)dτ

]
+

∫ 0

−r

ϕ⊤(τ)λϕ(τ)dτ

≤ λ ∥ξ∥22 +
∫ 0

−r

ϕ⊤(τ)L⊤
d (τ)dτλ

∫ 0

−r

Ld(τ)ϕ(·)dτ + λr ∥ϕ(τ)∥2∞ ≤ λ ∥ξ∥22 + λr ∥ϕ(·)∥2∞

+ [∗] (λDd ⊗ In)

∫ 0

−r

Ld(τ)ϕ(τ)dτ ≤ λ ∥ξ∥22 + λr ∥ϕ(·)∥2∞ + r

∫ 0

−r

ϕ⊤(τ)λϕ(τ)dτ

≤ λ ∥ξ∥22 +
(
λr + λr2

)
∥ϕ(·)∥2∞ ≤

(
λ+ λr2

)
∥ξ∥22 +

(
λr + λr2

)
∥ϕ(·)∥2∞

≤ 2
(
λr + λr2

)
(∥ξ∥2 ∨ ∥ϕ(·)∥∞)

2 ≤ 2
(
λr2 + λr22

)
(∥ξ∥2 ∨ ∥ϕ(·)∥∞)

2 (6.32)

holds for any ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) #Rν) in (6.1). Consequently, it shows that there exist ϵ2 > 0 such
that (6.24) satisfies the upper bound property in (6.14).

Now assume S(r) ⪰ 0,∀r ∈ [r1, r2]. Then applying (6.8) to the integral
∫ 0

−r
y⊤(t+ τ)S(r)y(t+ τ)dτ in

(6.24) at t = t0 yields

∀r ∈ [r1, r2], r

∫ 0

−r

ϕ⊤(τ)S(r)ϕ(τ)dτ ≥
∫ 0

−r

ϕ⊤(τ)L⊤
d (τ)dτ (Dd ⊗ S(r))

∫ 0

−r

Ld(τ)ϕ(τ)dτ, (6.33)

with Dd =
⊕d

i=0 2i+ 1. Applying (6.33) to (6.24) at t = t0 produces that for all r ∈ [r1, r2]

v(r, ξ,ϕ(·)) ≥

[
ξ∫ 0

−r
Ld(τ)ϕ(τ)dτ

]⊤ (
P (r) +

[
On ⊕ (Dd ⊗ S(r))

])[ ξ∫ 0

−r
Ld(τ)ϕ(τ)dτ

]

+

∫ 0

−r

(τ + r)ϕ⊤(τ)U(r)ϕ(τ)dτ. (6.34)

holds for any ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν) in (6.1). Considering the structure of (6.34), it is obvious
to see that if

∀r ∈ G : Πd(r) := P (r) +
[
On ⊕ (Dd ⊗ S(r))

]
≻ 0, S(r) ⪰ 0, U(r) ⪰ 0 (6.35)

is satisfied, then there exists ϵ1 > 0 such that for all r ∈ [r1, r2] we have ϵ1 ∥ξ∥2 ≤ v(r, ξ,ϕ(·)) for any
ξ ∈ Rn and ϕ(·) ∈ Ĉ([−r, 0) # Rν) in (6.1), where G :=

{
ρ ∈ R : g(ρ) := (ρ − r1)(ρ − r2) ≤ 0

}
= [r1, r2].

Now apply the matrix relaxation technique in [309] to the conditions in (6.35). Then one can conclude that
(6.35) holds if and only if (6.18)–(6.20) hold for some δi, i = 1 · · · 6. Considering the upper bound result
which has been derived in (6.32), one can see the feasible solutions of (6.18)–(6.20) infer the existence of
(6.24) and ϵ1; ϵ2 > 0 satisfying (6.14).

In conclusion, we have demonstrated that the feasible solutions of (6.18)–(6.21) infer the existence of
ϵ1; ϵ2; ϵ3 > 0 and (6.24) satisfying(6.14)–(6.16). This finishes the proof. ■

Remark 6.5. Note that the structure of (6.24) is inspired by the complete LKF proposed in [10]. Because
all the matrix parameters in (6.24) are related to r polynomially, thus it might be anticipated that less con-
servative results, when range delay stability analysis is concerned, can be produced by (6.24) in comparison
to constructing an LKF with only constant matrix parameters.

4See the results related to the equations (1) and (6) in [309]
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Remark 6.6. All SoS constraints in Theorem 6.1 can be solved numerically via the relation in (6.13). The
dimension of the corresponding certificate variable Q in (6.13) is determined by the values of δi, i = 1 · · · 8
with λ1, λ2 and λ3 in (6.24).

Remark 6.7. One may use different forms of g(r) to characterize the set G = [r1, r2] = {r ∈ R : g(r) ≤ 0}
as long as g(r) ≤ 0 can equivalently characterize the interval [r1, r2] and satisfy the qualification constraints
in [309]. This also infers that a valid g(r) with different form does not bring changes to the feasibility of the
corresponding SoS constraints since they ultimately are equivalent to (6.31) and (6.35). Nevertheless, the
form g(r) = (r − r1)(r − r2) might be the best option to solve (6.31) and (6.35) considering its low degree,
which alleviates the computational burden to solve (6.18)–(6.21).

Remark 6.8. Point-wise delay stability analysis at r = r0 > 0 can be tested by solving

S ⪰ 0, U ⪰ 0, Π ≻ 0, Θd(r0) ≺ 0 (6.36)

in which the value of r0 is given with λ1 = λ2 = λ3 = 0 in (6.24). Since r0 here is of fixed values, there is
no need to consider non-constant polynomials matrix variables for (6.24). We emphasize that every time
when (6.36) is referenced in this chapter, it assumes that λ1 = λ2 = λ3 = 0 in (6.24).

6.4.3 Reducing the computational burden of Theorem 1 for certain cases

The SoS constraints in (6.18)–(6.21) can be applied to handle any form of (6.1) with given values of λ1, λ2,
λ3 in (6.24), supported by proper choices of δi, i = 1 · · · 8. However, if any inequality in (6.31) or (6.35)
is affine with respect to r, then it can be solved equivalently via the property of convex hull to reduce
numerical complexities compared to solving the equivalent SoS constraints in (6.18)–(6.21). Nevertheless,
this can only happen to very special cases as what will be summarized as follows.

Case 1. Let λ1 = λ2 = λ3 = 0 in (6.24) and rA3(r) to be a constant matrix and rC3(r) to be affine in r,
then the corresponding Θd(r) ≺ 0 in (6.37) is affine in r and (6.18)–(6.20) become standard LMIs

S ⪰ 0, U ⪰ 0, Π ≻ 0, (6.37)

with δi = 0, i = 1 · · · 6 and P̂ (r) = Oν+ϱ, Ŝ(r) = Û(r) = Oν , where (6.37) can be obtained directly from
(6.35) with λ1 = λ2 = λ3 = 0 also. Since Θd(r) ≺ 0 in (6.37) is affine in r, hence ∀r ∈ [r1, r2], Θd(r) ≺ 0

can be solved by the property of convex hull instead of using (6.21). Meanwhile, ∀r ∈ [r1, r2], Θd(r) ≺ 0

here can still be solved via the SoS condition (6.21), with the degrees δ7 = 1 and δ8 = 0 for example.
However, since using SoS does not add any extra feasibility, it is preferable in this case to solve ∀r ∈ [r1, r2],
Θd(r) ≺ 0 by the property of convex hull instead of SoS to reduce the number of decision variables.

Case 2. If any inequality in (6.35) is affine (convex)5 with respect to r, then it can be solved directly via
the property of convex hull. Meanwhile, if unstructured matrix variables are considered in (6.24) without
predefined sparsities, the only possibility for Θd(r) ≺ 0 in (6.31) to be an affine (convex) matrix inequality
in r is the situation when λ1 = λ2 = λ3 = 0 in (6.24) with rA3(r) being a constant6 and rC3(r) being affine
in r, based on the structure of Θd(r) ≺ 0. Therefore, the property of convex hull cannot be applied to solve
the corresponding ∀r ∈ [r1, r2], Θd(r) ≺ 0 if rA3(r) is non-constant and rC3(r) is not affine in r.

We have demonstrated that for certain situations, one can solve the parameter dependent LMIs in (6.35)
and (6.31) via the property of convex hull with less number of decision variables compared to solving the

5This may include the situation such as S(r) = S1 + r4S2. However, the handling of ∀r ∈ [r1, r2], S(r) ≻ 0 is identical to
an affine example. In addition, the variable structure such as S(r) = r3S1 will not be considered in this chapter, since always
it can be equivalently transferred into a constant parameter.

6See also in Remark 5 of [287] for a relevant discussion of range stability without considering output and disturbance
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equivalent SoS constraints in (6.18)–(6.21). However, based on the discussion we have made in Case 1 and
Case 2, the SoS constraint in (6.21) does need to be solved with our proposed method if rA3(r) is non-
constant and rC3(r) is not affine in r, which is still true even if (6.24) is parameterized only via constant
matrix parameters (λ1 = λ2 = λ3 = 0).

6.4.4 Estimating delay margins subject to prescribed performance objectives

Given an initial r0 together with a supply function (6.17) (assume no decision variables in (6.17)) which
renders (6.36) to be feasible, we are interested in the following problem.

Problem 1. Finding the minimum r̀ or maximum ŕ which render (6.1) to be stable and dissipative with
(6.17) over [r̀, r0] or [r0, ŕ], where the matrices in (6.17) contain no decision variables.

The control interpretation of this problem is straightforward: Given a specific performance objective, we
want to obtain the largest stable delay interval of a delay system over which the system can always satisfy
the given performance objective.

Problem 1 can be solved by the following optimization programs

min ρ subject to (6.18)− (6.21) with g(r) = (r − ρ)(r − r0) (6.38)

or
max ρ subject to (6.18)− (6.21) with g(r) = (r − r0)(r − ρ), (6.39)

with given λ1, λ2, λ3 and δi, i = 1 · · · 8. Specifically, we may easily handle (6.38) and (6.39) via an iterative
one dimensional search scheme together with the idea of bisections [214]. Since both (6.38) and (6.39) are
delay range dissipativity and stability conditions, thus the use of bisections will not produce false feasible
solutions even (6.38) and (6.39) are not necessarily quasi-convex. Furthermore, as what has been elaborated
in subsection 6.4.3, if any inequality in (6.35) and (6.31) is affine (convex) with respect to r, then it can
be solved directly via the property of convex hull to replace the corresponding SoS conditions in (6.38) and
(6.39). Finally, It is very important to emphasize here that the result of dissipativity over [r̀, r0] or [r0, ŕ],
which is produced individually by (6.38) and (6.39), cannot be automatically merged together due to the
mathematical nature of range dissipativity analysis.

6.4.5 A hierarchy of the conditions in Theorem 6.1

Here we show that the feasibility of the range dissipativity and stability condition in Theorem 6.1 exhibits
a hierarchy with respect to d.

Theorem 6.2. Given ℓd(τ) consisting of the Legendre polynomials in (6.2), we have

∀d ∈ N0, Fd ⊆ Fd+1 (6.40)

where

Fd :=
{
(r1, r2)

∣∣∣ r2 > r1 > 0 & (6.35) and (6.31) hold
}

=
{
(r1, r2)

∣∣∣ r2 > r1 > 0 & (6.18)–(6.21) hold & δ7 ∈ N & δi; δ8 ∈ N0, i = 1 · · · 6
}
. (6.41)

Proof. Let d ∈ N0 and (r1, r2) ∈ Fd with Fd ̸= ∅ and (6.35) to be satisfied by S(r), U(r) and Pd(r) at d.
Assume that Pd+1(r) = Pd(r)⊕On for P (r) in (6.24) at d+1 and consider the structure of (6.35), we have

∀r ∈ [r1, r2], Πd+1(r) = Pd+1(r) +
[
On ⊕ (Dd+1 ⊗ S(r))

]
= Πd(r)⊕ [(2d+ 3)⊗ S(r)] ≻ 0,

∀r ∈ [r1, r2], S(r) ⪰ 0, U(r) ⪰ 0.
(6.42)
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Since S(r) ⪰ 0 and 2d + 3 > 0, thus one can conclude from (6.42) that the existence of feasible solutions
of ∀r ∈ [r1, r2], Πd(r) ≻ 0 infers the existence of a feasible solution of ∀r ∈ [r1, r2], Πd+1(r) ≻ 0, given
∀r ∈ [r1, r2], S(r) ⪰ 0, U(r) ⪰ 0.

Given Pd+1(r) = Pd(r) ⊕ On and consider (6.31) with the structure of Θd(r) and (6.27) and Φd(r) in
(6.22), it is obvious to see that

∀r ∈ [r1, r2], Θd+1(r) =

J1 [
Σ(r) Om×n

]
∗ Φd+1(r)

 =

J1 [
Σ(r) Om×n

]
∗ Φd(r)⊕ [−r(2d+ 3)U(r)]

 ≺ 0. (6.43)

Since ∀r ∈ [r1, r2], U(r) ⪰ 0, we can conclude that the existence of the feasible solutions of ∀r ∈ [r1, r2],
Θd(r) ≺ 0 infers the existence of a feasible solution of ∀r ∈ [r1, r2], Θd+1(r) ≺ 0. Consequently, we have
shown that the existence of feasible solutions of (6.35) and (6.31) at d infers the existence of a feasible
solution of (6.35) and (6.31) at d+ 1. Finally, since (6.42) and (6.43) at d+ 1 can be equivalently verified
by the SoS conditions (6.18)–(6.21) with d+ 1 for some δ7 ∈ N and δi; δ8 ∈ N0, i = 1 · · · 6, thus the results
in Theorem 6.2 are proved. ■

6.5 Numerical examples
We utilize several numerical examples in this section to demonstrate the strength of the proposed methods
in Chapter 6. All numerical examples in Section 6.5 are calculated in Matlab environment using Yalmip
[266] as the optimization interface. In addition, Mosek 8 [284] is applied as the SDP numerical solvers.
Moreover, all SoS constraints are implemented via the function coefficient in Yalmip.

6.5.1 Delay range stability analysis

In this subsection, we consider analyzing the delay range stability of

ẋ(t) = A1x(t) +A2y(t− r) +

∫ 0

−r

A3(τ)y(t+ τ)dτ

y(t) = A4x(t) +A5y(t− r)

(6.44)

with different state space parameters presented in Table 6.1, in which the delay margins rmin and rmax are
calculated via the software package [81] with reference to the spectral method in [80].

Parameters A1 A2 A3(r)Ld(τ) A4 A5 rmin rmax

Example 1
[
0 1

−2 0.1

] [
0

1

] [
0

0

] [
1 0

]
0 0.10016827 1.71785

Example 2
[
0.2 0.01

0 −2

]
O2

[
−1 + 0.3τ 0.1

0 −0.1

] [
1 0

0 1

]
O2 0.1944 1.7145

Table 6.1: Numerical Examples of (6.44)

The examples in Table 6.1 are taken from [305] and [260], respectively, which are denoted via equivalent
CDDS representations. Note that Example 2 cannot be analyzed by the range stability results in [187, 287,
304].

Note that the matrix A3(r) of Example 1 and Example 2 in Table 6.1 are A3(r) = O2×(d+1) and

A3(r) =

[
−1 0.1 0.3 0

0 −0.1 0 0
O2×(2d−2)

] (
L−1
d (r)⊗ I2

)
=

[
−1− 0.15r 0.1 0.15r 0

0 −0.1 0 0
O2×(2d−2)

]
, (6.45)
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respectively. In the following Table 6.2–6.3, the results of detectable stable delay interval with the largest
length calculated by our method are presented compared to the results in [305] and [260], respectively, where
NoDVs stands for the number of decision variables. Note that the values of δ7 and δ8 therein are the degrees
of the SoS constraints in (6.21). In addition, as what we have stated in subsection 6.4.4 concerning the
reduction of the numerical complexity of Theorem 6.1, if any inequality in (6.35) is affine, then it is solved
via the property of convex hull with our method to reduce computational burdens. Finally, a numerical
solution of Example 1 with r = 1 produced by DDE23 [310] in Matlab is presented in Figure 6.1.7

Solutions for Delay Range Stability [r1, r2] NoDVs
[305] (N = 5) [0.10016829, 1.7178] 294

Theorem 6.1 (λ1 = 1, λ2 = λ3 = 0, d = 4, δ7 = 1, δ8 = 0) [0.10016828, 1.71785] 231

Theorem 6.1 (λ1 = 1, λ2 = λ3 = 0, d = 5, δ7 = 1, δ8 = 0) [0.10016827, 1.71785] 291

Table 6.2: Detectable stable interval with the largest length of Example 1 in Table 6.1.

Solutions for Delay Range Stability [r1, r2] NoDVs
[260] (l = 1, r = 3) [0.2, 1.29] 5973

[260] (l = 2, r = 3) [0.2, 1.3] 14034

Theorem 6.1 (λ1 = λ2 = λ3 = 0, d = 4, δ7 = 2, δ8 = 1) [0.27, 1.629] 1394

Theorem 6.1 (λ1 = 1, λ2 = λ3 = 0, d = 4, δ7 = 2, δ8 = 1) [0.1944, 1.7145] 1472

Table 6.3: Largest detectable stable interval of Example 2 in Table 6.1

From the outcomes summarized in Table 6.2-6.3, one can clearly observe the advantage of our proposed
methods given the fact that the stable intervals8 of Example 1 and 2 can be detected with fewer variables
compared to the existing results in [260] and [305]. In addition, one can clearly see from Table 6.3 concerning
the benefits of constructing a functional (6.24) with delay-dependent matrix parameters to deal with delay
range stability problems. Finally, note that Theorem 6.1 does not require the constraint A1 + A2 being
nonsingular as the Theorem 4 of [305] does.

Remark 6.9. Note that the number of decision variables of Theorem 6.1 in Table 6.2–6.3 might be further
reduced by simplifying the SoS certificate variable in (6.13) for each case when a SoS condition needs to be
solved.

6.5.2 Range dissipativity and stability analysis

Consider the following neutral delay system

d

dt
(y(t)−A4y(t− r)) = A1y(t) +A2y(t− r) +

∫ 0

−r

A3(r)Ld(τ)y(t+ τ)dτ +D1w(t)

z(t) = C1y(t) + C2y(t− r) +

∫ 0

−r

C3(r)Ld(τ)y(t+ τ) +D2w(t)

(6.46)

7Figure 6.1 is generated via matlab2tikz v1.1.0 by the original figure produced in Matlab
8Here the stable intervals refer to the ones whose delay margins are calculated by the method in [81] as listed in Table 6.1
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Figure 6.1: A numerical solution of Example 1 in Table 6.1

with distributed delays terms at the state and output. Let x(t) = y(t) − A4y(t − r), then (6.46) can be
reformulated into

ẋ(t) = A1x(t) + (A1A4 +A2)y(t− r) +

∫ 0

−r

A3(r)Ld(τ)y(t+ τ) +D1w(t),

y(t) = x(t) +A4y(t− r),

z(t) = C1x(t) + (C1A4 + C2)y(t− r) +

∫ 0

−r

C3(r)Ld(τ)y(t+ τ) +D2w(t).

(6.47)

which is now in line with the CDDS form in (6.1). Now consider a linear neutral delay system (6.46) with
the parameters A3 = C3 = O3×3(d+1) and

A1 = 100


−2.103 1 2

3 −9 0

1 2 −6

 , A2 = 100


1 0 −3
−0.5 −0.5 −1
−0.5 −1.5 0

 , A4 =
1

72


−1 5 2

4 0 3

−2 4 1



D1 =


0

0

0.1

 , C1 =


−0.1 0.1 0.2

0.4 0.01 0

0.1 0.21 0.1

 , C2 =


0.1 0 0.2

0.4 0 −0.1
0 −0.5 0.3

 , D2 =


0

0.1

0


(6.48)

which is modified based on the circuit model in [311]. We consider L2 gain γ corresponding to

J1 = −γIm, J̃ = Im, J2 = Om×q, J3 = γIq (6.49)

in (6.17) as the performance objective to be minimized for (6.48).
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Now assume λ1 = 1 and λ2 = λ3 = 0 in (6.24) with a delay range [r1, r2] = [0.1, 0.5] and apply Theorem
6.1 to (6.47) with (6.49) and the parameters in (6.48) and A3 = C3 = O3×3(d+1). Since all inequalities in
(6.35) in this case are either affine with respect to r or simple LMIs, hence they are solved directly via the
property of convex hull instead of solving the SoS conditions in (6.18)–(6.20). The results of min γ over
r ∈ [0.1, 0.5] are summarized in Table 6.4. Note that δ7 and δ8 are the degrees of the SoS constraints in
(6.21). Finally, a numerical solution of the system in this case at r = 0.1 is produced by DDENSD [312] in
Matlab presented in Figure 6.2.9

Theorem 6.1 δ7 = 1, δ8 = 0 δ7 = 2, δ8 = 1 δ7 = 3, δ8 = 2

d = 1 0.441 0.441 0.441

d = 2 0.364 0.364 0.364

d = 3 0.361 0.361 0.361

Table 6.4: Values of min γ valid over r ∈ [0.1, 0.5]

0 2 4 6 8 10 12 14 16 18 20 22 24
−4

−3

−2

−1

0

1

2

3

x1(t)

x2(t)

x3(t)

Figure 6.2: A numerical solution of (6.47) with (6.48) and A3 = C3 = O3×3(d+1)

Now apply Theorem 6.1 with constant matrix parameters λ1 = λ2 = λ3 = 0 in (6.24) to the same
aforementioned model with [r1, r2] = [0.1, 0.5]. The conditions in (6.35) are simple LMIs and Θd(r) ≺ 0

in (6.31) can be solved by the property of convex hull in this case. However, even with d = 10, the
corresponding range dissipativity and stability condition with λ1 = λ2 = λ3 = 0 still cannot yield feasible
solutions. This can demonstrate the advantage to apply an LKF with delay-dependent parameters when a

9Figure 6.2 is generated via matlab2tikz v1.1.0 by the original figure produced in Matlab
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functional with constant parameters is simply not strong enough to derive conditions capable of detecting
a stable delay interval.

To partially verify the results in Table 6.4, we apply the sigma function10 in Matlab, which can calculate
the singular values (min γ) of a dynamical system over a fixed frequency range. By extracting the peak
value produced by sigma, it yields that the system (6.47) with (6.48) and A3 = C3 = O3×3(d+1) exhibits
min γ = 0.101074 and min γ = 0.36064 at r = 0.1 and r = 0.5, respectively. This shows that the values
of min γ in Table 6.4, which are valid over r ∈ [0.1, 0.5], are compatible with the point-wise min γ values
obtained via sigma function. In addition, the best value min γ = 0.361 in Table 6.4 is quite close to the
point-wise result min γ = 0.36064 at r = 0.5.

Now consider new A3Ld(τ) and C3Ld(τ) with the parameters

A3(r)Ld(τ) =


0.1τ 0.1 0.3

0.2 0.1 0.3− 0.1τ

−0.1 −0.2 + 0.1τ 0.2

 , C3(r)Ld(τ) =


0.1 0 0.2

0.4 0 −1
0 −0.5 0.3

 (6.50)

which together with (6.48) constitute a linear neutral system with distributed delays. Note that we can
easily obtain the corresponding matrix coefficients as

A3(r) =


−0.05r 0.1 0.3 0.05r 0 0

0.2 0.1 0.3 + 0.05r 0 0 −0.05r
−0.1 −0.2− 0.05r 0.2 0 0.05r 0

O3×(3d−3)

 ,

C3(r) =


0.1 0 0.2

0.4 0 −1
0 −0.5 0.3

O3×3d

 .

(6.51)

To the best of our knowledge, there are no existing results on delay range dissipative analysis concerning
linear neutral systems with non-constant distributed delay kernels. As a result, we might claim that no
existing schemes can handle the problem we are dealing with here.

Assume λ1 = 1 and λ2 = λ3 = 0 in (6.24) with the delay range [r1, r2] = [0.1, 0.5], now apply Theorem
6.1 to the system (6.47) with (6.48) and (6.51). Once more, since all the corresponding inequalities in (6.35)
are affine with respect to r, then they are directly solved via the property of convex hull instead of solving
(6.18)–(6.20). The values of the resulting min γ over r ∈ [0.1, 0.5] are summarized in Table 6.5, where δ7

and δ8 are the degrees of the SoS constraint (6.21).

Theorem 6.1 δ7 = 2, δ8 = 1 δ7 = 3, δ8 = 2

d = 1 0.47 0.47

d = 2 0.382 0.382

d = 3 0.37822 0.37822

Table 6.5: values of min γ valid over [0.1, 0.5]

Unfortunately, even for the case of point-wise delays, the sigma function in Matlab cannot handle a
distributed delay system at the current stage11. Thus we suggest here to use (6.36) to partially verify the
results in Table 6.5. Specifically, apply (6.36) with d = 3 to the system (6.47) with (6.48) and (6.51) at
r0 = 0.1 and r0 = 0.5, respectively. It yields min γ = 0.10101 at r0 = 0.1 and min γ = 0.37822 at r0 = 0.5,
respectively. This verifies that the values of range min γ in Table 6.5 are consistent with the point-wise
min γ values we presented.

10We first use the default range of sigma to determine which frequency range contains the peak singular value. Based on the
previous information, we assigned w = logspace(−1, 2, 2000000) to sigma to ensure the accuracy of min γ.

11We thank Dr. Suat Gumussoy for providing this information about the sigma function in Matlab.
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Finally, the estimation problem described in subsection 6.4.4 can be easily applied to the system (6.47)
with (6.48) and (6.51) assuming that the value of γ in (6.17) is known. To be specific, consider the system
(6.47) with (6.48) and (6.51), let γ = 0.37822 and r0 = 0.5 with which feasible solutions can be produced
by (6.36) with d = 3. Now, one can use (6.38)12 with λ1 = 1 and λ2 = λ3 = 0, d = 3 and δ7 = 2, δ8 = 1 to
find out the minimum r∗, which renders the corresponding system to be stable and satisfying γ = 0.37822

over [r∗, r0]. Given the results in Table 6.5, it is predictable that the optimal value of r∗ here is r∗ = 0.1.

12Note that in this case instead of solving the SoS contraints in (6.18)–(6.20) in (6.38), the equivalent inequalities in (6.35)
are directly solved for (6.38) via the property of convex hull.
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Chapter 7

Dissipative Stabilization of Linear
Systems with Uncertain Bounded
Time-Varying Distributed Delays

7.1 Introduction
In the previous chapters, the delay parameters of linear systems are assumed to be constants. However, in
certain real-time applications such as the model in [313], delays can be time-varying. A particular class of
delays r(·) ∈ [r1, r2]

R, 0 ≤ r1 ≤ r2, where [r1, r2]
R is the set containing any function defined between R onto

the bounded interval [r1, r2], is of great research interests. Indeed, since r(·) ∈ [r1, r2]
R can be any function

defined between R onto [r1, r2], this type of delays can be applied to model sampled-data [248] or networked
control systems (NCSs) [314], or even a delay which is bounded but non-deterministic [315]. This strongly
motives one to investigate solutions for the problem of stability analysis and synthesis for linear systems
with time-varying delays in the form of r(·) ∈ [r1, r2]

R.
There has been a significant number of results pertaining to the stability analysis [242, 290, 316–328] and

stabilization [329–333] of linear systems in the form of ẋ(t) = A1x(t) + A2x(t − r(t)) with r(·) ∈ [r1, r2]
R,

based on the construction of LKFs. Furthermore, it has been shown in [244, 334] that the fruit of the LKF
approach on ẋ(t) = A1x(t)+A2x(t− r(t)) can be successfully applied to handle synthesis problems related
to NCSs. It is worthy mention that unlike the case of constant delays, frequency-domain-based approaches
[5, 80, 81, 86, 335] may not be easily extended to handle a system with a time-varying delay r(·) ∈ [r1, r2]

R

if the exact expression of r(t) is unknown. This clearly demonstrates the advantage and the adaptability of
the LKF approach when it comes to time-varying delays r(·) ∈ [r1, r2]

R with unknown expressions.
It has been pointed out in [48, 336] that the digital communication channel of NCSs with stochastic

packet delays and loss can be modeled by distributed delays. To the best of the author’s knowledge however,
no existing results can handle the problem of the stability analysis and stabilization of systems with time-
varying r(·) ∈ [r1, r2]

R distributed delays at system state, input, and output, where the distributed delay
kernels can be non-constants. In Theorem 2 of [337], a solution of stabilization is proposed for systems in
the form of ẋ(t) = Ax(t) +

∫ 0

−r(t)
B(τ)u(t + τ)dτ . Nevertheless, all the poles of A in [337] are assumed

to be positioned on the imaginary axis, and the delay considered therein is required to be r(·) ∈ (0, r2]
R.

Moreover, the stability of positive linear systems with distributed time-varying delays is investigated in
[338, 339]. Although the method in [339] does include criteria which can determine the stability of non-
positive linear systems, the delay structure r(·) ∈ [0, r2]

R considered in [339] is still rather restrictive. On the
other hand, the synthesis (stability analysis) results in [48, 57, 185, 188, 340], which are derived to handle
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linear distributed delay systems with constant delay values, may not be easily extended to cope with the case
of systems with an unknown time-varying delays r(·) ∈ [r1, r2]

R. This is especially true for the approximation
approaches in [48, 185, 188, 340] since the resulting approximation coefficients can become nonlinear with
respect to r(t) if distributed delay kernels are approximated over the interval [−r(t), 0]. Consequently, it is
crucial to develop solutions for the stabilization of linear systems with non-trivial distributed delays where
the delay function r(·) ∈ [r1, r2]

R is unknown but bounded.
In this chapter, new approaches based on the LKF approach for the design of a state feedback controller

for a linear system with distributed delays are developed where the time-varying delay r(·) ∈ [r1, r2]
R is

unknown but bounded by given values 0 ≤ r1 ≤ r2. No discrete time-varying delay x(t− r(t)) is considered
in this chapter at this stage as its presence can significantly change the manner of constructing LKFs. The
distributed delay terms of the system can be found in states, inputs and outputs which ensure the generality
of our model. In addition, the distributed delay kernels considered in this chapter follow the same class in
Chapter 2. To obtain numerically tractable synthesis (stability) conditions via the construction of an LKF, a
novel integral inequality is derived which generalizes Lemma 2 of [341]. Consequently, sufficient conditions
for the existence of a state feedback controller, which ensures that the system is stable and dissipative
with a supply function, are derived in terms of matrix inequalities summarized in the first theorem of this
chapter. For the conditions in our first theorem, there is a bilinear matrix inequality corresponding to the
problem of dissipative synthesis, whereas that inequality becomes convex when non-stabilization problems
are considered. To tackle the problem of non-convexity, the second theorem of this chapter is derived via
the application of Projection Lemma where the dissipative synthesis condition is denoted in terms of LMIs.
Furthermore, an iterative algorithm is also derived to solve the bilinear condition in the first theorem and
the algorithm can be initiated by feasible solutions of the second theorem. To the best of the author’s
knowledge, no existing methods can handle the synthesis problem considered in this chapter. Finally, two
numerical examples are presented to demonstrate the effectiveness of our proposed methodologies.

The layout of the rest of the chapter is outlined as follows. The model of the closed-loop system is first
derived in Section 7.2. Secondly, some important lemmas and definition are presented in Section 7.3 which
includes the derivation of a novel integral inequality in Lemma 7.3. Next, the main results on dissipative
synthesis for the existence of a state feedback controller are presented in Section 7.4 which are summarized
in Theorem 7.1,7.2 and Algorithm 4. Two numerical examples were tested in Section 7.5 prior to the final
conclusion.

7.2 Problem formulations
Consider a linear distributed delay system

ẋ(t) = A1x(t) +

∫ 0

−r(t)

Ã2(τ)x(t+ τ)dτ +B1u(t) +

∫ 0

−r(t)

B̃2(τ)u(t+ τ)dτ +D1w(t), t ≥ t0

z(t) = C1x(t) +

∫ 0

−r(t)

C̃2(τ)x(t+ τ)dτ +B3u(t) +

∫ 0

−r(t)

B̃4(τ)u(t+ τ)dτ +D2w(t)

∀θ ∈ [−r2, 0], x(t0 + θ) = ϕ(τ), r(·) ∈ [r1, r2]
R

(7.1)

with any time-varying delay satisfying r(·) ∈ [r1, r2]
R to be stabilized, where r2 > r1 ≥ 0 and t0 ∈ R

and ϕ(·) ∈ C([−r2, 0] # Rn). Furthermore, x : [t0 − r2,∞) → Rn satisfies (7.1), u(t) ∈ Rp denotes input
signals, w(·) ∈ L̂2([t0,∞) # Rq) represents disturbance, z(t) ∈ Rm is the regulated output. Note that (7.1)
is initiated at t = t0 by the initial condition ∀θ ∈ [−r2, 0], x(t0 + θ) = ϕ(θ). The size of the given state
space systems parameters in (7.1) is determined by the values of n ∈ N and m; p; q ∈ N0. The boundaries
of the time-varying delay r(t) are determined by the given values r2 > r1 ≥ 0. Finally, the matrices Ã2(·),
C̃2(·), B̃2(·) and B̃4(·) satisfy the following assumption:
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Assumption 7.1. There exist Coldi=1 fi(τ) = f(·) ∈ C1(R #Rd) with d ∈ N, and A2 ∈ Rn×dn, B2 ∈ Rn×dp,
C2 ∈ Rm×dn, B4 ∈ Rm×dp such that for all τ ∈ [−r, 0] we have Ã2(τ) = A2 (f(τ)⊗ In) and B̃2(τ) =

B2 (f(τ)⊗ Ip) and C̃2(τ) = C2 (f(τ)⊗ In) and B̃4(τ) = B4 (f(τ)⊗ Ip). In addition, f(·) satisfies the
following properties:

∃M ∈ Rd×d :
df(τ)

dτ
= Mf(τ) (7.2)

and
F1 =

∫ 0

−r1

f(τ)f⊤(τ)dτ ≻ 0, F2 =

∫ −r1

−r2

f(τ)f⊤(τ)dτ ≻ 0. (7.3)

Remark 7.1. By Theorem 7.2.10 in [258], the matrix inequalities in (7.3) indicate that the functions in
f(·) are linearly independent in a Lebesgue sense over [−r1, 0] and [−r2,−r1].

In this chapter, a static feedback controller u(t) = Kx(t) with K ∈ Rp×n is applied to stabilize (7.1),
which yields the resulting closed-loop system

ẋ(t) =
(
A+B1 [(I3+3d ⊗K)⊕ Oq]

)
χ(t), z(t) = (C+B2 [(I3+3d ⊗K)⊕ Oq])χ(t), t ≥ t0

∀θ ∈ [−r2, 0], x(t0 + θ) = ϕ(θ)
(7.4)

with t0 and ϕ(·) in (7.1), where

A :=
[
On On A1 A2

(√
F1 ⊗ In

)
A2

(√
F2 ⊗ In

)
On×ϱ D1

]
(7.5)

B1 :=
[
On×p On×p B1 B2

(√
F1 ⊗ Ip

)
B2

(√
F2 ⊗ Ip

)
On×dp On×q

]
(7.6)

C :=
[
Om×n Om×n C1 C2

(√
F1 ⊗ In

)
C2

(√
F2 ⊗ In

)
Om×ϱ D2

]
(7.7)

B2 :=
[
Om×p Om×p B3 B4

(√
F1 ⊗ Ip

)
B4

(√
F2 ⊗ Ip

)
Om×dp Om×q

]
(7.8)

χ(t) := Col

[x(t− r1)

x(t− r2)

]
,

 x(t)∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
x(t+ τ)dτ

 · · ·

· · ·


∫ −r1
−r(t)

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ∫ −r(t)

−r2

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ

 ,w(t)


(7.9)

with F1 and F2 in (7.3). Note that the terms in (7.5)–(7.8) are obtained by the following relations:∫ 0

−r(t)

B2 (f(τ)⊗ Ip)Kx(t+ τ)dτ =

∫ 0

−r(t)

B2 (Idf(τ)⊗KIn)x(t+ τ)dτ =∫ 0

−r1

B2 (Id ⊗K)

(√
F1

√
F−1
1 f(τ)⊗ In

)
x(t+τ)dτ+

∫ −r1

−r(t)

B2 (Id ⊗K)

(√
F2

√
F−1
2 f(τ)⊗ In

)
x(t+τ)dτ

=

∫ 0

−r1

B2

(√
F1 ⊗K

)(√
F−1
1 f(τ)⊗ In

)
x(t+τ)dτ+

∫ −r1

−r(t)

B2

(√
F2 ⊗K

)(√
F−1
2 f(τ)⊗ In

)
x(t+τ)dτ

=

∫ 0

−r1

B2

(√
F1 ⊗ Ip

)
(Id ⊗K)

(√
F−1
1 f(τ)⊗ In

)
x(t+ τ)dτ

+

∫ −r1

−r(t)

B2

(√
F2 ⊗ Ip

)
(Id ⊗K)

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ (7.10)

and∫ 0

−r(t)

B4 (f(τ)⊗ Ip)Kx(t+ τ)dτ =

∫ 0

−r(t)

B2 (Idf(τ)⊗KIn)x(t+ τ)dτ =∫ 0

−r1

B4 (Id ⊗K)

(√
F1

√
F−1
1 f(τ)⊗ In

)
x(t+τ)dτ+

∫ −r1

−r(t)

B4 (Id ⊗K)

(√
F2

√
F−1
2 f(τ)⊗ In

)
x(t+τ)dτ
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=

∫ 0

−r1

B4

(√
F1 ⊗K

)(√
F−1
1 f(τ)⊗ In

)
x(t+τ)dτ+

∫ −r1

−r(t)

B4

(√
F2 ⊗K

)(√
F−1
2 f(τ)⊗ In

)
x(t+τ)dτ

=

∫ 0

−r1

B4

(√
F1 ⊗ Ip

)
(Id ⊗K)

(√
F−1
1 f(τ)⊗ In

)
x(t+ τ)dτ

+

∫ −r1

−r(t)

B4

(√
F2 ⊗ Ip

)
(Id ⊗K)

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ (7.11)

which themselves are derived via (2.1) with the fact that F1 and F2 in (7.3) are invertible1.

7.3 Important lemmas and definition
In this section, some lemmas and definition are presented which are crucial for the derivation of the synthesis
condition in the next section. A novel integral inequality is also derived for the handling of time-varying
delay in the context of constructing LKFs.

The following property of the commutation matrix for the Kronecker product will be used throughout
this chapter.

Lemma 7.1.
∀X ∈ Rd×δ, ∀Y ∈ Rn×m K(n,d) (X ⊗ Y )K(δ,m) = Y ⊗X

∀m,n ∈ N, K−1
(n,m) = K(m,n) = K⊤

(n,m)

(7.12)

where K(n,d) is the commutation matrix defined by

∀A ∈ Rn×d, K(n,d) vec (A) = vec
(
A⊤)

which follows the definition in [342], where vec(·) stands for the vectorization of a matrix. See Section 4.2
of [343] for the definition and more details of the vectorization of matrices.

Remark 7.2. Note that for the computation matrix for the Kronecker product, we have K(n,1) = K(1,n) =

In, ∀n ∈ N which supports the identity

K(n,d) (f(τ)⊗ In) = K(n,d) (f(τ)⊗ In)K(1,n) = In ⊗ f(τ) (7.13)

with f(τ) ∈ Rd. The commutation matrix can be numerically implemented by K(n,d) = vecperm(d, n) in
Matlab environment where vecperm is a function in the Matlab toolbox [344].

Two integral inequalities are presented as follows. The first one can be derived from the proof of Theorem
4.1 in Chapter 4, and the second inequality is specifically derived for the handling of time-varying delays in
the next section. Firstly, we define the following weighted Lebesgue function space

L2
ϖ

(
K # Rd

)
:=
{
ϕ(·) ∈ L∫

(
K # Rd

)
: ∥ϕ(·)∥2,ϖ <∞

}
(7.14)

with d ∈ N and ∥ϕ(·)∥2,ϖ :=
∫
K ϖ(τ)ϕ⊤(τ)ϕ(τ)dτ where ϖ(·) ∈ L∫ (K #R≥0) and the function ϖ(·) has only

countably infinite or finite number of zero values. Furthermore, K ⊆ R ∪ {±∞} and the Lebesgue measure
of K is non-zero.

Lemma 7.2. Let ϖ(·) in (7.14) be given with d ∈ N and let U ∈ Sn⪰0 with n ∈ N and f(·) ∈ L2
ϖ

(
K # Rd

)
satisfying ∫

K
ϖ(τ)f(τ)f⊤(τ)dτ ≻ 0, (7.15)

then we have

∀x(·) ∈ L2
ϖ(K #Rn),

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ ≥

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ

(
U ⊗ F−1

) ∫
K
ϖ(τ)F (τ)x(τ)dτ (7.16)

where F (τ) := In ⊗ f(τ) and F=
∫
K ϖ(τ)f(τ)f⊤(τ)dτ .

1Note that
√
X−1 =

(√
X
)−1

for any X ≻ 0 based on the application of eigendecomposition of X ≻ 0
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Proof. (7.16) can be easily proved by changing the order of the Kronecker product for relevant expressions
in the proof of Theorem 4.1. Note that the definition of F in Lemma 7.2 is different from the definition of
F in Theorem 4.1. Nevertheless, (7.16) is essentially equivalent to (4.3). ■

Lemma 7.3. Let ϖ(·) in (7.14) with d ∈ N and K = [−r2,−r1] with 0 ≤ r1 < r2 be given. Assume U ∈ Sn⪰0

with n ∈ N and f(τ) := Coldi=1 fi(τ) ∈ L2
ϖ

(
[−r2,−r1] # Rd

)
satisfying∫ −r1

−r2

ϖ(τ)f(τ)f⊤(τ)dτ ≻ 0, (7.17)

then we have∫ −r1

−r2

ϖ(τ)x⊤(τ)Ux(τ)dτ ≥ [∗]

([
U Y

∗ U

]
⊗ F−1

)[∫ −r1
−ϱ

(In ⊗ f(τ))x(τ)ϖ(τ)dτ∫ −ϱ

−r2
(In ⊗ f(τ))x(τ)ϖ(τ)dτ

]

= [∗]

([
K(d,n) Odn

∗ K(d,n)

]([
U Y

∗ U

]
⊗ F−1

)[
K(n,d) Odn

∗ K(n,d)

])[∫ −r1
−ϱ

(f(τ)⊗ In)x(τ)ϖ(τ)dτ∫ −ϱ

−r2
(f(τ)⊗ In)x(τ)ϖ(τ)dτ

]
(7.18)

for all x(·) ∈ L2
ϖ(K # Rn) and for any Y ∈ Rn×n satisfying [ U Y

∗ U ] ⪰ 0, where ϱ ∈ [r1, r2] and F :=∫ −r1
−r2

ϖ(τ)f(τ)f⊤(τ)dτ .

Proof. See Appendix E for details. ■

Remark 7.3. Note that the matrix F in (7.18) is independent of ρ which can be a function of other variables.
This is extremely important in deriving tractable dissipative conditions in the next section.

A stability criterion based on the LKF approach and the definition of dissipativity are presented as
follows.

Lemma 7.4. Let w(t) ≡ 0q in (7.4) and r2 > r1 ≥ 0 be given, then the equilibrium point of (7.4) is
uniformly globally asymptotically (exponentially)2 stable if there exist ϵ1; ϵ2; ϵ3 > 0 and a differentiable
functional v : C([−r2, 0] # Rn)→ R with v(0n) = 0 such that

ϵ1 ∥ϕ(0)∥22 ≤ v(ϕ(·)) ≤ ϵ2 ∥ϕ(·)∥2∞ , (7.19)
d+

dt
v(xt(·))

∣∣∣∣
t=t0,xt0

(·)=ϕ(·)
≤ −ϵ3 ∥ϕ(0)∥22 (7.20)

for any ϕ(·) ∈ C([−r2, 0] # Rn) in (7.4), where t0 is given in (7.4) and ∥ϕ(·)∥2∞ := sup−r2≤τ≤0 ∥ϕ(τ)∥
2
2

and d+

dx f(x) := limsupη↓0
f(x+η)−f(x)

η . Furthermore, xt(·) in (7.20) is defined by ∀t ≥ t0, ∀θ ∈ [−r2, 0],
xt(θ) = x(t+ θ) in which x : [t0 − r2,∞)→ Rn satisfies (7.4) with w(t) ≡ 0q.

Proof. Let the functions u(·), v(·), w(·) in Theorem 3 of [64] to be quadratic function with ϵ1; ϵ2; ϵ3 > 0,
respectively, then Lemma 7.4 can be obtained accordingly since (7.4) is a special case of the general time-
varying system considered in Theorem 3 of [64]. ■

The following definition of dissipativity is presented based on the general definition of dissipativity in
[261].

Definition 7.1. Given r2 > r1 ≥ 0, the closed-loop system (7.4) with a supply rate function s(z(t),w(t))

is said to be dissipative if there exists a differentiable functional v : C([−r2, 0] # Rn)→ R≥0 such that

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t)) ≤ 0, (7.21)

with t0 in (7.4), where xt(·) is defined by the equality ∀t ≥ t0, ∀θ ∈ [−r2, 0], xt(θ) = x(t + θ). Moreover,
x(t) and z(t) here follow the equation in (7.4) with w(·) ∈ L̂2([t0,∞) # Rq).

2See [10] for the explanation on the equivalence bewteen uniform asymptotic and exponential stability for a linear coupled
differential functional system
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Note that (7.21) is an equivalent condition of the original definition of dissipativity, given v : C([−r2, 0] #
Rn)→ R≥0 is differentiable. Furthermore, the following quadratic supply function

s(z(t),w(t)) =

[
z(t)

w(t)

]⊤
J

[
z(t)

w(t)

]
, J =

[
J̃⊤J−1

1 J̃ J2

∗ J3

]
∈ Sm+q, J̃⊤J−1

1 J̃ ⪯ 0, J−1
1 ≺ 0, J3 ⪰ 0 (7.22)

is considered in this chapter to characterize dissipativity.

7.4 Dissipative controller synthesis
The results on dissipative controller synthesis are presented in this section summarized in Theorem 7.1, 7.2
and Algorithm 4.

Theorem 7.1. Let r2 > r1 > 0 and f(·), M in Assumption 7.1 be given, then the closed-loop system
(7.4) with the supply rate function in (7.22) is dissipative and the origin of (7.4) with w(t) ≡ 0q is globally
uniformly asymptotically stable if there exists K ∈ Rp×n and P1 ∈ Sn, P2 ∈ Rn×2ϱ, P3 ∈ S2ϱ with ρ = dn

and Q1;Q2;R1;R2 ∈ Sn and Y ∈ Rn×n such that[
P1 P2

∗ P3

]
+
(
On ⊕

[
Id ⊗Q1

]
⊕
[
Id ⊗Q2

])
≻ 0, (7.23)

Q1 ⪰ 0, Q2 ⪰ 0, R1 ⪰ 0,

[
R2 Y

∗ R2

]
⪰ 0, (7.24)[

Ψ Σ⊤J̃⊤

∗ J1

]
= Sy

[
P⊤Π

]
+Φ ≺ 0 (7.25)

where Σ = C+B2 [(I3+3d ⊗K)⊕ Oq] with C and B2 in (7.7) and (7.8), and

Ψ = Sy




O2n×n O2n×2ϱ

In On×2ϱ

O3ϱ×n Î⊤

Oq×n Oq×2ϱ


[
P1 P2

∗ P3

][
A+B1 [(I3+3d ⊗K)⊕ Oq]

F

]
−

O(3n+3ϱ)×m

J⊤
2

Σ


−

(
[Q1 −Q2 − r3R2]⊕Q2 ⊕ (−Q1 − r1R1)⊕ (Id ⊗R1)

⊕

([
K(d,n) Odn

∗ K(d,n)

]([
R2 Y

∗ R2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
⊕ J3

)
(7.26)

with A and B1 in (7.5) and (7.6), and Î =

[
Iϱ Oϱ Oϱ

Oϱ Iϱ Iϱ

]
and F =

[
F̂⊗ In O2ϱ×q

]
with

F̂ =

−√F−1
1 f(−r1) 0d

√
F−1
1 f(0) −

√
F−1
1 M

√
F1 Od Od√

F−1
2 f(−r1) −

√
F−1
2 f(−r2) 0d Od −

√
F−1
2 M

√
F2 −

√
F−1
2 M

√
F2

 (7.27)

with F1, F2 in (7.3). Moreover, the rest of the parameters in (7.25) is defined as

P :=
[
On×2n P1 P2Î On×q On×m

]
Π :=

[
A+B1 [(I3+3d ⊗K)⊕ Oq] On×m

]
(7.28)

and

Φ := Sy




O2n×2ϱ

P2

Î⊤P3

O(q+m)×2ϱ


[
F O2ϱ×m

]
+


O(3n+3ϱ)×m

−J⊤
2

J̃

[Σ Om

]
−

(
[Q1 −Q2 − r3R2]⊕Q2

100



⊕ (−Q1 − r1R1)⊕
[
Id ⊗R1

]
⊕

(
[∗]

([
R2 Y

∗ R2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
⊕ J3 ⊕ (−J1)

)
. (7.29)

Proof. The proof of Theorem 7.1 is based on the construction of the LKF:

v(xt(·)) = η⊤(t)

[
P1 P2

∗ P3

]
η(t) +

∫ 0

−r1

x⊤(t+ τ)
[
Q1 + r1(τ + r1)R1

]
x(t+ τ)dτ

+

∫ −r1

−r2

x⊤(t+ τ) [Q2 + r3(τ + r2)R2]x(t+ τ)dτ,

(7.30)

where xt(·) follows the same definition in (7.21) and P1 ∈ Sn, P2 ∈ Rn×2ϱ, P3 ∈ S2ϱ and Q1;Q2;R1;R2 ∈ Sn

and

η(t) := Col

[
x(t),

∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
x(t+ τ)dτ,

∫ −r1

−r2

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ

]
(7.31)

with F1 and F2 in (7.3).
Given t0 ∈ R in (7.4), differentiate v(xt(·)) along the trajectory of (7.4) and consider (7.22), it produces

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t))

= χ⊤(t)Sy




O2n×n O2n×2ϱ

In On×2ϱ

O3ϱ×n Î⊤

Oq×n Oq×2ϱ


[
P1 P2

∗ P3

][
A

F

]
−

O(3n+3ϱ)×m

J⊤
2

Σ

χ(t)
+ x⊤(t) (Q1 + r1R1)x(t)− [∗] (Q1 −Q2 − r3R2)x(t− r1)− [∗]Q2x(t− r2)−w⊤(t)J3w(t)

−
∫ 0

−r1

x⊤(t+ τ)R1x(t+ τ)dτ −
∫ −r1

−r2

x⊤(t+ τ)R2x(t+ τ)dτ − χ⊤(t)Σ⊤J̃⊤J−1
1 J̃Σχ(t)

(7.32)

where χ(t) is given in (7.9) and Σ, Î and F are defined in the statements of Theorem 7.1. Note that F̂ in
(7.27) is obtained by the relations∫ 0

−r1

(√
F1f(τ)⊗ In

)
ẋ(t+ τ)dτ =

(√
F1f(0)⊗ In

)
x(t)−

(√
F1f(−r1)⊗ In

)
x(t− r1)

−
(√

F1M

√
F−1
1 ⊗ In

)∫ 0

−r1

(√
F1f(τ)⊗ In

)
x(t+ τ)dτ

(7.33)

∫ −r1

−r2

(√
F2f(τ)⊗ In

)
ẋ(t+ τ)dτ =

(√
F2f(−r1)⊗ In

)
x(t− r1)−

(√
F2f(−r2)⊗ In

)
x(t− r2)

−
(√

F2M

√
F−1
2 ⊗ In

)∫ −r1

−r(t)

(√
F2f(τ)⊗ In

)
x(t+ τ)dτ

−
(√

F2M

√
F−1
2 ⊗ In

)∫ −r(t)

−r2

(√
F2f(τ)⊗ In

)
x(t+ τ)dτ

(7.34)

which are derived via the application of (2.1) and (2.2). Note that also the parameters A,B1,C and B2 in
(7.32) are defined in (7.5)–(7.8).

Now let R1 ⪰ 0 and
[
R2 Y
∗ R2

]
⪰ 0 with Y ∈ Rn×n, and apply (7.16) and (7.18) to the integral terms∫ 0

−r1
x⊤(t+ τ)R1x(t+ τ)dτ and

∫ −r1
−r2

x⊤(t+ τ)R2x(t+ τ)dτ in (7.32), respectively. Then we have∫ 0

−r1

x⊤(t+ τ)R1x(t+ τ)dτ ≥ [∗]
(
Id ⊗R1

) [∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
x(t+ τ)dτ

]
,

∫ −r1

−r2

x⊤(t+ τ)R2x(t+ τ)dτ ≥ [∗]

([
R2 Y

∗ R2

]
⊗ Id

)
∫ −r1
−r(t)

(
In ⊗

√
F−1
2 f(τ)

)
x(t+ τ)dτ∫ −r(t)

−r2

(
In ⊗

√
F−1
2 f(τ)

)
x(t+ τ)dτ



= [∗]

(
[∗]

([
R2 Y

∗ R2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
∫ −r1
−r(t)

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ∫ −r(t)

−r2

(√
F−1
2 f(τ)⊗ In

)
x(t+ τ)dτ


(7.35)
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Applying (7.35) with (7.24) to (7.32) produces

∀t ≥ t0, v̇(xt(·))− s(z(t),w(t)) ≤ χ⊤(t)
(
Ψ−Σ⊤J̃⊤J−1

1 J̃Σ
)
χ(t), (7.36)

where Ψ is given in (7.25) and χ(t) is given in (7.9). It is obvious to conclude that given (7.24) with
Ψ−Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0, we have

∃ϵ3 > 0 : ∀t ≥ t0, v̇(xt(·))− s(z(t),w(t)) ≤ −ϵ3 ∥x(t)∥2 . (7.37)

Moreover, by (7.37) with t = t0 and w(t) ≡ 0q, we have

∃ϵ3 > 0,
d+

dt
v(xt(·))

∣∣∣∣
t=t0,xt0 (·)=ϕ(·)

≤ −ϵ3 ∥ϕ(0)∥2 (7.38)

for any ϕ(·) ∈ C([−r2, 0] #Rn) in (7.4). Note that xt(·) in (7.38) is in line with the definition in (7.20). As a
result, it is obvious that (7.24) and Ψ−Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0 infer that (7.30) satisfies the dissipative condition
in (7.21) and there exists ϵ3 > 0 such that (7.30) satisfies (7.20). Finally, applying the Schur complement to
Ψ−Σ⊤J̃⊤J−1

1 J̃Σ ≺ 0 with (7.24) and J−1
1 ≺ 0 gives (7.25). Therefore we have proved that the existence

of the feasible solutions of (7.24) and (7.25) infer the existence of a functional (7.30) and ϵ3 > 0 satisfying
(7.21) and (7.20).

Now we start to prove that (7.23) and (7.24) infer that there exist ϵ1 > 0 and ϵ2 > 0 such that (7.30)
satisfies (7.19). Let ∥ϕ(·)∥2∞ := sup−r2≤τ≤0 ∥ϕ(τ)∥

2
2 and consider the structure of (7.30) with t = t0, it

follows that ∃λ > 0 :

v(xt0(·)) = v(ϕ(·)) ≤ η⊤(t0)λη(t0) +

∫ 0

−r2

ϕ⊤(τ)λϕ(τ)dτ ≤ λ ∥ϕ(0)∥22 + λr2 ∥ϕ(·)∥2∞

+

∫ 0

−r1

ϕ⊤(τ)

(√
F−1
1 f(τ)⊗ In

)⊤

dτλ

∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
ϕ(τ)dτ

+

∫ −r1

−r2

ϕ⊤(τ)

(√
F−1
2 f(τ)⊗ In

)⊤

dτλ

∫ −r1

−r2

(√
F−1
2 f(τ)⊗ In

)
ϕ(τ)dτ

≤ (λ+ λr2) ∥ϕ(·)∥2∞ + [∗](λId ⊗ In)

(∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
ϕ(τ)dτ

)
+

[∫ −r1

−r2

(√
F−1
2 f(τ)⊗ In

)
ϕ(τ)dτ

]⊤
(λId ⊗ In)

∫ −r1

−r2

(√
F−1
2 f(τ)⊗ In

)
ϕ(τ)dτ

≤ (λ+ λr2) ∥ϕ(·)∥2∞ + λ

∫ 0

−r2

ϕ⊤(τ)ϕ(τ)dτ ≤ (λ+ 2λr2) ∥ϕ(·)∥2∞

(7.39)

for any ϕ(·) ∈ C ([−r2, 0] # Rn) in (7.4), where (7.39) is derived via the property of quadratic forms: ∀X ∈
Sn,∃λ > 0 : ∀x ∈ Rn \ {0},x⊤ (λIn −X)x > 0 together with (7.16). Then (7.39) shows that it is possible
to find an upper bound for (7.30) which satisfies (7.19) with a ϵ2 > 0.

Now we want to construct a lower bound for v(xt(·)) to formulate LMI conditions inferring that (7.30)
satisfies (7.19) with certain ϵ1 > 0 and ϵ2 > 0. Apply (7.16) to (7.30) at t = t0. Then one can obtain the
inequalities ∫ 0

−r1

ϕ⊤(τ)Q1ϕ(τ)dτ ≥ [∗]
(
Id ⊗Q1

) ∫ 0

−r1

(√
F−1
1 f(τ)⊗ In

)
ϕ(τ)dτ,∫ −r1

−r2

ϕ⊤(τ)Q2ϕ(τ)dτ ≥ [∗]
(
Id ⊗Q2

) ∫ −r1

−r2

(√
F−1
2 f(τ)⊗ In

)
ϕ(τ)dτ,

(7.40)

provided that (7.24) holds.
By using (7.40) with (7.24) to (7.30) at t = t0, it is clearly to see that (7.23) and (7.24) infer that (7.30)

satisfies (7.19) with some ϵ1 > 0 and ϵ2 > 0. This demonstrates that the existence of the feasible solutions
of (7.23)–(7.25) infers the existence of a functional (7.30) and ϵ1; ϵ2 > 0 satisfying the dissipative condition

102



(7.21), and the stability criteria in (7.19) and (7.20). As a result, it shows that the existence of the feasible
solutions of (7.23)–(7.25) infers that the trivial solution x(t) ≡ 0n of the closed-loop system (7.4) with
w(t) ≡ 0q is globally uniformly asymptotically stable, and (7.4) with (7.22) is dissipative. This finishes the
proof of this theorem. ■

Remark 7.4. By analyzing the derivation of Theorem 7.1, the significance of the application of (7.18) can
be easily grasped. Indeed, consider the situation when (7.16) is applied to

∫ −r1
−r(t)

x⊤(t+ τ)Q2x(t+ τ)dτ and∫ −r(t)

−r2
x⊤(t+ τ)Q2x(t+ τ)dτ which gives the inequalities

∫ −r1

−r(t)

x⊤(t+ τ)Q2x(t+ τ)dτ ≥ [∗]
(
F−1
1 (r(t))⊗Q2

) [∫ −r1

−r(t))

(f(τ)⊗ In)x(t+ τ)dτ

]
∫ −r(t)

−r2

x⊤(t+ τ)Q2x(t+ τ)dτ ≥ [∗]
(
F−1
2 (r(t))⊗Q2

) [∫ −r(t)

−r(t))

(f(τ)⊗ In)x(t+ τ)dτ

] (7.41)

where F1(r(t)) =
∫ −r1
−r(t)

f(τ)f⊤(τ)dτ and F2(r(t)) =
∫ −r(t)

−r2
f(τ)f⊤(τ)dτ . Now combine the inequalities in

(7.41), we have

∫ −r1

−r2

x⊤(t+ τ)Q2x(t+ τ)dτ ≥

∫ −r1
−r(t)

(f(τ)⊗ In)x(t+ τ)dτ∫ −r(t)

−r2
(f(τ)⊗ In)x(t+ τ)dτ

⊤

×

[
F−1
1 (r(t))⊗Q2 On

On F−1
2 (r(t))⊗Q2

]∫ −r1
−r(t)

(f(τ)⊗ In)x(t+ τ)dτ∫ −r(t)

−r2
(f(τ)⊗ In)x(t+ τ)dτ

 (7.42)

which also provides a lower bound for
∫ −r1
−r2

x⊤(t+ τ)Q2x(t+ τ)dτ . Conventionally, the reciprocally convex
combination lemma or its derivatives [324, 345–347] can be applied to a matrix in the form of

[ 1
1−αX On

On
1
αX

]
to construct a tractable lower bound in the context of semidefinite programmings. However, the structure
of
[ 1

1−αX On

On
1
αX

]
may not be guaranteed by

[
F−1
1 (r(t))⊗Q2 On

On F−1
2 (r(t))⊗Q2

]
(7.43)

since the terms of F−1
1 (r(t)) and F−1

2 (r(t)) might be nonlinear in general.3. On the other hand, if (7.42) is
applied directly to replace the step of (7.35), then the corresponding resulting (7.25) will become infinite
dimensional and nonlinear in general with respect to r(t) ∈ [r1, r2]. This shows the significance of (7.18) by
which one can derive (7.35) where the matrix parameters are of finite dimensional.

Remark 7.5. In Theorem 7.1, it is assumed r2 > r1 > 0 which implies that there is no obvious redundancy
in the matrix parameters of (7.30) and no redundant zero vectors in (7.31) and (7.9). With r1 = 0, the
functional in (7.30) can be simplified into having decision variables with a simpler structure, by which one
can derive a synthesis condition for the case of r2 > 0, r1 = 0. Therefore, our proposed method in Theorem
7.1 can handle the situation of r2 > 0, r1 = 0 with certain modifications. Note we do not present the
synthesis condition corresponding to r2 > 0, r1 = 0 in this chapter given the fact that the condition can be
easily derived based on the proof of Theorem 7.1. Finally, we emphasize here that Theorem 7.1 is specifically
derived to handle the stabilization problem for (7.1) with a genuine time-vary delay. If r2 = r1, then (7.1)
becomes a system with a constant delay where the corresponding synthesis problem should be handled by
the proposed methods in Chapter 2.

3If f(·) contains only Legendre polynomials with appropriate structures, then the reciprocally convex combination lemma
or its derivatives can be applied to (7.43). Nevertheless, this is a special case of the f(·) we considered in this chapter.
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The inequality in (7.25) is nonconvex if a genuine synthesis problem is concerned, thus it cannot be
solved directly via standard semidefinite programming solvers. In the following theorem, a synthesis condi-
tion denoted via convex matrix inequalities, which requires certain given parameters,4 is presented whose
feasible solutions ensure that the trivial solution x(t) ≡ 0n of (7.4) with w(t) ≡ 0q is globally uniformly
asymptotically stable and (7.4) with (7.22) is dissipative.

Theorem 7.2. Given r2 > r1 > 0 and f(·), M in Assumption 7.1 and {αi}3+3d
i=1 ⊂ R, then the closed-loop

system (7.4) with the supply rate function in (7.22) is dissipative and the trivial solution x(t) ≡ 0n of (7.4)
with w(t) ≡ 0q is globally uniformly asymptotically stable if there exists Ṕ1 ∈ Sn, Ṕ2 ∈ Rn×2ϱ, Ṕ3 ∈ S2ϱ and
Q́1; Q́2; Ŕ1; Ŕ2 ∈ Sn and X, Ý ∈ Rn×n and V ∈ Rp×n such that[

Ṕ1 Ṕ2

∗ Ṕ3

]
+
(
On ⊕

[
Id ⊗ Q́1

]
⊕
[
Id ⊗ Q́2

])
≻ 0, (7.44)

Q́1 ⪰ 0, Q́2 ⪰ 0, Ŕ1 ⪰ 0,

[
Ŕ2 Ý

∗ Ŕ2

]
⪰ 0, (7.45)

Sy




In

Col3+3d
i=1 αiIn

O(q+m)×n

[−X Π́
]+

[
On Ṕ

∗ Φ́

]
≺ 0 (7.46)

where

Ṕ =
[
On×2n Ṕ1 Ṕ2Î On×q On×m

]
, Î =

[
Iϱ Oϱ Oϱ

Oϱ Iϱ Iϱ

]
(7.47)

Π́ =
[
A [(I3+3d ⊗X)⊕ Iq] +B1 [(I3+3d ⊗ V )⊕ Oq] On×m

]
(7.48)

Φ́ = Sy




O2n×2ϱ

Ṕ2

Î⊤Ṕ3

O(q+m)×2ϱ


[
F O2ϱ×m

]
+


O(3n+3ϱ)×m

−J⊤
2

J̃

[Σ́ Om

]
−

([
Q́1 − Q́2 − r3Ŕ2

]
⊕ Q́2

⊕ (−Q́1 − r1Ŕ1)⊕
[
Id ⊗ Ŕ1

]
⊕

(
[∗]

([
Ŕ2 Ý

∗ Ŕ2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
⊕ J3 ⊕ (−J1)

)
(7.49)

with Σ́ = C [(I3+3d ⊗X)⊕ Iq] + B2 [(I3+3d ⊗ V )⊕ Oq] and A,B1,B2,C are given in (7.5)–(7.8). Finally,
the controller gain is calculated via K = V X−1.

Proof. First of all, note that the inequality Sy
(
P⊤Π

)
+Φ ≺ 0 in (7.25) can be reformulated into

Sy
(
P⊤Π

)
+Φ =

[
Π⊤ I3n+3ϱ+q+m

] [On P

∗ Φ

][
Π

I3n+3ϱ+q+m

]
≺ 0. (7.50)

It is easy to observe that the structure of (7.50) is similar to one of the inequalities in (2.27) as part of the
statements of Projection Lemma. Given the fact that two matrix inequalities are presented in (2.27), thus
a new matrix inequality must be constructed accordingly. Now consider the following inequality

Υ⊤

[
On P

∗ Φ

]
Υ ≺ 0 (7.51)

with Υ⊤ :=
[
O(q+m)×(4n+3ϱ) Iq+m

]
, which can be further simplified into

Υ⊤

[
On P

∗ Φ

]
Υ =

[
−J3 − Sy(D⊤

2 J2) D⊤
2 J̃

∗ J1

]
≺ 0. (7.52)

4It is illustrated later in Remark 7.8 that it possible to only adjust the value of one parameter with others parameter
assigned to be zeros.
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Note that (7.52) is the very matrix produced by extracting the 2 × 2 block matrix at the right bottom of
the matrices Sy

(
P⊤Π

)
+ Φ or Φ. As a result, it is clear that (7.52) is automatically satisfied if (7.50)

holds thus the constructed inequality (7.52) introduces no additional conservatism to the original inequality
Sy
(
P⊤Π

)
+Φ ≺ 0. On the other hand, one can conclude that

[
−In Π

] [ Π

I3n+3ϱ+q+m

]
= On×(3n+3ϱ+q+m),

[
−In Π

]
⊥
=

[
Π

I3n+3ϱ+q+m

]
[
I4n+3ϱ O(4n+3ϱ)×(q+m)

] [O(4n+3ϱ)×(q+m)

Iq+m

]
=
[
I4n+3ϱ O(4n+3ϱ)×(q+m)

]
Υ = O(4n+3ϱ)×(q+m)

[
I4n+3ϱ O(4n+3ϱ)×(q+m)

]
⊥
=

[
O(4n+3ϱ)×(q+m)

Iq+m

]
= Υ

(7.53)

which satisfies rank
([
−In Π

])
= n and rank

([
I4n+3ϱ O(4n+3ϱ)×(q+m)

])
= 4n+ 3ϱ. By using the rank

nullity theorem, this implies that the relations in (7.53) can be applied with Lemma 2.4.
Applying Lemma 2.4 to (7.50) and (7.52) considering (7.53) yields the conclusion that (7.50) and (7.52)

are true if and only if

∃W ∈ R(4n+3ϱ)×n : Sy

([
I4n+3ϱ

O(q+m)×(4n+3ϱ)

]
W
[
−In Π

])
+

[
On P

∗ Φ

]
≺ 0. (7.54)

Now the inequality in (7.54) is nonconvex due to the product between W and Π. To convexify (7.54),
consider

W := Col
[
W, Col3+3d

i=1 αiW
]

(7.55)

with W ∈ Rn×n
[n] and {αi}3+3d

i=1 ⊂ R. Note that having the structural constraints in (7.55) infers that the
corresponding (7.54) is no longer an equivalent but only a sufficient condition implying (7.50). Now consider
the proposition in (7.54) with (7.55), we can conclude that (7.50) holds if

Θ = Sy




W

Col3+3d
i=1 αiW

O(q+m)×n

[−In Π
]+

[
On P

∗ Φ

]
≺ 0 (7.56)

holds with W ∈ Rn×n
[n] and {αi}3+3d

i=1 ⊂ R. It is important to stress here that a full rank W is implied by
(7.56) since the expression −W −W⊤ is the only element at the first diagonal block of Θ.

Now use congruence transformations on (7.23),(7.24) and (7.56) with the fact that a full rank W is
implied by (7.56). One can conclude that the inequalities

X⊤Q1X ≻ 0, X⊤Q2X ≻ 0, X⊤R1X ≻ 0,

[
X⊤ On

∗ X⊤

][
R2 Y

∗ R2

][
X On

∗ X

]
≻ 0

[(
I4+3d ⊗X⊤)⊕ Iq+m

]
Θ [(I4+3d ⊗X)⊕ Iq+m] ≺ 0,

(
I1+2d ⊗X⊤) [P1 P2

∗ P3

]
(I1+2d ⊗X) ≻ 0

(7.57)

hold if and only if (7.23),(7.24) and (7.56) hold, where X⊤ := W−1. Moreover, by letting Ý = X⊤Y X and[
Ṕ1 Ṕ2

∗ Ṕ3

]
:= [∗]

[
P1 P2

∗ P3

]
(I1+2d ⊗X) ,

[
Q́1 Q́2 Ŕ1 Ŕ2

]
:= X⊤[Q1X Q2X R1X R2X

]
(7.58)

and considering (2.1) with (7.57), the inequalities in (7.57) can be rewritten into (7.23) and (7.24) and

[(
I4+3d ⊗X⊤)⊕ Iq+m

]
Θ [(I4+3d ⊗X)⊕ Iq+m] = Θ́ = Sy




In

Col3+3d
i=1 αiIn

O(q+m)×n

[−X Π́
]

105



+

[
On Ṕ

∗ Φ́

]
≺ 0 (7.59)

where Ṕ = XP [(I3+3d ⊗X)⊕ Iq+m] =
[
On×2n Ṕ1 Ṕ2Î On×q On×m

]
and

Π́ = Π [(I3+3d ⊗X)⊕ Iq+m] =
[
A [(I3+3d ⊗X)⊕ Iq] +B1 [(I3+3d ⊗KX)⊕ Oq] On×m

]
=
[
A [(I3+3d ⊗X)⊕ Iq] +B1 [(I3+3d ⊗ V )⊕ Oq] On×m

]
(7.60)

with V = KX, and

Φ́ =
[(
I3+3d ⊗X⊤)⊕ Iq+m

]
Φ [(I3+3d ⊗X)⊕ Iq+m] =

[(
I3+3d ⊗X⊤)⊕ Iq+m

]
Sy




O2n×2ϱ

P2

Î⊤P3

O(q+m)×2ϱ


[
F O2ϱ×m

]
+


O(3n+3ϱ)×m

−J⊤
2

J̃

[Σ Om

]
 [(I3+3d ⊗X)⊕ Iq+m]

−
[(
I3+3d ⊗X⊤)⊕ Iq+m

](
[Q1 −Q2 − r3R2]⊕Q2 ⊕ (−Q1 − r1R1)⊕ (Id ⊗R1)

⊕

([
K(d,n) Odn

∗ K(d,n)

]([
R2 Y

∗ R2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
⊕ J3 ⊕ (−J1)

)
[(I3+3d ⊗X)⊕ Iq+m]

= Sy




O2n×2ϱ

Ṕ2

Î⊤Ṕ3

O(q+m)×2ϱ


[
F O2ϱ×m

]
+


O(3n+3ϱ)×m

−J⊤
2

J̃

[Σ́ Om

]


−

([
Q́1 − Q́2 − r3Ŕ2

]
⊕ Q́2 ⊕

(
−Q́1 − r1Ŕ1

)
⊕
(
Id ⊗ Ŕ1

)
⊕

([
K(d,n) Odn

∗ K(d,n)

]([
Ŕ2 Ý

∗ Ŕ2

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

])
⊕ J3 ⊕ (−J1)

)
(7.61)

which is identical to (7.49). Note that (7.59) is the same as (7.46), and the form of Φ́ is derived via the
relations[

F O2ϱ×m

]
[(I3+3d ⊗X)⊕ Iq+m] =

[
F̂⊗ In O2ϱ×(q+m)

]
[(I3+3d ⊗X)⊕ Iq+m]

=
[
I2dF̂⊗XIn O2ϱ×(q+m)

]
= (I2d ⊗X)

[
F̂⊗ In O2ϱ×(q+m)

]
= (I2d ⊗X)

[
F O2ϱ×m

] (7.62)

Î (I3d ⊗X) =

[
Iϱ Oϱ Oϱ

Oϱ Iϱ Iϱ

]
(I3d ⊗X) = (I2d ⊗X) Î (7.63)[

K(n,d) Odn

∗ K(n,d)

][
Id ⊗X Odn

∗ Id ⊗X

]
=

[
X ⊗ Id Odn

∗ X ⊗ Id

][
K(n,d) Odn

∗ K(n,d)

]

=

([
X On

∗ X

]
⊗ Id

)[
K(n,d) Odn

∗ K(n,d)

]
.

(7.64)

which are derived from the properties of matrices with (2.1),(2.2) and (7.12). Furthermore, since −X −X⊤

is the only element at the first diagonal block of Θ́ in (7.59) or (7.46), thus X ∈ Rn×n
[n] if (7.59) or (7.46)

hold. This is consistent with the fact that a full rank W is implied by the matrix inequality in (7.56).
As a result, we have shown the equivalence between (7.23)–(7.24) and (7.44)–(7.45). Meanwhile, it has

been shown via (7.59) that (7.46) is equivalent to (7.56) which infers (7.50). Consequently, (7.23)–(7.25) are
satisfied if (7.44)–(7.46) hold with some W and {αi}3+3d

i=1 ⊂ R. Since the existence of the feasible solutions of
(7.23)–(7.25) infer the existence of ϵ1; ϵ2; ϵ3 > 0 and an LKF (7.30) satisfying (7.19),(7.20) and (7.21), thus it
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demonstrates that feasible solutions of (7.44)–(7.46) infers the existence of ϵ1; ϵ2; ϵ3 > 0 and a functional in
(7.30) satisfying the corresponding stability and dissipativity criteria. This further shows that the existence
of the feasible solutions of (7.44)–(7.46) ensures that the trivial solution x(t) ≡ 0n of the closed-loop system
(7.4) with w(t) ≡ 0q is globally uniformly asymptotically stable and (7.4) with (7.22) is dissipative. The
proof is finished. ■

Remark 7.6. Theorem 7.2 is specifically derived to handle a genuine synthesis problem for (7.4). If an
open-loop system is considered with B1 = B2(τ) = On×p and B3 = B4(τ) = On×p, then Theorem 7.1
should be applied instead of Theorem 7.2 since the introduction of the slack variables in Theorem 7.2 does
not render its conditions more feasible in comparison with the conditions in 7.1.

Remark 7.7. Similar to what has been explained in Remark 7.5, one can derive a synthesis condition for
the case of r2 > 0, r1 = 0 with fewer variables based on the proof of Theorem 7.2 with certain modifications.

Remark 7.8. For the structure in (7.46), some values of {αi}3+3d
i=1 ⊂ R may be more significant than others

in terms of their influence on the feasibility of (7.46). Specifically, ϵ3 is the most crucial one since it may
determine the feasibility of the diagonal related to A1 in (7.46). A simple assignment of {αi}3+3d

i=1 ⊂ R can
be α1 = α2 = 0 and αi = 0, i = 3 · · · 3 + 3d which allows one to only adjust the value of α3 to use Theorem
7.2.

7.4.1 An inner convex approximation solution of Theorem 7.1

By fixing the values of {αi}3+3d
i=1 ⊂ R, Theorem 7.2 provides a synthesis solution of (7.4) via solving LMIs.

Nevertheless, the simplification we have applied in (7.55) can introduce certain conservatism to the feasibility
of 7.2. In this subsection, an iterative algorithm is derived based on the results in [257] to further reduce the
potential conservatism of Theorem 7.2. The resulting algorithm avoids the introduction of slack variables
and its initial data can be supplied by a feasible solution of Theorem 7.2.

First of all, note that the inequality in (7.25) is nonconvex in general whereas (7.23) and (7.24) remain
convex even when a genuine synthesis problem is considered. Now it is obvious that (7.25) can be rewritten
into

U(H,K) := Sy
[
P⊤Π

]
+Φ = Sy

(
P⊤B [(I3+3d ⊗K)⊕ Op+m]

)
+ Φ̂ ≺ 0 (7.65)

with B =
[
B1 On×m

]
and Φ̂ = Sy

(
P⊤

[
A On×m

])
+Φ, where A and B1 are given in (7.5)–(7.6) and

H :=
[
P1 P2

]
with P1 and P2 in Theorem 7.1. Note that no products between variables are involved in Φ̂

in (7.65) thus Φ̂ contains no non-convexities. Now considering Example 3 in [257], one can conclude that
the function ∆

(·, G̃,·, Γ̃) which is defined as

∆
(
G, G̃,Γ, Γ̃

)
:=
[
G⊤ − G̃⊤ Γ⊤ − Γ̃⊤

]
[Z ⊕ (In − Z)]

−1

[
G− G̃

Γ− Γ̃

]
+ Sy

(
G̃⊤Γ+G⊤Γ̃− G̃⊤Γ̃

)
+T (7.66)

with Z ⊕ (In − Z) ≻ 0 satisfying

T+ Sy
(
G⊤Γ

)
⪯ ∆

(
G, G̃,Γ, Γ̃

)
, T+ Sy

(
G⊤Γ

)
= ∆(G,G,Γ,Γ) (7.67)

∀G; G̃ ∈ Rn×κ and ∀Γ; Γ̃ ∈ Rn×κ, is a psd-convex overestimate of ∆́(G,Γ) = T + Sy
[
G⊤Γ

]
with respect

to the parameterization [
vec(G̃)

vec(Γ̃)

]
=

[
vec(G)

vec(Γ)

]
. (7.68)

107



Let κ = 3n+ 3ϱ+ q +m and Z ⊕ (In − Z) ≻ 0 and

T = Φ̂, G = P =
[
On×2n P1 P2Î On×q On×m

]
, H =

[
P1 P2

]
G̃ = P̃ =

[
On×2n P̃1 P̃2Î On×q On×m

]
, H̃ :=

[
P̃1 P̃2

]
, P̃1 ∈ Sn, P̃2 ∈ Rn×dn

Γ = BK, K = [(I3+3d ⊗K)⊕ Op+m] , Γ̃ = BK̃, K̃ =
[(

I3+3d ⊗ K̃
)
⊕ Op+m

] (7.69)

with Φ̂, H and K in line with the definition in (7.65), we have

Φ̂+ Sy
[
P⊤B [(I3+3d ⊗K)⊕ Op+m]

]
⪯ S

(
H, H̃,K, K̃

)
:= Φ̂+ Sy

(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
+
[
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤

]
[Z ⊕ (In − Z)]

−1

[
P− P̃

BK−BK̃

]
(7.70)

by (7.67), where S(·, H̃,·, K̃) is a psd-convex overestimate of the term in (7.65) with respect to the param-
eterization [

vec(H̃)

vec(K̃)

]
=

[
vec(H)

vec(K)

]
. (7.71)

By (7.70), it is obvious that (7.65) is inferred by S
(
H, H̃,K, K̃

)
≺ 0. Moreover, we have S

(
H, H̃,K, K̃

)
≺

0 holds if and only if
Φ̂+ Sy

(
P̃⊤BK+P⊤BK̃− P̃⊤BK̃

)
P⊤ − P̃⊤ K⊤B⊤ − K̃⊤B⊤

∗ −Z On

∗ ∗ Z − In

 ≺ 0 (7.72)

holds given Z ⊕ (In − Z) ≻ 0. Note that (7.65) is inferred by (7.72) which can be handled by standard
interior algorithms of semidefinite programmings provided that the values of H̃ and K̃ are given. To initialize
the algorithm, one has to determine an initial data for H̃ and K̃ whose values must be included by the
corresponding elements in the relative interior of the feasible set of the original conditions in Theorem 7.1.
Namely, P̃1 ← P1, P̃2 ← P2 and K̃ ← K can be used for the initial data of H̃ and K̃ where P1, P2 and K

are the feasible solutions of (7.23)–(7.25).
By compiling all the aforementioned procedures according to the expositions in [257], Algorithm 4 can

be constructed as follows where x consists of all the variables in P3, Q1, Q2 R1, R2 in Theorem 7.1 and Z

in (7.72). Furthermore, H, H̃, K and K̃ in Algorithm 4 are defined in (7.69) and ρ1, ρ2 and ε are given
constants to achieve regularizations and determine error tolerance, respectively.

Remark 7.9. When a convex objective function is concerned in Theorem 7.1, for instance L2 gain γ > 0

minimization, a termination condition [257] might be added to Algorithm 4 concerning the improvement
of objective function between two successive iterations. Nonetheless, such a condition has not been applied
with the tests of our numerical examples in this chapter.

Remark 7.10. The most challenging step in using Algorithm 4 is its initialization. Generally speaking,
acquiring a feasible solution of Theorem 7.1 may not be an easy task. Nevertheless, as what has been
proposed in Theorem 7.2, initial values of P̃1, P̃2 and K̃ can be supplied by solving (7.44)–(7.46) with given
values5 of {αi}3+3d

i=1 .

Remark 7.11. Similar to what has been stated in Remark 7.5 and 7.7, an iterative algorithm can be
constructed for the case of r2 > 0, r1 = 0 with fewer decision variables involved based on the structure of
Algorithm 4.

5Note that as we have elaborated in Remark 7.8 that one may apply Theorem 7.2 with α1 = α2 = 0 and αi = 0, i = 4 · · · 3+3d

which allow users to only adjust the value of ϵ3 to solve the conditions in Theorem 7.2
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Algorithm 4: An inner convex approximation solution for Theorem 7.1

begin
solve Theorem 7.2 with given αi to obtain K and then solve Theorem 7.1 with the previous K

to obtain H =
[
P1 P2

]
.

update H̃←− H, K̃ ←− K,

solve min
x,H,K

tr
[
ρ1[∗]

(
H− H̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (7.23) and (7.72) obtain H and K

while

∥∥∥∥∥
[
vec(H)

vec (K)

]
−

[
vec(H̃)

vec(K̃)

]∥∥∥∥∥
∞∥∥∥∥∥

[
vec(H̃)

vec(K̃)

]∥∥∥∥∥
∞

+ 1

≥ ε do

update H̃←− H, K̃ ←− K;
solve min

x,H,K
tr
[
ρ1[∗]

(
H− H̃

)
+ ρ2[∗]

(
K − K̃

)]
subject to (7.23) and (7.72) to obtain H and

K;
end

end

7.5 Numerical examples
In this section, we present two numerical examples to demonstrate the effectiveness of our proposed method-
ologies. The test is conducted in Matlab environment using Yalmip [266] as the optimization interface.
Moreover, SDPT3 [270] is applied as the numerical solver for semidefinite programmings.

7.5.1 Stability analysis of a linear system with a time-varying distributed delay

Given t0 ∈ R, consider a distributed delay system

ẋ(t) = 0.395x(t)− 5

∫ 0

−r(t)

cos(12τ)x(t+ τ)dτ, t ≥ t0 r(·) ∈ [r1, r2]
R, (7.73)

with r2 > r1 > 0, which corresponds to A1 = 0.395, Ã2(τ) = −5 cos(12τ) for the model in (7.1) with n = 1

and p = m = q = 0. Note that the rest of the state space matrices in (7.1) corresponding to (7.73) are
empty matrices. The function f(·) in Assumption 7.1 for (7.73) is chosen to be

f(τ) =


1

sin(12τ)

cos(12τ)

 with M =


0 0 0

0 0 12

0 −12 0

 . (7.74)

which gives A2 =
[
0 0 −5

]
for the distributed delay term in (7.73) satisfying Ã3(τ) = A2F (τ) with

d = 3, n = 1. Consider the case that r(t) is a constant, then the corresponding stable delay intervals
[0.104, 0.1578], [0.6276, 0.6814], [1.1512, 1.205], [1.6748, 1.7286] and [2.1984, 2.2522] can be obtained by the
method in [81]. Since a constant r(t) is one option for r(·) ∈ [r1, r2]

R, thus the stable delay intervals of
(7.73) with r(·) ∈ [r1, r2]

R cannot be larger than the stable delay intervals of the same system with r(t)

being a constant. This clearly establishes a ’boundary’ in terms of how far a time-varying stability result
can be.

To the best of the author’s knowledge, no existing methods, neither time nor frequency-domain-based
approaches, are capable of analyzing the stability of (7.73) with an uncertain function r(·) ∈ [r1, r2]

R and
given r2 > r2 > 0. By applying Theorem 7.1 with (7.74) to (7.73) with A2 =

[
0 0 −5

]
, the results of
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time-varying stability with r(·) ∈ [r1, r2]
R are presented in Table 7.1 where r3 = r2 − r1 and NoDVs stand

for the numbers of decision variables. Furthermore, a leftmost stable interval in Table 7.1 is produced by
Theorem 7.1 with a given value of r3 and the smallest value of r1 to render Theorem 7.1 to be feasible. On
the other hand, a rightmost stable interval produced by Theorem 7.1 is the interval whose upper bound is
the largest value of r2 to render Theorem 7.1 to be feasible with a given r3.

Methodologies first interval second interval third interval forth interval fifth interval NoDVs
[81] r(t) is constant [0.104, 0.1578] [0.6276, 0.6814] [1.1512, 1.205] [1.6748, 1.7286] [2.1984, 2.2522] -

Theorem 7.1 leftmost r3 = 0.0272 [0.1051, 0.1323] [0.629, 0.6562] [1.1533, 1.1805] [1.6786, 1.7058] [2.2073, 2.2345] 33
Theorem 7.1 rightmost r3 = 0.0272 [0.1295, 0.1567] [0.6528, 0.68] [1.1756, 1.2028] [1.6976, 1.7248] [2.2161, 2.2433] 33
Theorem 7.1 leftmost r3 = 0.0273 [0.1052, 0.1325] [0.629, 0.6563] [1.1534, 1.1807] [1.6786, 1.7059] [2.2074, 2.2347] 33

Theorem 7.1 rightmost r3 = 0.0273 [0.1293, 0.1566] [0.6527, 0.68] [1.1755, 1.2028] [1.6974, 1.7247] [2.2159, 2.2432] 33
Theorem 7.1 leftmost r3 = 0.0274 [0.1052, 0.1326] [0.629, 0.6564] [1.1534, 1.1808] [1.6787, 1.7061] [2.2075, 2.2349] 33

Theorem 7.1 rightmost r3 = 0.0274 [0.1292, 0.1566] [0.6525, 0.6799] [1.1754, 1.2028] [1.6973, 1.7247] [2.2157, 2.2431] 33

Table 7.1: Detectable stable delay intervals [r1, r2] for (7.73) for any r(·) ∈ [r1, r2]
R

The stability results in Table 7.1 are not complete in the sense that one may test more values of r2 and
r1 to search stable intervals for (7.73) with r(·) ∈ [r1, r2]

R. Moreover, it is worthy to point out that all the
results in Table 7.1 produced by Theorem 7.1 for r(·) ∈ [r1, r2]

R are consistent with the “boundaries” of
the stable delay intervals calculated by [81] with r(t) being a constant. Finally, it is imperative to stress
that the stability results produced by Theorem 7.1 hold for any r(t) bounded by [r1, r2] with no further
limitation on the structure of r(t).

7.5.2 Dissipative stabilization of systems with time-varying distributed delays

Consider a system of the form (7.1) with any r(·) ∈ [0.5, 1]R and the state space matrices

A1 =

[
0 0

0 0.1

]
, Ã2(τ) =

−0.4− 0.1eτ + 0.3e2τ 1− 0.1eτ + 0.01e2τ

−1 0.4− 0.3e2τ

 , B1 =

[
0

1

]

B̃2(τ) =

[
0.1eτ − 0.1

0.12e2τ + 0.1

]
, D1 =

[
0.01

0.02

]
, C1 =

[
−0.1 0.2

0 0.1

]
, B3 =

[
0

0.1

]

C̃2(τ) =

[
−0.11 + 0.2eτ 0.1

0.1eτ −0.2eτ + 0.14e2τ

]
, B̃4(τ) =

[
0

0.1 + 0.15eτ

]
, D2 =

[
0.12

0.1

]
.

(7.75)

Moreover, let
J1 = −γIm, J̃ = Im, J2 = Om×q, J3 = γIq (7.76)

for the supply rate function in (7.22) to calculate the minimum value of L2 gain γ.
According to our best knowledge, no existing methods can find a controller for (7.1) with the parameters

in (7.75). Note that since r(t) is time-varying and the expression of r(t) is unknown, hence the distributed
delay kernels in (7.75) may not be approximated via the approaches in [185, 188].

By observing the functions inside of Ã3(·), B̃2(·), C̃3(·) and B̃4(·), we choose f(·) in Assumption 7.1 to
be

f(τ) =


1

eτ

e2τ

 , M =


0 0 0

0 1 0

0 0 2

 (7.77)

110



with d = 3, n = m = 2, q = 1, which gives

A2 =

−0.4 1 −0.1 −0.1 0.3 0.01

−1 0.4 0 0 0 −0.3

 , B2 =

−0.1 0.1 0

0.1 0 0.12


C2 =

−0.11 0.1 0.2 0 0 0

0 0 0.1 −0.2 0 0.14

 , B4 =

[
0 0 0

0.1 0.15 0

] (7.78)

satisfying Ã3(τ) = A3 (f(τ)⊗ I2), B̃2(τ) = B2f(τ), C̃3(τ) = C3 (f(τ)⊗ I2) and B̃4(τ) = B4f(τ) as in
Assumption 7.1.

Given α1 = α2 = αi = 0, i = 4 · · · 12 and α3 = 0.5 for Theorem 7.2, now apply Algorithm 4 to (7.4) with
the parameters in (7.75)–(7.78), which yields the results summarized in Table 7.2 with different resulting
values of min γ, where NoIs stands for the number of iterations in the while loop of Algorithm 4.

Controller gain K

[
−0.3370
−5.0007

]⊤ [
−0.9268
−8.7625

]⊤ [
−1.8644
−14.8565

]⊤ [
−2.7223
−20.5042

]⊤
min γ 0.16395 0.16028 0.15827 0.1577

NoIs 10 20 30 40

Table 7.2: min γ produced by different iterations

Since r(t) in this subsection is time-varying and its expression is unknown, hence existing frequency-
domain-based approaches may not be applied to analyze the stability of the corresponding closed-loop
systems obtained by our methods in Table 7.2. To partially verify our synthesis results, confine r(t) to
be an unknown constant. This allows one to apply the method in [81] to calculate the spectral abscissa
of the spectrum of the closed-loop systems with a constant delay. Note that since our synthesis results
indicate that the closed-loop systems are stable with any r(·) ∈ [r1, r2]

R, thus the stable delay intervals of
the closed-loop systems with r(·) ∈ [r1, r2]

R cannot be larger than the stable intervals of the same systems
with r(t) being a constant. The numerical results produced by [81] show that the stable delay interval
[r1, r2] = [0.5.1] with r(·) ∈ [r1, r2]

R of the corresponding closed-loop systems in Table 7.2 is the proper
subset of all the stable delay intervals of the closed-loop systems with r(t) being a constant.
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Chapter 8

Conclusions and Future Works

In this thesis, we have presented solutions for the stability analysis and stabilization of linear systems with
distributed delays possessing non-trivial kernels. Solutions for the stability (dissipativity) analysis and
stabilization have been derived vian LKF approach for which novel integral inequalities are proposed. The
conclusions of the results presented in this thesis are summarized in the following section.

8.1 Conclusions
• In Chapter 2, a solution has been presented concerning stabilizing a linear distributed delay system

with distributed delays in states, input and output. Our proposed synthesis scenario also includes a
dissipative constraint, which is characterized by the quadratic supply function in (2.15), to secure the
performances of resulting controllers. By constructing the LKF in (2.28) with the newly proposed in-
equality (2.17), sufficient conditions for the existence of a dissipative stabilizing controller are derived
in terms of matrix inequalities in Theorem 2.1. To solve the resulting BMI (2.30) in Theorem 2.1, we
developed convex conditions via the application of Projection Lemma in Theorem 2.2 whose feasible
solutions infer the existence of the feasible solutions of Theorem 2.1. To reduce the potential conser-
vatism of Theorem 2.2 due to the simplification of W at (2.54), an iterative algorithm is presented in
Algorithm 1 based on the ideas developed in [257]. Due to the generality of our LKF in (2.28) and
the novel integral inequality in (2.17), the proposed synthesis solutions can produce nonconservative
results with fewer decision variables compared to existing literature. Finally, two numerical examples
have been investigated which can clearly demonstrate the advantage of the proposed methodology
over existing approaches.

• Dissipative stabilization conditions for uncertain linear distributed delay systems have been developed
in Chapter 3 where uncertainties with general form exist among system’s state space matrices. An
instrumental mathematical device to tackle the general uncertainties in (3.1) is presented in Lemma 3.1
under the framework of matrix inequalities. This allows one to derive dissipative synthesis conditions,
which have been summarized in Section 3.3, for the uncertain closed-loop system (3.7). It has also been
shown in Section 3.4 that the idea presented in Section 3.3 can be further modified to calculate the
gains of a non-fragile dynamical state feedback controller for the uncertain input delay system in (3.43),
where the controller itself is robust against uncertainties with general form. It is worthy to mention
that the design of a resilient controller is made possible due to the mathematical structure of (3.48)
with a dynamic state feedback controller. Namely, no matrix products exist among the uncertainties
of the controller gains and input gain matrix, which allows one to handle the uncertainties in (3.48)
similar to (3.7).
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• In Chapter 4, three general integral inequalities with the relations concerning inequality bound gaps
have been proposed in Theorem 4.1, 4.2 and 4.3, respectively. The inequalities (4.3),(4.17) and (4.23)
generalize almost all the existing integral inequalities in the literature, and many of which in fact are
essentially equivalent in terms of inequality bound gaps in the context of semidefinite programmings.
Moreover, the proposed inequalities and their properties are demonstrated to be useful in deriving
equivalent stability conditions for a linear CDDS with a distributed delay. Finally, our inequalities
have great potential to be used in wider contexts such as the stability analysis of PDE-related systems
or sampled-data systems or other types of infinite dimensional systems whenever the contexts are
suitable.

• In Chapter 5, a new method for the dissipativity and stability analysis of a linear CDDS with dis-
tributed delays in state and output equations have been proposed in Theorem 5.1 in terms of LMIs.
The proposed approach can handle distributed delay with L2 functions kernel and simultaneously
includes approximation errors in the resulting conditions (5.35)–(5.37) thanks to the novel integral
inequality in (5.25). In comparison to existing approach in [188] which depends on the application of
Legendre polynomials approximations, the proposed method allows one to apply a broader class of
elementary functions f́(·) and f̀(·) to approximate the distributed delay kernels of (5.1). Because of
the fact that the generality of the LKF in (5.44) is also related to the structure of f́(·) and f̀(·), thus
our proposed methods derived from constructing (5.44) can produce less conservative results com-
pared to a functional parameterized by Legendre polynomials such as the one considered in [188]. The
results of numerical examples in Chapter 5 have clearly demonstrated the advantage of the proposed
methodologies over existing approaches. A potential future direction is to investigate if the hierarchy
conclusion in Chapter 5 can be derived without having an orthogonality constraint.

• In Chapter 6, a new solution for the problem of delay range dissipativity and stability analysis of a
CDDS with polynomials-kernels-distributed delays (6.1) has been presented in Theorem 6.1 in terms
of the SoS constraints (6.18)–(6.21) based on the construction of an LKF (6.24). The superiority of the
proposed methodologies is rooted in the form of the functional (6.24) with delay-dependent matrix
parameters which mathematically lead to less conservative conditions in terms of delay-parameter-
dependent LMIs in (6.31) and (6.35). The difficulty of numerically solving robust LMIs is circumvented
by the application of the matrix relaxation technique in [309] giving the SoS constraints (6.18)–(6.21)
which are equivalent to (6.31) and (6.35). Meanwhile, it has been shown in Subsection 6.4.3 that in
certain occasions there is no need to solve the SoS constraints (6.18)–(6.21) but to solve (6.31) and
(6.35) directly via the property of convex hull. Moreover, a solution to the delay margins estimation
problem with prescribed performance objectives is also presented in Subsection 6.4.4 which is followed
by the feasibility hierarchy established in Theorem 6.2. Finally, the tests of numerical examples in
Section 6.5 have demonstrated that less conservative results with less computational burdens can be
produced by our methods compared to existing approaches.

• In Chapter 7, solutions for the design of a dissipative state feedback controller of a linear system
with distributed delays (7.1) have been proposed where the delay r(·) ∈ [r1, r2]

R is time-varying and
bounded. The key step for the derivation of the synthesis condition in Theorem 7.1 is the application
of the novel inequality proposed in Lemma 7.3 which leads to simple LMI terms as explained in
Remark 7.4. Though (7.25) in Theorem 7.1 is bilinear, it has been shown in Theorem 7.2 that convex
conditions (7.44)–(7.46) can be derived by the application of Projection Lemma. On the other hand,
Algorithm 4 is further proposed to solve the conditions in Theorem 7.1 iteratively, which can be
initiated through the feasible solutions of Theorem 7.2. Due to the generality of r(·) ∈ [r1, r2]

R, the
proposed methodologies have potential to handle a large class of delay functions, through which many
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delay related problems might be solved. For future works, it is would be interesting to consider systems
with more general distributed-delay kernels.

8.2 Future works
The results presented in this thesis can be further extended to tackle new problems in the context of control
and optimization, we provide several directions as follows.

• In Chapter 2 and 3, the distributed delay kernel function f(·) can be extended to include any differen-
tiable functions. This requires the modification of Assumption 2.1 to reflect the existence of functions
with new types resulted from the differentiation operation df(τ)

dτ . The inequality in (2.17) can handle
any g(·) ∈ L2(K # Rd) thus the extension will not introduce difficulties to the construction of lower
bounds for the quadratic integral terms in an LKF. Finally, the problems of filtering and dynamical
output feedback control may also be considered.

• The results in section Chapter 3 indicate that it is possible to use the LKF approach to construct a
dynamical state feedback controller resembling the structure of a predictor controller for an uncertain
linear system with input delays. It is of great research interest to extend this strategy to solve the
problem of designing dissipative dynamical state feedback controllers for linear systems with discrete
delays at both states and inputs. The available results on predictor controllers in [204, 205, 207–210]
have indicated that point-wise input delays in a linear system with state point-wise delays can be
totally compensated by predictor controllers possessing general distributed-delay integral terms. It is
also interesting to look into the problem of designing a dissipative dynamical state feedback controller
for a linear system with input distributed delays.

• It is preferable to extend the inequalities proposed in Chapter 4 with more general mathematical
settings. For instance, inequalities in Hilbert space.

• The delays in Chapter 5 are assumed to be given constants, it would be of great research value
to consider the situation where the delay values are uncertain just like what has been considered
in Chapter 6. In that case, the approximation scheme and Lemma 5.2 in Chapter 5 may need to
be modified in order to produce constant approximation coefficients which are independent of the
uncertain delay r.

• It is natural to consider the possibility of extending the range dissipativity and stability results in
Chapter 6 to handle a dissipative range synthesis problem.

• The results in Chapter 6 indicate that using a functional with delay-dependent matrix parameters
is beneficial to derived a range dissipativity and stability condition with less conservatism. For the
uncertain time-varying delay problem solved in Chapter 7, it would be interesting to consider how to
derive a stability (dissipativity) condition which is related to r(t). However, since we do not want ṙ(t)
to be introduced, thus a functional with r(t)-dependent matrix parameters may not be usable.
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Appendix A

Proof of Lemma 3.1

Proof. The proof is inspired by the strategies illustrated in [173]. Consider first the situation that F = D.
We first need to find an equivalent condition for the well-posedness of (Im −∆F )−1 for all ∆ ∈ D with D
in (3.10). Assume first that F ̸= Op×m, it is obvious that (Im −∆F )−1 is well defined for all ∆ ∈ D if and
only if ∀∆ ∈ D, rank(Im−∆F ) = m. Furthermore, we know that ∀∆ ∈ D, rank(Im−∆F ) = m if and only
if ∀∆ ∈ D, (Im −∆F )⊤(Im −∆F ) ≻ 0 according to the property of ranks and Gramian matrix .

Let Rm ∋ µ := ∆Fθ and Rp ∋ ω := Fθ with θ ∈ Rm, we can conclude that ∀∆ ∈ D, (Im−∆F )⊤(Im−
∆F ) ≻ 0 if and only if ∀θ ∈ Rm\{0m}, ∀∆ ∈ D, θ⊤(Im −∆F )⊤(Im −∆F )θ > 0 which is equivalent to[

θ

µ

]⊤ [
Im −Im
∗ Im

][
θ

µ

]
> 0, ∀

[
θ

µ

]
∈M \ {02m}, (A.1)

with M∈
{[
θ́

µ́

]∣∣∣∣∣ µ́ = ∆́F θ́ & ∆́ ∈ D & θ́ ∈ Rm

}
(A.2)

Based on the definition of D and the property of quadratic forms, it is true that ∀θ ∈ Rm and ∀∆ ∈ D we
have

θ⊤F⊤

[
I

∆

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
I

∆

]
Fθ =

[
Fθ

∆Fθ

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
Fθ

∆Fθ

]
≥ 0. (A.3)

Now if
[
θ⊤ µ⊤

]⊤
∈M, then we have

[
Fθ

µ

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
Fθ

µ

]
=

[
Fθ

∆Fθ

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
Fθ

∆Fθ

]
≥ 0 (A.4)

for some ∆ ∈ D given the property in (A.3). Therefore,

M⊆ J :=

{[
θ́

µ́

]
∈ R2m

∣∣∣∣∣
[
θ́

µ́

]⊤ [
F Op×m

Om Im

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
F Op×m

Om Im

][
θ́

µ́

]
≥ 0

 . (A.5)

By (A.5), one can conclude that if[
θ

µ

]⊤ [
Im −Im
∗ Im

][
θ

µ

]
> 0, ∀

[
θ

µ

]
∈ J \ {02m} (A.6)

holds then (A.1) holds sinceM⊆ J . Invoking S-procedure to (A.6) concludes that (A.6) is true if and only
if 1

1Since (A.7) with α = 0 cannot be feasible, thus we only need α > 0 in (A.15) for the existence of α ≥ 0 introduced by the
application of S-procedure.
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∃α > 0 :

[
Im −Im − αF⊤Θ2

∗ Im − αΘ3

]
− α

[
F⊤

Om×p

]
Θ−1

1

[
F Op×m

]
[
Im −Im − αF⊤Θ2

∗ Im − αΘ3

]
−

[
αF⊤

Om×p

]
(αΘ1)

−1
[
αF Op×m

]
≻ 0. (A.7)

By applying the Schur complement to (A.7) with the fact that Θ−1
1 ≻ 0, it gives (3.9). Since ∀∆ ∈ D,

(Im − ∆F )⊤(Im − ∆F ) ≻ 0 is equivalent to (A.1) which is inferred by (3.9), thus one can conclude that
(Im − ∆F )−1, F ̸= Op×m is well defined for all ∆ ∈ D if (3.9) holds. Finally, it is obvious that the
well-posdness of (Im − ∆F )−1 is automatically ensured if F = Op×m where (3.9) does not need to be
considered.

Now we shall proceed to prove the rest of the results in Lemma 3.1. Assume that (3.9) is satisfied for
a α > 0 which infers that (Im −∆F )−1 is well defined. by the definition of negative definite matrices, we
know that

∀∆ ∈ D, Φ+ Sy
[
G(Im −∆F )−1∆H

]
≺ 0 (A.8)

if and only if
∀∆ ∈ D, ∀x ∈ Rn \ {0n}, x⊤ (Φ+ Sy

[
G(Im −∆F )−1∆H

])
x < 0. (A.9)

Now let Rm ∋ ϱ := (Im − ∆F )−1∆Hx and consider the fact that (Im − ∆F )−1 is well defined, we have
ϱ = ∆Hx+∆Fϱ. By using ϱ = ∆Hx+∆Fϱ, we can reformulate (A.9) into[

x

ϱ

]⊤ [
Φ G

∗ Om

][
x

ϱ

]
< 0, ∀

[
x

ϱ

]
∈ X \ {0n+m} (A.10)

with X ∈
{[

x́

ϱ́

]
∈ Rn+m

∣∣∣∣∣ ϱ́ := (Im − ∆́F )−1∆́Hx́ & ∆́ ∈ D

}
.

Based on the definition of D and the property of quadratic forms, it is true that ∀x ∈ Rn and ∀∆ ∈ D we
have

(Hx+ Fϱ)⊤

[
I

∆

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
I

∆

]
(Hx+ Fϱ) =

[
Hx+ Fϱ

∆(Hx+ Fϱ)

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
Hx+ Fϱ

∆(Hx+ Fϱ)

]
= [∗]⊤

[
Θ−1

1 Θ2

∗ Θ3

][
Hx+ Fϱ

ϱ

]
≥ 0 (A.11)

where ϱ = (Im −∆F )−1∆Hx which is equivalent to ϱ = ∆Hx +∆Fϱ. Now if
[
x⊤ ϱ⊤

]⊤
∈ X , then we

have [
x

ϱ

]⊤ [
H F

Om×p Im

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
H F

Om×p Im

][
x

ϱ

]
≥ 0 (A.12)

given the property in (A.11) and the fact that ∀
[
x⊤ ϱ⊤

]⊤
∈ X , ∃∆ ∈ D such that ϱ = ∆Hx+∆Fϱ. As

a result, one can derive the following relation

X ⊆ Y :=

{[
x́

ϱ́

] ∣∣∣∣∣
[
x́

ϱ́

]⊤ [
H F

Om×p Im

]⊤ [
Θ−1

1 Θ2

∗ Θ3

][
H F

Om×p Im

][
x́

ϱ́

]
≥ 0

 . (A.13)

Now by (A.13) it is obvious to see that (A.10) holds if[
x

ϱ

]⊤ [
Φ G

∗ Om

][
x

ϱ

]
< 0, ∀

[
x

ϱ

]
∈ Y \ {0n+m} (A.14)
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holds. Clearly, the structure of (A.14) and Y enables us to apply S-procedure so that we can conclude that
(A.14) is true if and only if2.

∃κ > 0 :

[
Φ G+ κH⊤Θ2

∗ κF⊤Θ2 + κΘ⊤
2 F + κΘ3

]
+ κ

[
H⊤

F⊤

]
Θ−1

1

[
H F

]
=

[
Φ G+ κH⊤Θ2

∗ κF⊤Θ2 + κΘ⊤
2 F + κΘ3

]
+

[
κH⊤

κF⊤

]
(κΘ1)

−1
[
κH κF

]
≺ 0. (A.15)

It should be emphasized here that for the cases of having a single constraint like (A.14), S-procedure can
produce an equivalent condition. Applying the Schur complement to (A.15) with Θ−1

1 ≻ 0 yields (3.11)
which is equivalent to (A.14). Since (A.14) infers (A.10) which is equivalent to (3.10), hence we have
shown that (3.11) is a sufficient condition for (3.10) with F = D. Finally, it is obvious that (3.10) and the
well-posedness of (Im −∆F )−1 with F ⊆ D are inferred by (3.9) and (3.11), respectively.

If Θ−1
1 = Op, (A.15) and (A.7) become (3.13) and (3.12), respectively, where Θ1 does not need to be

considered as the Schur complement does not need to be applied at the steps of (A.15) and (A.7).
Finally, it is important to mention that (3.9) and (3.11) can handle an uncertainty term G∆(Ip−F∆)−1H

via Sylvester’s determinant identity3 det(Ip − F∆) = det(Im −∆F ), and ∆(Ip − F∆)−1 = (Im −∆F )−1∆

which is a special case of (A.3) in [173]. ■

2Since (A.15) with κ = 0 cannot be feasible, thus κ ≥ 0 is applied in (A.15) for the condition κ ≥ 0 introduced by the
application of S-procedure

3See B.1.16 in [348]
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Appendix B

Proof of Theorem 4.1

Proof. The proof is similar to the Lemma 2.3 apart from the fact that we have a weight function ϖ(·) here.
Let ε(τ) := x(τ)−F⊤(τ)(F⊗In)

∫
K ϖ(θ)F (θ)x(θ)dθ, where F (τ) = f(τ)⊗In. Considering the expression

of ε(·) with
∫
K ϖ(τ)ε⊤(τ)Uε(τ)dτ , we have∫

K
ϖ(τ)ε⊤(τ)Uε(τ)dτ =

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ − 2

∫
K
ϖ(τ)x⊤(τ)UF⊤(τ)dτ(F⊗ In)ϑ+

ϑ⊤
∫
K
ϖ(τ)(F⊗ In)

⊤F (τ)UF⊤(τ)(F⊗ In)dτϑ, (B.1)

where ϑ :=
∫
K ϖ(θ)F (θ)x(θ)dθ. Now apply (2.1) to the term UF⊤(τ) with F (τ) = f(τ)⊗ In and U = U⊤,

we have

U(f⊤(τ)⊗ In) = f
⊤(τ)⊗ U =

(
f⊤(τ)⊗ In

)
(Id ⊗ U) = F⊤(τ)(Id ⊗ U). (B.2)

Apply (B.2) to some of the terms in (B.1). It follows that∫
K
ϖ(τ)x⊤(τ)UF⊤(τ)dτ(F⊗ In)ϑ =

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (Id ⊗ U) (F⊗ In)ϑ

= ϑ⊤(Id ⊗ U)(F⊗ In)ϑ = ϑ⊤(F⊗ U)ϑ. (B.3)

By (B.2) and (2.1) and the fact that F = F⊤, we have∫
K
(F⊗ In)

⊤ϖ(τ)F (τ)UF⊤(τ)(F⊗ In)dτ = (F⊗ In)

∫
K
ϖ(τ)F (τ)F⊤(τ)dτ(F⊗ U)

(F⊗ In)

[∫
K
ϖ(τ)f(τ)f⊤(τ)dτ ⊗ In

]
(F⊗ U) = F⊗ U (B.4)

where F (τ) = f(τ)⊗In and F−1 =
∫
K ϖ(τ)f(τ)f⊤(τ)dτ . Substituting (B.4) into (B.1) and also considering

the relation in (B.3) yields∫
K
ϖ(τ)ε⊤(τ)Uε(τ)dτ =

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ

−
∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (F⊗ U)

∫
K
ϖ(τ)F (τ)x(τ)dτ. (B.5)

Given U ≻ 0, (B.5) gives (4.3). This finishes the proof. ■
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Appendix C

Proof of Theorem 4.4

Proof. Let U ≻ 0 and ϖ(·) and f(·) satisfying (4.2) be given which gives F−1 =
∫
K ϖ(τ)f(τ)f⊤(τ)dτ ∈

Sd≻0. Using the Schur complement to (4.22) with U ≻ 0 concludes that Y ⪰ X⊤U−1X for any Y , X =

Rowd
i=1 Xi ∈ Rn×ρdn satisfying (4.22). Now consider W in Theorem 4.3 with Y ⪰ X⊤U−1X and (4.21), we

have

W ⪰
∫
K
ϖ(τ)(f⊤(τ)⊗ Ind)X

⊤U−1X(f(τ)⊗ Ind)dτ = X̂⊤
∫
K
ϖ(τ)(f(τ)⊗ In)U

−1
(
f⊤(τ)⊗ In

)
dτX̂

= X̂⊤
(∫

K
ϖ(τ)

(
Id ⊗ U−1

)
(f(τ)f⊤(τ)⊗ In)dτ

)
X̂ = X̂⊤(F−1 ⊗ U−1

)
X̂ (C.1)

with X̂ = Coldi=1 Xi ∈ Rdn×ρn. By the structures in (C.1), one can also conclude that W in Theorem 4.3
satisfies

W = X̂⊤(F−1 ⊗ U−1
)
X̂ (C.2)

with
X̂ = (F⊗ U)Υ, Y = X⊤U−1X (C.3)

for a given U ≻ 0, where the values of X for Y in (C.3) can be determined by the structural relation
X = Rowd

i=1 Xi ∈ Rn×ρdn with X̂ = (F⊗ U)Υ = Coldi=1 Xi ∈ Rdn×ρn.
By (C.1)–(C.3) with (4.14), we have

Sy
(
Υ⊤X̂

)
−W ⪯ Sy

(
Υ⊤X̂

)
− X̂⊤ (F−1 ⊗ U−1

)
X̂ ⪯ Υ⊤ (F⊗ U)Υ (C.4)

holds for any Y and X = Rowd
i=1 Xi ∈ Rn×ρdn satisfying (4.22), and

Sy
(
Υ⊤X̂

)
−W = Sy

(
Υ⊤X̂

)
− X̂⊤ (F−1 ⊗ U−1

)
X̂ = Υ⊤ (F⊗ U)Υ (C.5)

if Y and X satisfy the equalities in (C.3). Given Υz =
∫
K ϖ(τ)F (τ)x(τ)dτ in Theorem 4.3 in light of the

results in (C.4) and (C.5), we have

z⊤
[
Sy
(
Υ⊤X̂

)
−W

]
z ≤ z⊤Υ⊤(F⊗ U)Υz =

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (F⊗ U)

∫
K
ϖ(τ)F (τ)x(τ)dτ (C.6)

holds for any Y and X satisfying (4.22) with U ≻ 0, and

z⊤
[
Sy
(
Υ⊤X̂

)
−W

]
z = z⊤Υ⊤(F⊗ U)Υz =

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (F⊗ U)

∫
K
ϖ(τ)F (τ)x(τ)dτ (C.7)

holds with (C.3).
As a result, the above arguments show that under the same ϖ(·), U and f(·), one can always find X

and Y for (4.22) to render (4.23) to become identical to (4.3) in which case it corresponds to the smallest
achievable inequality bound gap of (4.23). Since the smallest achievable inequality bound gap of (4.17) is
also identical to (4.3), this finishes the proof of this theorem. ■
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Appendix D

Proof of Lemma 5.2

Proof. The proof of Lemma 5.2 is inspired by the proof of Lemma 2 in [188] and the proof of Lemma 5 in
[57]. Firstly, one can conclude that Ed in (5.26) is invertible for any f(·) ∈ L2

ϖ

(
K # Rd

)
, g(·) ∈ L2

ϖ

(
K # Rδ

)
satisfying (5.24) since

Ed =

∫
K
ϖ(τ)e(τ)e⊤(τ)dτ =

[
Iδ −A

] ∫
K
ϖ(τ)

g(τ)
f(τ)

[g⊤(τ) f⊤(τ)
]
dτ
[
Iδ −A

]⊤
≻ 0, (D.1)

where the positive definite matrix inequality can be derived based on (5.24) and the property of congruence
transformations with the fact that rank

[
Iδ −A

]
= δ. Consequently, E−1

d is well defined.
Let υ(τ) := x(τ)−F⊤(τ)(Fd⊗ In)

∫
K ϖ(θ)F(θ)x(θ)dθ−E⊤(τ)

(
E−1
d ⊗ In

) ∫
K ϖ(θ)E(θ)x(θ)dθ, where F(·),

E(·) have been given in Lemma 5.2. By A =
∫
K ϖ(τ)g(τ)f⊤(τ)dτFd and e(τ) = g(τ) − Af(τ) ∈ Rδ, we

have∫
K
ϖ(τ)e(τ)f⊤(τ)dτ =

∫
K
ϖ(τ) [g(τ)−Af(τ)] f⊤(τ)dτ =

∫
K
ϖ(τ)g(τ)f⊤(τ)dτ −A

∫
K
ϖ(τ)f(τ)f⊤(τ)dτ

=

∫
K
ϖ(τ)g(τ)f⊤(τ)dτ −

(∫
K
ϖ(τ)g(τ)f⊤(τ)dτ

)
FdF

−1
d = Oδ×d. (D.2)

Now substituting the expression of υ(·) into
∫
K ϖ(τ)υ⊤(τ)Uυ(τ)dτ and considering (D.2) yields∫

K
ϖ(τ)υ⊤(τ)Uυ(τ)dτ =

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ − 2

∫
K
ϖ(τ)x⊤(τ)UF⊤(τ)dτ(Fd ⊗ In)ζ

+ ζ⊤
∫
K
ϖ(τ)(Fd ⊗ In)

⊤F(τ)UF⊤(τ)(Fd ⊗ In)dτζ − 2

∫
K
ϖ(τ)x⊤(τ)UE⊤(τ)dτ(E−1

d ⊗ In)ω

+ ω⊤∫
K ϖ(τ)(E−1

d ⊗ In)
⊤E(τ)UE⊤(τ)(E−1

d ⊗ In)dτω

(D.3)

where ζ :=
∫
K ϖ(θ)F(θ)x(θ)dθ and ω :=

∫
K ϖ(θ)E(θ)x(θ)dθ. Apply (2.1) to the term UF⊤(τ) and UE⊤(τ)

and consider F(τ) = f(τ)⊗ In and E(τ) = e(τ)⊗ In, then we have

UF⊤(τ) = F⊤(τ)(Id ⊗ U), UE⊤(τ) = E⊤(τ)(Iδ ⊗ U) (D.4)

given (X ⊗ Y )⊤ = X⊤ ⊗ Y ⊤. One the other hand, it is true that∫
K
ϖ(τ)F(τ)F⊤(τ)dτ =

(∫
K
ϖ(τ)f(τ)f⊤(τ)dτ

)
⊗ In = F−1

d ⊗ In∫
K
ϖ(τ)E(τ)E⊤(τ)dτ =

(∫
K
ϖ(τ)e(τ)e⊤(τ)dτ

)
⊗ In = Ed ⊗ In

(D.5)

since F(τ) = f(τ)⊗ In and E(τ) = e(τ)⊗ In. By using (D.4) and (D.5) with (2.1) to some of the terms in
(D.3), it follows that ∫

K
ϖ(τ)x⊤(τ)UF⊤(τ)dτ(Fd ⊗ In)ζ = ζ⊤(Fd ⊗ U)ζ∫

K
ϖ(τ)x⊤(τ)UE⊤(τ)dτ(E−1

d ⊗ In)ω = ω⊤(E−1
d ⊗ U)ω.

(D.6)
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and∫
K
(Fd ⊗ In)

⊤ϖ(τ)F(τ)UF⊤(τ)(Fd ⊗ In)dτ = (Fd ⊗ In)

∫
K
ϖ(τ)F(τ)F⊤(τ)dτ(Fd ⊗ U) = Fd ⊗ U∫

K
(E−1

d ⊗ In)
⊤ϖ(τ)E(τ)UE⊤(τ)(E−1

d ⊗ In)dτ = (E−1
d ⊗ In)

∫
K
ϖ(τ)E(τ)E⊤(τ)dτ

(
E−1
d ⊗ U

)
= E−1

d ⊗ U.

(D.7)

Substituting (D.7) into (D.3) and also considering the relations in (D.6) yields∫
K
ϖ(τ)υ⊤(τ)Uυ(τ)dτ =

∫
K
ϖ(τ)x⊤(τ)Ux(τ)dτ −

∫
K
ϖ(τ)x⊤(τ)F⊤(τ)dτ (Fd ⊗ U)

∫
K
ϖ(τ)F(τ)x(τ)dτ

−
∫
K
ϖ(τ)x⊤(τ)E⊤(τ)dτ

(
E−1
d ⊗ U

) ∫
K
ϖ(τ)E(τ)x(τ)dτ. (D.8)

Given U ⪰ 0, (D.8) gives (5.25). This finishes the proof. ■
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Appendix E

Proof of Lemma 7.3

Proof. The proof is based on the insights illustrated in [341]. Consider the equality

∫ −r1

−r2

ϖ(τ)x⊤(τ)Ux(τ)dτ =

∫ −r1

−ϱ

ϖ(τ)

[
x(τ)

0n

]⊤ [
U Y

∗ U

][
x(τ)

0n

]
dτ

+

∫ −ϱ

−r2

ϖ(τ)

[
0n

x(τ)

]⊤ [
U Y

∗ U

][
0n

x(τ)

]
dτ =

∫ −r1

−r2

y⊤(τ)

[
U Y

∗ U

]
y(τ)dτ (E.1)

which holds for any Y ∈ Rn×n with

R2n ∋ y(τ) :=



[
x(τ)

0n

]
,∀τ ∈ [−ϱ,−r1]

[
0n

x(τ)

]
,∀τ ∈ [−r2,−ϱ].

(E.2)

Assume that Y ∈ Rn×n satisfies [ U Y
∗ U ] ⪰ 0, then one can apply (7.16) to the rightmost integral in (E.1)

with K = [−r2,−r1] and f(·) ∈ L2
ϖ

(
K # Rd

)
, which yields

∫ −r1

−r2

ϖ(τ)x⊤(τ)Ux(τ)dτ =

∫ −r1

−r2

ϖ(τ)y⊤(τ)

[
U Y

∗ U

]
y(τ)dτ

≥
(∫ −r1

−r2

ϖ(τ)y⊤(τ)
[
I2n ⊗ f(τ)

]⊤
dτ

)([
U Y

∗ U

]
⊗ F−1

)(∫ −r1

−r2

ϖ(τ)
[
I2n ⊗ f(τ)

]
y(τ)dτ

)
. (E.3)

Furthermore, it follows that

∫ −r1

−r2

[
I2n ⊗ f(τ)

]
y(τ)ϖ(τ)dτ =

∫ −r1

−ϱ

[
In ⊗ f(τ) Odn

Odn In ⊗ f(τ)

][
x(τ)

0n

]
ϖ(τ)dτ

+

∫ −ϱ

−r2

[
In ⊗ f(τ) Odn

Odn In ⊗ f(τ)

][
0n

x(τ)

]
ϖ(τ)dτ =

[∫ −r1
−ϱ

[In ⊗ f(τ)]x(τ)ϖ(τ)dτ∫ −ϱ

−r2
[In ⊗ f(τ)]x(τ)ϖ(τ)dτ

]
. (E.4)

Substituting (E.4) into (E.3) and using the properties of the commutation matrix in (7.12) yields (7.18).
This finishes the proof. ■
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