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Abstract

With the rise of computer vision, video analytics systems have become more prevalent in the real-world, which automatically process video camera footage to produce information for human users. However, the majority of the existing research has looked at small parts of the overall puzzle in isolation, often focusing on accuracy while ignoring other practical requirements such as computation time and protecting privacy. The research presented in this thesis focuses on the development of a person tracking video analytics system that moves towards what is needed for real-world implementation with embedded systems. This is contextualised in a motivating scenario based on commercial market research, a modern application of computer vision moving away from traditional state-controlled surveillance. The aim is to balance the trade-off between accuracy and speed, with a modular pipeline to allow for better control and transparency into the algorithms being used. The developed video analytics system consists of a novel superpixel-based background estimation algorithm, person detection using off-the-shelf methods, an unsupervised person re-identification approach for classifying identities across multiple camera views, a Kalman Filter-based spatio-temporal model for tracking people by their positions, and a model fusion module that combines the appearance-based re-identification and spatio-temporal models together to improve the classification accuracy. In addition to the algorithms, this thesis also investigates the privacy loss encountered by these types of video analytics systems, firstly through a survey into public perceptions of privacy around surveillance cameras, and secondly through the proposal of a system architecture that uses computer vision and embedded systems to help protect privacy by default. This is then implemented with the use of smart cameras, and the impacts on accuracy, speed, and networking constraints are discussed. Lastly, further techniques for accelerating computer vision tasks in embedded system contexts are presented, with a case study demonstrating the use of Hardware/Software Co-design. The combination of all of these different factors brings a holistic view to the development of practical and ethical video analytics systems for person tracking, making progress towards overcoming the challenges faced by system designers and developers in real-world implementation.
the night has a thousand eyes
and a thousand eyes can’t help but see...
the night has a thousand eyes
and a thousand eyes will see me...
Acknowledgements

Thank you to:

My supervisors, Morteza Biglari-Abhari and Kevin I-Kai Wang, for their continued guidance, for proof-reading many papers, for helping me navigate the bureaucratic processes of the university, for making time to let me drop in and chat at weird times during the day (and night). Without their support, the thesis journey would have much significantly more difficult, and I appreciate them for doing their best to help me along the way.

A number of academics throughout the university who have helped me along my journey in some way, including Zoran Salcic, Mark Andrews, Kevin Sowerby, Partha Roop, Karl Stol, Peter Richards, Thomas Lumley, Suzanne Woodward, Ethan Plaut, Jon Pearce, Nicola Gaston, Dion O’Neale, and many others. A significant thank you should be reserved for John Cater, who taught me image processing as part of ENGSCI712 (Computational Methods for Signal Processing), which sparked my interest in computer vision and provided me with an introduction into this space. He also forced me to learn \LaTeX, which turned out to be very helpful in the end. Thank you also to Salim and Steve from the University of Wollongong for their contributions to the first part of my research work (which unfortunately hasn’t made it into this thesis).

The undergraduate students who assisted with research work as part of summer research scholarships and Part IV projects, as well as the students who suffered through my teaching. Thank you to the department for having confidence in me and giving me the opportunity to help shape the next generation of engineers and work hard to improve their educational experiences in a small way.

The participants who contributed towards my person tracking dataset, and those that (anonymously) responded to my privacy perception survey. Without your time and well-considered thoughts, validating my algorithms would have been a lot harder, and the privacy chapter of this thesis would probably not exist. Thank you also to subject matter experts who had conversations with me about my research, and helped to give me new ideas, facts, and perspectives that I could incorporate into the thesis.

The groups of people who helped make my doctoral education more rounded by giving me opportunities outside the scope of my main degree, including those at the Center for Innovation and Entrepreneurship, UniServices, ReturnOnScience, Momentum, the School of Graduate Studies, the Postgraduate Students Association, the Alumni Relations and Development Office, Bridget Williams Books, the Prime Minister’s Chief Science Advisor’s Office, the Office of the
Privacy Commissioner, the United Nations Youth Association of New Zealand, the Auckland University Robotics Association, and Te Ara Poutama at Auckland University of Technology.

All the friends who let me debate ethics and morality with them, particularly around privacy, for helping me better understand my thoughts and test my hypotheses. Additional thanks go to all of the people that I met through the tight-knit social media networks in New Zealand, who not only helped promote my work but also taught me so much more outside of my doctoral studies (check me out on Twitter, I’m @andrewtychen for now).

The other postgraduate students, technicians, and staff members in the Electrical and Computer Engineering Department for doing our best to create a positive community together under heavy work pressure, for always being willing to lend an extra hand wherever possible, for always having the right monitor cable when we needed one.

The members of the (unofficial) Embedded Systems Research Group for all of the support as we went on this doctoral journey together - Ben, Hammond, Nathan, Krystine, Ameer, Michael, Ryan, and Zac. We enjoyed many lunches, interactions with Slackbot, and teaching experiences (for better or for worse) together over the years. Having a group of close colleagues and friends is critical for surviving the doctoral experience, and I appreciate them for being here, there, and everywhere whenever we needed each other. A special thank you to Benjamin Tan, for being my Part IV Project partner in 2014 and entering the doctoral journey one year ahead of me, so that I could ask him a million questions about the process, and for showing that finishing a doctoral thesis is achievable.

My parents and family - Mum, Dad, Wendy, and Doug - for making sure I was fed, for keeping me healthy, for driving me across the city when I needed transportation. They put up with me when I was tired and cranky, and reduced my burdens in so many unseen and underappreciated ways.

Charlotte, for making me feel worthy of continuing on this journey, for making me feel better when times were tough, for making me feel loved. Four and a half years ago neither of us knew what we were in for, but now as we head towards the completion of my doctoral degree we have the next phase of our lives ahead of us, finally with both of us living in the same city. I’m really looking forward to it.
Contents

1 INTRODUCTION  1
   1.1 Introductory Definitions  2
   1.2 A Motivating Scenario  3
   1.3 Problem Statement  4
   1.4 Existing Person Tracking Systems  5
   1.5 The Proposed Image Processing Pipeline  10
   1.6 Research Contributions  11
   1.7 Thesis Outline  12

2 BACKGROUND ESTIMATION  13
   2.1 Related Works  15
   2.2 Algorithm Description  16
   2.3 Experimental Results  22
   2.4 Discussion  35
   2.5 Conclusions  36

3 PERSON DETECTION AND FEATURE EXTRACTION  37
   3.1 Finding People  38
   3.2 Describing People  43
   3.3 Conclusions  46

4 PERSON RE-IDENTIFICATION  47
   4.1 Dataset  48
   4.2 Dimensionality Reduction  55
   4.3 Metric Learning  56
   4.4 Classification  66
   4.5 Conclusions  73

5 PERSON TRACKING  75
   5.1 Spatio-temporal Based Tracking  75
   5.2 Model Fusion  85
   5.3 Experimental Results  96
   5.4 Conclusions  102
6 PRIVACY-AFFIRMING ARCHITECTURES
6.1 Privacy and Computer Vision ................................................. 106
6.2 Understanding Public Perceptions of Privacy ................................. 108
6.3 Protecting Privacy ................................................................. 119
6.4 A Test for Privacy-Oriented Systems ........................................ 125
6.5 Conclusions .................................................................. 128

7 DISTRIBUTED IMAGE PROCESSING ........................................ 129
7.1 Smart Cameras .................................................................. 129
7.2 Experimental Results ............................................................. 132
7.3 Conclusions .................................................................. 134

8 HARDWARE/SOFTWARE CO-DESIGN ...................................... 135
8.1 Accelerating SuperBE ............................................................. 135
8.2 Literature Review ................................................................. 138
8.3 Software Acceleration ............................................................. 140
8.4 Hardware Acceleration ........................................................... 143
8.5 Conclusions .................................................................. 150

9 CONCLUSIONS AND FUTURE WORK ................................... 153
9.1 Summary of Contributions ...................................................... 153
9.2 Future Work .................................................................. 154
List of Publications

The following peer-reviewed and published papers have been adapted for use in parts of this thesis:


Chapter 1

Introduction

“The advancements in computer vision these days are creating tremendous new opportunities in analyzing images, that are exponentially impacting every business vertical, from automotive to advertising to augmented reality” - Evan Nisselson, Venture Capitalist

By some estimates, neurons responsible for vision occupy approximately 30% of the brain [1], and it is estimated that vision accounts for as much as 80-85% of the sensory information entering our brains [2]. It has long been a goal for researchers to develop systems that can perceive the world with as much accuracy and resolution as biological human eyesight. Cameras can be treated as a sensor, just like a light sensor or temperature sensor, which provide data about the external environment to a computer. With robust vision, computer systems such as robots, intelligent environments, and surveillance systems can make more knowledgeable decisions based on the world around them. As Stanford University Professor Fei-Fei Li said, “if we want machines to think, we need to teach them to see” [3].

Computer vision and image processing have been hotly researched and popular areas over the last decade. Video analytics is a relatively new term, referring to the extraction of data and information from video footage. Also known as video content analysis, this is done in an automated way, often using advanced artificial intelligence and machine learning techniques. Where camera feeds once had to be manually watched by a human to interpret and make decisions, computers could potentially automatically process hundreds or thousands of camera feeds at once, generating alerts or statistics as needed. Naturally, this improvement in scalability and reduction in cost has attracted the attention of corporations, broadening the market beyond physical security and law enforcement. An increasing number of video analytics products have become available on the market in recent years, often embedded within other products offered to end consumers. Video analytics can be targeted towards a multitude of applications, from reading number plates to motion detection to asset management.

One of the most important video analytics applications is person tracking. Corporations and governments are interested in knowing who is where and at what times. This information can be used for many purposes, from helping design better customer experiences to keeping people

safe from security threats. People counting alone is estimated to become a $1+ billion market by 2022. Higher-level insights into how people use physical spaces and being able to provide location-aware services are even bigger markets, and video analytics will play a large role in improving the functionality and capabilities in this space. It is estimated that video analytics broadly will grow to a $8+ billion market by 2023. However, the primary barriers to adoption thus far have been accuracy rates below customer expectations and impractical cost structures. For example, requiring very expensive computing platforms to process large amounts of data quickly for relatively low-value information is not financially viable or sustainable. In other words, there have been practical challenges that constrain the translation of technology from the laboratory into the real-world.

“Our movements and feelings are constantly monitored, because surveillance is the business model of the digital age” - Katharine Viner, Journalist

Video analytics is sometimes seen as business jargon - a euphemistic term that can hide the surveillance systems that are actually being built. Science fiction has no shortage of stories about cameras and surveillance, and we would be foolish to insist that technology is value neutral and that video analytics systems pose no threat to society. In China, a nationwide person tracking system using facial recognition to complement a social credit system is planned for completion by 2020. But advances in video analytics have not only helped governments develop large-scale surveillance systems; they have also enabled a broader range of applications beyond state-driven security and safety. Corporations are increasingly interested in using cameras to gather information that generates additional value and drives up profits. Corporations affect the lives of consumers in different ways to governments, and will wield the power of surveillance systems differently too. There are clear dangers to our privacy, and technologists have an obligation to develop new systems in a way that does not create more harm than good.

The novel Night Has A Thousand Eyes by Cornell Woolrich was published in 1945, inspiring a variety of popular artworks including a film, a jazz standard, and a poem. But it is the pop song performed by Bobby Vee that gave the inspiration for the title of this thesis; the song referred to a faceless night that was always watching, with a thousand stars feeling like a thousand eyes. With modern computer vision techniques and hardware, perhaps we can now develop computers with a thousand eyes. Doing so in an ethical way is critical to maintaining our freedoms, and must be taken into account when designing video analytics systems.

1.1 Introductory Definitions

Before progressing any further, a few key terms should be defined. Person detection refers to the task of finding people in an image. This is often based on a person model, where the computer
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1.2 A Motivating Scenario

Person tracking and surveillance have traditionally been the domain of law enforcement and public safety, watching for criminal acts and acting as a deterrent. But as the costs of deploying large-scale camera networks continue to fall, and the abilities of artificial intelligence and computer vision continue to rise, more commercial entities will utilise these types of systems to gain insights into how customers use and interact with physical space. This is a form of business intelligence, giving system owners actionable information that can help improve customer experiences and business processes.

For example, let us imagine a typical supermarket. There are a lot of decisions about how that supermarket is set up, such as how aisles are laid out, where the products are placed, and so on, that are known to have strong impacts on consumer purchasing behaviour [4, 5, 6, 7]. Most commonly, these insights have come from stationing human market researchers with a clipboard and a pen, observing shoppers and taking notes manually. It is a boring job, with only partial temporal coverage, and there are observer effects that change how the shoppers behave when they know that they are being watched.

Instead of human researchers, we could set up a camera network that observes the shoppers all the time and automatically processes the video footage. At a basic level, the system would be able to detect people and their positions throughout the store. That would allow the system owner to count the number of people in the shop at any time, determine which aisles are most popular, and identify which paths customers are taking. Higher level insights can be
determined, such as generating alerts when checkout queues are too long, identifying which popular products should be placed closest to the entrance and exits, or scheduling staff to meet periodic consumer demand. Identities of observed shoppers could be linked to loyalty card information, which could provide new, previously unavailable insights such as which items a customer picked up but did not buy on this trip, allowing the system owner to send the customer a targeted special offer for their next visit.

A lot of companies are interested in the abilities of this type of system beyond retail applications. During the development of this thesis, a number of meetings were held with various companies to identify the needs and requirements of industry. A corporate building manager wanted to incorporate this technology into their existing meeting room management system to monitor occupancy. An airline expressed interest in using this technology to better inform staff scheduling decisions for their airport lounges. Shopping mall owners wanted to gather better metrics about the popularity of their client retail outlets. A city council was interested in measuring pedestrian traffic flows in the city centre to provide better evidence for pedestrian-friendly urban planning. These different applications will all have slightly varying requirements, and are mentioned here to show the diversity of potential applications. However, for the purpose of this thesis, the focus will remain on the supermarket scenario and the requirements relevant for that application.

1.3 Problem Statement

Indoor tracking is a well-investigated area with a multitude of potential solutions, ranging from active transmission systems like RFID, Bluetooth, and ultrasonic, to unobtrusive passive systems such as Computer Vision [8]. Camera-based approaches are suitable in scenarios where the subject (i.e. the person being tracked) should not or cannot be an active participant; for example, a Wi-Fi localisation approach that requires the person being tracked to download an app to their smart phone would be inappropriate for a security application that tracks unauthorised individuals in a workplace. Computer vision allows us to passively observe the environment and extract information, such as the current positions of people, for further analysis.

The title of this thesis has two keywords that indicate the requirements of this video analytics system. The first is **practical**, which refers to the need for this system to use multiple cameras to cover large spaces, operate in real-time, and at a reasonable cost. The second is **ethical**, which refers to the need for this system to operate in a way that reduces the privacy loss experienced by the people who are being observed. While functionality and privacy are often treated dichotomously in the literature, the work in this thesis aims to find ways in which these two objectives can be complementary.

In order to achieve this, a camera network is needed with multiple cameras that can generate a continuous track as people walk in and out of view of each camera. There are two main approaches for maintaining tracks between cameras - a camera topology-based approach that identifies the sources and sinks of each camera view and tracks moving objects within
1.4 Existing Person Tracking Systems

camera views primarily based on motion and kinematics (or uses auxiliary sensors such as accelerometers to help track the objects between the camera views [9]), and a re-identification approach that matches features between people detected across multiple camera views and tracks primarily based on matching identities [10]. In this thesis, both of these models will be combined together to improve the accuracy of the tracking system. A tracking-by-detection [11] approach is used, i.e. detecting all people in each frame and using tracking and re-identification to match the people between frames.

Within the last decade, computer vision has incorporated artificial intelligence/machine learning to achieve various tasks. These two fields owe a lot to each other, and their growth has been largely symbiotic with the research communities from both sides working together to advance common goals. The current trend at computer vision conferences around the world is the use of Deep Learning and Convolutional Neural Networks (CNNs) [12]. These biologically-inspired systems are based on the neurons inside the mammalian visual cortex [13], and have shown to be very successful at a wide range of computer vision tasks, including object recognition [14], scene understanding [15], and person re-identification [16].

However, the main limitation of these approaches is that as the methods become more accurate, they also become more complicated and computationally expensive, pushing them further out of the reach of real-time execution, especially for resource-constrained embedded systems. While some research effort has been made towards accelerating neural network execution on embedded systems [17, 18], the struggle remains that embedded computers today do not have the computational resources available to run deep neural network inference in real-time. The work in this thesis also aims to develop alternative computationally efficient approaches for person tracking, balancing the need for high accuracy with real-time execution.

The focus on computationally-light algorithms suitable for embedded systems is driven by cost. It is not cost-effective to use a full desktop with multiple thousand-dollar Graphics Processing Units (GPUs) for each camera. Instead, the trend is moving towards the use of smart cameras - imaging devices with on-board processing capabilities. Naturally, there is a cost-performance trade-off: in order to reduce the cost of the smart camera, the processing power is also lower. This thesis will also show the impact of deploying the developed algorithms onto embedded computing platforms, and describe how algorithms could be further accelerated using Hardware/Software Co-Design. Combining all of these factors together shows a viable path forward for the design of real-world video analytics systems.

1.4 Existing Person Tracking Systems

The literature has many examples of comprehensive person tracking systems that have been developed. Very simple examples from the early 2000s include [19] from Microsoft, which used stereo cameras and blob detection to determine the position of people in a smart home environment, and [20], which used colour histograms to describe detected individuals. In [21], optical flow is used to track moving people, with a simple kinematics model operating
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in the background to continue tracking when subjects are obscured. M2Tracker [22] was an early example of using multiple cameras viewing the same scene from different viewpoints to separate and identify people in crowded scenes. A team from Carnegie Mellon University [23] identified people using their gait (i.e. walking style), and built a comprehensive tracking system from multi-camera calibration through to data visualisation. There was significant state interest, with many of these projects funded by the American, European, and Japanese governments and militaries [24, 25]. A survey paper [26] from 2005 noted that “automated visual surveillance systems [are] one of the main current application domains in computer vision”, but the problems were far from being solved at that point in time.

As image processing techniques continued to advance, the research effort moved in different directions. In [27], the modelling of people became more sophisticated, splitting the detected person up into parts and then describing each part by their colour and shape. A similar approach was taken in [11], except that the focus was on modelling the motion of those body parts and combining them together to track the overall individual. In [28], multiple cameras were calibrated so that a person’s track could be placed within the context of a global map so that the relationship between the subject and each camera could be determined. In [29], the focus was on the use of wireless sensor nodes with cameras attached, processing footage directly and sending processed data to a central computer, reducing power consumption and bandwidth. In VideoWeb [30], multi-objective optimisation was used to change camera configurations in order to ensure that cameras are sending the appropriate level of data for what they are seeing, and so that the maximum amount of physical space is being covered by the cameras. In [31], a data fusion approach is used to combine cameras with infrared badge sensors and fingerprint scanners to localise individuals within an office building. ViSE [32] focused on enabling human users of the system to be able to search for individuals based on their clothing characteristics. All of these works showed development in different parts of the overall system, without necessarily building a complete system that could work together overall. A survey paper [10] from 2013 presented this as five main parts and argued that more effort needed to be put into integrating them together:

- Performing multi-camera calibration - producing a single co-ordinate system common for all cameras
- Calculating the topology of the cameras - finding the relationships between the camera positions and camera views
- Object or person re-identification between cameras - appearance-based classification of identities
- Object or person tracking - spatio-temporal-based classification of identities
- Activity analysis - making the extracted data useful for end users and their target applications

However, in most historical cases the accuracy rates were not sufficiently high enough and the processing too slow to justify further development and investment, and many projects disappeared. Perhaps the computer vision techniques were not yet sufficiently advanced, and
the single-core processing hardware was not fast enough. In the early 2010s, deep learning presented a huge leap forwards in artificial intelligence, and combined with convolutional neural networks, achieved significantly higher accuracy rates than before. Improvements in parallel computing, particularly through the use of GPUs, meant that these complicated neural network techniques could be feasibly developed and tested, only requiring days to chew through the training data rather than months or years.

This provided the backdrop for more recent approaches, which do not all use convolutional neural networks, but are many orders of magnitude more complex and sophisticated than those from the previous decade. Modern works focusing on individual tasks will be discussed in each relevant Chapter of the thesis, but it is worth noting some recent examples of complete person tracking systems here to demonstrate how the technology has evolved. In [33], a pilot camera at an information kiosk captures the appearance of an individual, which is then matched to people seen at other query cameras throughout the building using only the lower half of the body based on the colour and texture appearance. In contrast, [34] uses an ensemble of face detectors to extract faces from camera feeds and then perform re-identification - this team from Queensland University of Technology has deployed real-world systems in Australia and South America. In [35], smart cameras perform simple face detection and re-identification to determine if observed people match user-described filters, and send images to a central controller only when there is something interesting or relevant. The main focus was on novel scheduling of distributed node data across a large distributed network. In [36], cameras are connected to Field Programmable Gate Arrays (FPGAs) to perform background modelling and local tracking at the point of image capture, while depth estimation and global object tracking are performed with GPUs at a central server. These computing platforms allow for significant parallelism to combat the computational complexity of the algorithms. In [37], the system moves beyond person tracking and uses a convolutional neural network to achieve human activity recognition. This provides a new source of information, not just telling the user where the people are, but also potentially what they are doing.

As the complexity of these algorithms and systems has increased, the embedded world has been left behind. With limited resources, both in terms of processing/computation and power/energy, the achievements seen in the literature have not generally been seen deployed on embedded devices. In addition, many algorithms use assumptions that may not apply in the real world, such as consistent frame rates, fixed camera positions, and consistent lighting and noise conditions. The performance of these algorithms can be artificially constrained for research purposes, with limited image resolutions and/or limited frame rates, decreasing the usability of these algorithms in the real world. As a result, there are many algorithms, but only a few successful hardware implementations. This is despite the fact that real-time processing doesn't necessarily mean processing 25 frames per second (fps) - even 5-10fps can be sufficient for most applications7.

It is important to note here that this short literature review does not focus on commercial offerings, even though the market is now hotly competitive - this is mostly because corporations
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tend to keep their methods and approaches secret, so it can be difficult to determine how their products actually work. However, from desk research into a number of different products, they seem to focus on relatively simpler tasks, such as person counting, queue detection, or heat mapping, which are tasks that don’t necessarily require re-identification or tracking. There is also a lack of good multi-camera systems in the market, with most video analytics solutions operating on single camera views independently and then potentially aggregating statistics together at a higher level. A few providers offer comprehensive person tracking services, but from interviews with distributors and customers, it appears that high accuracy is often overpromised, and that a number of early adopter customers have been left disillusioned and have turned off the analytics functionality of their systems. It can be hard to separate what is marketing hype and propaganda, and what the true capability of these commercial video analytics systems really is. This is in line with the experiences of researchers who have tried to deploy advanced computer vision techniques into real systems.

These challenges are reflected in a recent paper from a team at Northeastern University and Rensselaer Polytechnic Institute trying to implement a person tracking and surveillance network at an airport in the United States:

> the deployment of a re-id[entification] algorithm in a real-world environment faces many practical constraints not typically encountered in an academic research laboratory. In contrast to recently purchased, high-quality digital cameras, a legacy surveillance system is likely to contain low quality, perhaps even analog, cameras whose positions and orientations cannot be altered to improve performance. The video collected by cameras in the network is likely to be transmitted to secure servers over limited-bandwidth links, and these servers are likely to have limited storage, since many cameras’ data must be compressed and archived. These servers are also likely to be closed off from the Internet so that any algorithm upgrades and testing must be physically done on-site. Since the algorithm must run autonomously, a robust, crash-proof software architecture is required that takes advantage of any possible computational advantage (e.g. parallel or distributed processing) while still guaranteeing low latency. On the front end, the algorithm must run in real time, updating a ranked list of matching candidates as fast as they appear in each potential camera, and the results must be presented to the user in [an] easy-to-use, nontechnical interface.”

This passage highlights the poor emulation of real-world environments in academic research, and a need to strongly understand the requirements of end users. The paper also identifies that many academic datasets that are used to test and validate algorithms do not adequately represent the real-world scenarios that these algorithms are expected to be implemented in.
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In [39], new metrics for measuring the accuracy of person tracking systems are proposed, reflecting a change in the priorities within the academic community. Large scale datasets have also become more common, including MARS [40] and Airport ALERT [41], taken from real-world environments that provide more data for training complicated models as well as more challenging cases for evaluating the robustness of developed systems.
1.5 The Proposed Image Processing Pipeline

Human vision uses two layers of processing; the image is received by the eye, where initial processing such as colouring, filtering, contrasting, simple edge detection, and some movement/blur detection occurs, and then that information is further processed in the brain to detect and recognise objects, predict motion, and learn. To emulate this, the effort must be focused in two areas: the mathematical algorithms that process image data into meaningful information, and the hardware platforms and architectures that process the large amount of data in real-time and communicate that to other systems as necessary. The integration of these systems requires a multidisciplinary approach in order to build real-world systems.

In this thesis, the main focus is on presenting the different parts of a person tracking system developed as part of the Doctoral degree. In this approach, a number of pipeline modules are used for background estimation, person detection, feature extraction, position estimation, classification, model fusion, model updating, and overall tracking as shown in Figure 1.1, with the corresponding thesis Chapters labelled. Many person tracking systems in the literature use either spatio-temporal/position-based algorithms or appearance-based/person re-identification algorithms, but rarely both together. In more recent works [38, 39], single-view tracking (i.e. within the same camera view) is treated as a spatio-temporal tracking problem to create “tracklets” that have no notion of identity, and then appearance-based person re-identification is used to match identities across multiple cameras (i.e. is the person seen in this camera view the same as previously seen in another camera view) and connect tracklets together. In contrast, the proposed pipeline here brings these two approaches together to help inform each other, applying both a spatio-temporal model and an appearance-based model to each camera as a single-view classification problem, and using a data/model fusion step to improve the accuracy of that classification through re-ranking. This can then be easily extended to a multi-camera context by placing each of the cameras in a global map.

Even though there are potential accuracy losses at each stage, a modular approach allows for better transparency of the system and understanding of what is actually happening in the system rather than treating the system as a black box that opaquey produces correct outputs. This is important for allowing improvements to be made to the system because developers can swap modules as new approaches for each pipeline stage evolve. The modular approach means that it is not dependent on any one solution in a problem domain, and is more transparent than an end-to-end CNN approach. Development on these modules could also be conducted in parallel between multiple developers. Additionally, the modular approach lends itself towards an eventual real-world system that leverages smart cameras for distributed computing, where simpler tasks at the beginning of the pipeline can be completed at the point of image capture and more computationally expensive processing can be done at a central server or in the cloud. The modular approach allows this partitioning to be done more easily between smart cameras that can do some processing at the point of image capture and a more powerful central server; the proposed separation of responsibilities is also shown in Figure 1.1. This reduces the computation load on a central server which may have to match features with a large database,
supporting scalability towards large-scale camera systems.

A significant practical challenge for video analytics is the need for networking infrastructure that can support large-scale camera networks. A huge amount of bandwidth is required to stream data from the camera nodes, and synchronising this data is a non-trivial task. The proposed pipeline, when combined with the privacy-affirming architecture presented in Chapter 6, has the additional advantage of reducing the amount of network bandwidth consumption by only sending feature vectors that describe people to the central server rather than sending entire images, avoiding saturation of the network communication channels. This is a different approach to only sending the images when something interesting is happening [42] or increasing the bandwidth to allow for more data transfer. The privacy-affirming architecture also helps reduce the privacy loss experienced by those being observed by the cameras, which will be explained later in the thesis. This pipeline can also be applied in single-view or multi-camera contexts, with a central controller co-ordinating the camera views and data.

1.6 Research Contributions

The work completed for this thesis brings together methods from multiple fields to create a complete video analytics system for person tracking. There are a number of key research contributions:

- The development of three new algorithms or application of algorithms in new contexts:
  - SuperBE for background estimation (Chapter 2), which is significantly faster than many state-of-the-art methods while achieving comparable accuracy.
  - Sequential k-Means for one-shot person re-identification (Chapter 4), which is competitive against other unsupervised or one-shot methods.
  - A model fusion algorithm (Chapter 5) that combines a linear weighting approach with a decay function and rule-based system to cover corner cases effectively.

- The development of a person tracking and re-identification dataset (and associated annotation tool) called UoA-Indoor that can be used for evaluating the performance of the person tracking system (Chapter 4).

- Experimental analysis that demonstrates that the covariance metric is the most suitable metric learning approach where generalisability is required in a person re-identification context, superior to many more modern and complex choices (Chapter 4).

- Using model fusion to combine spatio-temporal and appearance-based models to improve classification accuracy for person tracking across multiple cameras (Chapter 5).

- Research into public perceptions of privacy through the use of surveillance camera scenarios, which reveal important factors that should be considered during system design (Chapter 6).

- The design of a system architecture that jointly helps protect the privacy of individuals being preserved (Chapter 6) and allows for distributed computing (Chapter 7).
1.7 Thesis Outline

The rest of the thesis is laid out as follows:

- In Chapter 2, the background estimation module is presented. This uses a novel algorithm named SuperBE (Superpixel-based Background Estimation), and presents detailed evaluation of this algorithm in comparison to the state-of-the-art.
- In Chapter 3, person detection algorithms are analysed, with a comprehensive literature review summarising the efforts in this space, and comparing two particular approaches, the Deformable Parts Model (DPM) and Aggregate Channel Features (ACF). Additionally, feature selection and extraction from the detected people are also presented here.
- In Chapter 4, the appearance model is presented, which includes dimensionality reduction and metric learning to improve separability, and an analysis of different classification methods that can be used to determine the identity of an observed individual for re-identification between multiple camera views.
- In Chapter 5, the spatio-temporal model is presented, which includes camera calibration and mapping to convert from image space co-ordinates to real-world co-ordinates, and position estimation using Kalman filters. The model fusion of the appearance and spatio-temporal models is also presented in detail, along with experimental results showing the speed and accuracy of the complete person tracking system.
- In Chapter 6, the topic of ethical video analytics and person tracking is analysed, including through the literature, interviews with subject experts and government officials, and a survey on public perceptions of privacy, leading to the proposal of the privacy-affirming architecture that uses computer vision to help protect privacy by default.
- In Chapter 7, the thesis returns to the person tracking pipeline and implements it with the privacy-affirming architecture using distributed computing approaches. The effect of using embedded smart cameras is discussed, including the impacts on accuracy, speed, control, and networking.
- In Chapter 8, some work looking into the future of embedded vision is presented, using Hardware/Software Co-Design techniques to accelerate computation with constrained resources. This is applied to the SuperBE background estimation algorithm, as a first step towards accelerating this person tracking pipeline further.
- In Chapter 9, conclusions are presented, and avenues for future work to improve the presented video analytics system are discussed.
Chapter 2

Background Estimation

Many computer vision problems are focused on the detection, tracking, and identification of objects in an image or video sequence. In most cases, passing an entire image through a slow algorithm looking for positive cases is wasteful, because the majority of the image yields negatives. Background estimation is a common method for classifying parts of the image as background and foreground, so that the background can be ignored in subsequent processing stages. When implemented appropriately, the additional cost of a background estimation algorithm can be significantly less than the cost of parsing irrelevant parts of an image with more expensive algorithms. This is increasingly important as we move towards processing higher resolution images that have more pixels. Additionally, as devices such as smart cameras become more popular, the viability of executing these complicated algorithms on embedded systems with constrained resources must be considered. In many applications real-time execution is critical, rendering highly accurate but slow and complex algorithms inappropriate.

Most background estimation methods are motion-based, meaning that they rely on the movement of objects between frames of a video sequence in order to identify the foreground. The general assumption is that static or slow-moving objects should be classified as background and masked out of the image. Common challenges include adjusting to slow-changing environmental conditions such as lighting, reducing susceptibility to noise, identifying false negative holes within objects, rejecting periodically-moving objects like tree branches in the wind, and avoiding the formation of “ghosts” when static objects in the background model move and cause the originating region to be erroneously classified as foreground.

The majority of background estimation methods are pixel-based, meaning that they develop background models for every pixel in the image and identify movement at the pixel-level. However, objects of interest are generally represented by more than one pixel. Biological vision does not operate at the pixel-level; the brain segments images into general shapes and then groups those shapes together to form objects. Some more recent approaches [44, 45, 46, 47, 48] have included the use of superpixels: clusters of pixels grouped together based on their perceptual similarity, resulting in groups of pixels with spatial and colour coherency. Operating at the superpixel-level could improve the accuracy of background estimation by classifying
objects rather than just pixels, and can significantly reduce the computational complexity and memory requirements for background estimation by reducing the number of elements in the background model. For example, in a 600x480 image, a pixel-level algorithm must maintain 288,000 elements in the background model (one for each pixel) but in a superpixel-level algorithm the image may be sufficiently represented by 500-2000 elements; two to three orders of magnitude less. These savings in computation and memory costs must be balanced against the added cost of superpixel clustering, which may require multiple iterations to converge.

A lightweight yet accurate background estimation algorithm would be of great utility for embedded applications that operate with constrained resources. In the context of the proposed person tracking pipeline, using some form of background estimation can significantly reduce the search space for the much more expensive person detection algorithm, and thus reduce computation costs. This Chapter presents in detail a novel background estimation algorithm called SuperBE, which aims to balance high accuracy with low computation cost. The primary contribution is the combination of a superpixel-level approach with a simple adaptive background modelling and updating scheme, suitable for video sequences with static camera views. Impacts of the choice between fixed and adaptive superpixels are also discussed. Additionally, related literature and existing methods are explored, specifically relating to superpixel-based background estimation and computationally efficient background estimation.
2.1 Related Works

Background estimation, also known as background subtraction, background modelling, or foreground detection, is a common way of segmenting an image so that objects of interest can be isolated [49]. In a person tracking / surveillance scenario, individuals are identified in images captured from (normally) static cameras. Since the environment is relatively static (i.e. the walls and ground do not move), a background model can be developed and removed from each frame, leaving only foreground objects, such as a person walking through the scene. Background estimation is a popular tool in person detection applications as an initial step in order to reduce overall computation time, as demonstrated in [19, 50, 51].

However, a static background model is generally insufficient; even with indoor settings, lighting conditions and reflections can change throughout the day [52, 53], new features could be introduced to the environment e.g. posters, and background objects such as tables and chairs may be moved. There are many approaches for adapting to these changes, including linear filtering (averaging the last N frames) [19, 20], density estimation (predicting future frames based on previous frames) [22], and machine learning approaches (using a large training set to classify likely frames based on previous frames) [54, 55, 56]. Some of these approaches attempt to solve additional challenges such as people standing still in conversation (which might cause them to become a part of the background) [57]. For readers interested in further details, recent surveys of the field cover a large variety of background modelling/subtraction techniques [49, 58, 59].

One of the state-of-the-art pixel-wise background subtraction algorithms is ViBe [60]. It turned many of the long-held assumptions about background estimation upside down by using a non-deterministic update model that randomly replaces samples in the background model. This allows a smooth decaying lifespan of the samples compatible with any framerate and reduces the number of samples required. Neighbouring pixels are also used to contribute to each pixel’s background model, helping ensure spatial consistency and coherency. At the time, ViBe achieved significantly better results than existing algorithms, and motivated the development of a new class of non-deterministic, non-parametric algorithms such as PBAS [61]. The proposed algorithm, SuperBE, uses a similar background and updating model and applies it to superpixels.

A superpixel is a cluster of pixels grouped together for spatial and colour coherency, essentially segmenting the image and forming superpixel borders along object boundaries. They are increasingly popular in computer vision because they significantly reduce the amount of processing required in later processing stages, while also reducing memory requirements. A number of different clustering algorithms have been applied to generating superpixels, such as mean shift and watershed, but more recently, superpixel-specific algorithms such as SLIC [62] and SNIC [63] have proven to be particularly effective, as shown in Figure 2.1. Using superpixels, object shapes can be more accurately identified and boundaries more clearly defined. In [64], colour covariance matrix manifolds are used in addition to colours to isolate foreground objects for image segmentation. In [48], superpixels are tracked between frames in order to segment
objects in videos.

However, many implementations of superpixels in background modelling or object detection are very computationally expensive, optimising for accuracy without consideration for real-time systems or embedded implementations with limited resources. Some papers report computation times in the order of seconds per frame, such as [46], a background subtraction method using superpixels and integrated motion estimation, which states that their method requires approximately 6 seconds to process one frame on a standard laptop. The more computationally expensive algorithms generally involve many dependent stages, such as [65], an object segmentation algorithm that uses superpixels to track objects in unconstrained video, which requires optical flow (<1 sec/frame), superpixel formation (1.5 sec/frame), and then object segmentation (0.5 sec/frame) for a total of approximately 2-3 seconds per frame. SuperBE simplifies the use of superpixels greatly in order to significantly reduce the required processing time so that a high fps can be achieved.

Additionally, some papers do not report timing or computational complexity at all [66], which makes it very difficult to compare these approaches on their ability to operate in real-time. Differing methods of reporting computation time can make fair comparison challenging, such as [47], a superpixel-based matrix decomposition method for background estimation, which reports computation times for batch processing 100 frames at only two image resolutions. Variation in the computing platforms can also give misleading impressions of the relative speeds of algorithms; for example, [56], a deep-learning based background subtraction method, reports background subtraction times from a Titan X GPU, which is not going to be a fair comparison against times obtained from a resource-constrained embedded computing platform. In this Chapter, computation time is reported for a wide range of image resolutions in frames per second, and details of the execution platform and dataset are provided for fair future comparison.

2.2 Algorithm Description

This Section discusses the two main stages of the algorithm: clustering superpixels and initialising the background model as shown in Figure 2.2, and classifying the superpixels and updating the background model as shown in Figure 2.3. These diagrams show the simple approach taken by SuperBE, without requiring computationally expensive online learning or search/tree-based approaches that become unsuitable for resource-constrained embedded implementations.

2.2.1 Superpixel Clustering

Images are made up of pixels, which provide a way of discretising the visual space into units that can be described numerically, whether in terms of intensity or colour. It is generally desirable from a consumer perspective to have more pixels in an image where possible, because it provides more information to describe the image and therefore allows for a clearer, sharper image that more closely matches what we might expect from human vision. However, in the computer
vision context there are often two problems: having more pixels increases the computation cost of processing that image because there is more information, and that additional information may not actually significantly improve the accuracy of algorithms. The majority of historical image processing research has worked on what would now be considered low-resolution images in the marketplace; this is reflected in the image resolutions of many image and video datasets, such as SegTrack, which uses images with resolutions of 640x360 or less [67].

By using superpixel clustering, the amount of information in the image can be reduced in a way that retains the general distribution of the image, reducing information redundancy, reducing the effects of high frequency noise, and reducing the amount of information to be processed by later algorithms. Using a superpixel algorithm leads to a significant improvement in comparison to drawing a static grid over the image because the object boundaries are identified more accurately, improving the accuracy of the background classification between frames. In theory, SuperBE can use any superpixel clustering algorithm, with the assumption that the clustering results in oversegmented images where objects are comprised of multiple superpixels. This is because describing an object with a single superpixel generally oversimplifies the object and reduces the accuracy of the descriptor. Ideally, the superpixel size should be set
to oversegment the smallest object to be detected. However, this cannot always be known at configuration-time, and is particularly difficult for camera views which may have perspective distortion, causing objects to appear smaller when they are further away from the camera, such as in long hallways or traffic cameras at low angles.

The SLIC superpixel clustering algorithm [62] was investigated because of its computational efficiency in comparison to other superpixel algorithms, and its ability to set a target number of superpixels in the image. Ultimately, SLICO was selected, a parameter-less version of the algorithm, which determines the number of superpixels automatically, primarily based on the resolution of the image. SLIC and SLICO work well assuming that the objects to be detected are reasonably large in the image and are described by multiple superpixels. Choosing
between SLIC and SLICO depends on whether the size of the objects to be detected is known at configuration-time and if the developer can select an appropriate target number of superpixels for the video sequence; SLICO is more appropriate when this is not possible.

Initially, each frame was passed through SLIC/SLICO, which labelled each pixel with a segment number. However, because each frame had independently clustered superpixels, the number of superpixels could change between frames, making it difficult to track the superpixels in the background model. The superpixels could also spatially “move” between frames, such that a superpixel in one frame corresponding to an object could move with the object in the next frame to a new spatial location, which complicates the process of keeping track of past sample values for each superpixel. Additionally, during preliminary execution profiling, it was found that the SLIC algorithm was responsible for 30% of the total execution time. For these reasons, it was decided that superpixel clustering should only be performed once, during background initialisation, resulting in a significant speed improvement when processing later frames. The superpixel segmentation is then stored and used for all future frames. At a pixel level, this results in more false positives as the bounds of detected objects are not as accurate, but the overall accuracy of the algorithm improved on all test sequences as the superpixels were tracked correctly and foreground objects were correctly classified more often. While the exact bounds of the objects may not be as tight as if superpixels were re-clustered for every frame, relatively good bounds are still achieved at the object-level for determining where the object is. This approach may not be as suitable for fine-grained object segmentation tasks, but satisfies the main objective of identifying the region(s) of interest for the purposes of reducing computation times for subsequent processing steps. Using superpixels was still more accurate than a simple rectangular grid because the background objects were segmented more accurately. In some applications, it could be appropriate to re-initialise the superpixel grid, for example after large-scale lighting changes or on a periodic basis to help reset accrued errors.

2.2.2 Background Model Initialisation

SuperBE uses a similar background model and update procedure to ViBe [60] due to its combination of high accuracy and relatively low computation cost, but has applied it at the superpixel level with some modifications. This modelling scheme has a number of advantages: the background model can be initialised from a single frame, samples in the background model have an exponentially decaying lifespan that is not dependent on the video frame rate, and neighbouring models are used to improve spatial consistency between pixels or superpixels.

In ViBe, when initialising the algorithm, the background model is based on neighbouring pixel values in order to ensure temporal and spatial consistency. However, in SuperBE the spatial consistency is already taken into account when clustering superpixels. The modelling process was adjusted by including the current superpixel itself when considering neighbours, so that the background model for each superpixel includes a self-value, rather than exclusively being filled with neighbouring superpixel values. Selection of the initialisation frame can therefore be quite important; for example, if there is a foreground object in the initialisation
frame, then this can cause a “ghost” [68] to appear once the foreground object starts moving and uncovers the actual background. However, the primary advantage of this method is that it allows the background model to be initialised from a single frame. This means that for a real-world embedded system, the system could be re-initialised when certain conditions are triggered, such as a significant change in illumination conditions when a light is turned on, and can help remove the impact of errors that may accrue over time. This is in contrast to many existing methods that require multiple frames for initialisation such as [69, 70], interrupting the video processing and potentially violating safety-critical continuous operation conditions.

2.2.3 Superpixel Classification

Selecting appropriate features for describing superpixels with sufficient discriminative strength is an active area of research with many proposed options. In the interest of developing a computationally light algorithm, the superpixels in SuperBE are described by using the pixels within each superpixel to calculate the arithmetic mean of each colour channel and a simple 3x3 colour covariance matrix. This is much lighter than related literature such as [71] which uses 11x11 covariance matrices, mapping the image to 11 feature dimensions. The results (in Section 2.3.2) show that three dimensions may be sufficient as the accuracy is high. By describing the mean and variance of the colours inside each superpixel the distributions can be identified, and compared against another superpixel to determine if they are similar. These two features are relatively quick to calculate, and the colour covariance matrix in particular has been shown to have high discriminative strength [66].

In order to determine if a superpixel should be considered part of the background or foreground, SuperBE considers its current similarity to past superpixels stored in the background model. In most pixel-level algorithms, this means that multiple past images have to be stored, consuming a large amount of memory space. However, SuperBE only needs to store the colour means and colour covariance matrices for each superpixel. This not only reduces the amount of memory consumption, but also the number of memory transactions, which helps reduce the computation time of the algorithm. Comparing the colour mean is simple using the Euclidean distance:

\[
d(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + (p_3 - q_3)^2}
\]

(2.1)

where \(p\) is the vector representing the means of the three colour channels of the current superpixel, \(q\) is the vector with the past means of that superpixel, and \(d(p, q)\) is the distance between the two vectors.

Comparing the colour covariance matrices is more difficult as the matrices are not in Euclidean space. Since all of the covariance matrices are symmetric and the same size, the similarity calculation is generally analogous to a Euclidean distance metric applied to matrices. Traditionally, the Förstner and Moonen [72] metric is used for covariance matrix similarity [71, 66]. In contrast, SuperBE uses a more recent measurement called the Jensen-Bregman LogDet Divergence [73]:

\[
J(X, Y) = \log \left| \frac{X + Y}{2} \right| - \frac{1}{2} \log |XY|
\]

(2.2)
where $X$ and $Y$ are two covariance matrices, $|\cdot|$ denotes the determinant, and $J(X, Y)$ is the matrix divergence, which can be used as a measure of (dis)similarity, where the larger the value the more dissimilar the two covariance matrices are. Additionally, the absolute value of this measure is used since only the magnitude of the distance between the covariance matrices is needed. This measure is chosen primarily for its lower computational complexity, avoiding any linear algebra eigen calculations. If both the Euclidean distance of the colour means and dissimilarity of the colour covariance matrices are below certain thresholds (discussed in Section 2.3.1), then the superpixel is considered to be similar to the past superpixel. In this implementation of the algorithm, floating point numbers are used to increase accuracy - it could be possible to develop an integer-only version of this algorithm with careful consideration of the covariance matrix similarity calculation.

### 2.2.4 Updating the Background Model

The background model is made up of multiple samples for each superpixel. For each frame, each superpixel is compared to the past superpixels in the background model, based on its colour means and colour covariance matrix. If the current superpixel is similar enough to sufficient background model samples, then the superpixel is classified as part of the background. This operation therefore depends on two parameters: the number of historical samples maintained in the background model for each superpixel ($B$), and the threshold number of past samples that need to be matched for the superpixel to be classified as background ($numMin$). It is important to balance these two parameters. If the ratio of $B$ to $numMin$ is too low, then it can be very easy for false negatives to occur, where background superpixels are incorrectly classified as foreground, because the threshold for background classification is too high. However, if the ratio of $B$ to $numMin$ is too high, then noise can more easily become false positives. Increasing the number of samples in the background model generally improves the accuracy of the algorithm. However, increasing $B$ increases the memory and computation requirements because there are more samples to store and compare, so a balance must be found. In order to reduce the computation time, like ViBe [60], SuperBE iterates through the background model and compares each sample to the current superpixel, and as soon as enough samples have been matched, it breaks out of the loop and does not compare the rest of the background samples.

When a superpixel has been classified as background, the current superpixel's background model is updated by replacing a uniformly random sample from the background model with the new mean and colour covariance matrix values. This non-deterministic update scheme allows for a smooth decaying lifespan, similar to natural processes like radioactive decay. The advantage of this approach is that this decay allows the update mechanism to adapt to different video frame rates. This is also a conservative update policy that never includes foreground samples in the background model in order to ensure the integrity of the background model. However, there may still be erroneous classifications (such as ghosts that permanently become part of the background model). To address this, a random neighbour may then also be selected based on a neighbour subsampling rate ($\phi$), and a random sample of its background model is
also replaced by the current superpixel’s colour mean and covariance matrices, thus “invading” the neighbouring superpixel. SuperBE builds a list of neighbours for each superpixel by looking at the superpixel boundaries and identifying adjacent superpixels. This update procedure helps ensure that the background model remains accurate over time, adaptively responding to low frequency changes in a video such as lighting changes throughout the day. It can also respond to large or sudden step changes (for example, a curtain being opened exposing more light into the room), but does so much more slowly, and reinitialisation of the background model may be more accurate in these cases.

If the current superpixel is sufficiently different to all of the background model samples, then the superpixel is classified as part of the foreground, and the area bounded by the superpixel boundaries is set to 1 (or 255 in greyscale) in a segmentation mask. Optionally, morphological operations can then be used in a post-processing step to fill in any holes (false negatives) between foreground superpixels, and also remove isolated noisy superpixels (false positives) as shown in Figure 2.4. The number of superpixels in relation to the size of the object(s) of interest can make a large difference to the post-processing. Generally, images should be oversegmented, i.e. the object of interest is represented by more than one superpixel, so that changes in lighting or colour across the object are accounted for and a more well-defined object boundary can be identified. When there are more superpixels, then the combined area of the incorrectly classified superpixels decreases, and morphological operations based on a fixed kernel size could cause more pixels to be incorrectly classified. To address this, the morphological operation kernels were parametrised based on the superpixel size. By using SLICO instead of SLIC, the potential for a human user to incorrectly set the target number of superpixels to be too high or too low was also removed. The post-processing step can have a large impact on the overall accuracy of the algorithm, but as shown in Section 2.3.2, even without post-processing SuperBE is comparable to state-of-the-art background estimation algorithms. Post-processing does come at a cost of significantly higher computation times, also reported in the results.

2.3 Experimental Results

To test the performance of the algorithm, the Change Detection (CDnet) 2014 dataset [74] (also referred to as the CDW2014 dataset) was used, which is comprised of 51 video sequences across
11 categories and includes human-annotated ground truth for most sequences. This collection of sequences represents a wide range of scenarios, including low-light conditions, complex scenes with many moving objects, varying frame rates, and different image resolutions. SuperBE was prototyped and tested in Python using OpenCV [75] and associated libraries such as NumPy in order to help reduce development time. Once the algorithm showed acceptable accuracy results, it was ported to C++ (with floating-point numbers) to help improve computation time. Interestingly, this led to a speed-up of at least 5x. The following subsections present discussion on the parameter selection, and show the comparative performance of SuperBE in terms of accuracy and computation time.

2.3.1 Parameter Selection

There are competing interests when performing parameter selection; the parameters that lead to the best accuracy do not necessarily result in the best computation time. Additionally, the Change Detection Workshop Challenge rules require that “only one set of tuning parameters be used for all videos” [74], even though different videos have varying characteristics and would perform better with optimised parameters. In order to balance between these interests, appropriate bounds were set for the parameters, and the parameter space was uniformly subsampled. A supercomputing cluster was used to parallelise the tests; data was collected for over 2000 parameter combinations. This allowed a set of parameter values with the best overall performance across all categories to be found. There are five parameters to set:

- **B** = the number of historical samples in the background model for each superpixel
- **R** = the threshold for the Euclidean distance of the colour means between the current and background model superpixel
- **DIS** = the threshold for the colour covariance matrix dissimilarity between the current and background model superpixel
- **numMin** = the number of similar samples required for the current superpixel to be classified as part of the background
- **\( \phi(\phi) \)** = the random subsampling rate for updating neighbouring background models

Other than DIS, these parameter definitions are the same as in ViBe [60] because they relate to the background model and updating scheme. Increasing the number of samples in the background model improves accuracy, but with diminishing returns. Since larger values of B incur larger memory consumption and computational costs, it is desirable to keep the value of B low. While ViBe uses R=20 for their pixel-based approach, the difference in colour mean distance for superpixels needed to be substantially higher, around R=60. This is theoretically consistent with the fact that superpixels are made up of multiple pixels that can include a larger range of values and more noise, so a higher threshold may be needed to distinguish between background and foreground. The DIS parameter is unique to SuperBE since it is used for the colour covariance matrices. The appropriate value for this can depend on how the superpixels are formed and how the dissimilarity is calculated; with the combination of SLICO and the Jensen-Bregman LogDet Divergence, the optimal value was generally around to 16-20. For both
R and DIS, the optimal value in terms of accuracy would be strongly dependent on the scene / type of video sequence and the difference in colour between the background and foreground; this is shown in Figure 2.5 where different categories have very different optimal R thresholds.

The largest determinant of computation time is the image size; larger images have more data to process and thus take longer, as shown later in Section 2.3.3. Then numMin has the next largest impact on computation time, as shown in Figure 2.6, because it determines how many comparisons must be done before the algorithm can classify a background superpixel. For
example, with numMin=10, SuperBE would compare the current superpixel to ten background model samples before being able to declare the current superpixel to be part of the background. Increasing numMin therefore has a linear effect on the computation time and should be kept as low as possible. In most cases, a numMin of 2 is sufficient; increasing numMin generally increases the error as well, since it is harder for an erroneous foreground superpixel to become correctly classified as background, which results in more false positives. Lastly, a lower phi value would mean that, in theory, neighbours are updated more often which means that errors can disappear faster at the cost of more memory assignments/transactions. However, it is important to note that a low value of phi at 0 or 1 increases the incidence of “ghosts”, because the superpixel values that should be part of the foreground become part of the background model of neighbouring superpixels very easily, replacing legitimate background samples with erroneous foreground samples, especially in slow-moving video sequences. In some sequences a higher phi is desirable to avoid slow-moving objects from becoming incorrectly classified as background, while in sequences with sudden changes in environmental conditions a lower phi is desirable to erode away false positives such as a patch of light. A lower phi would have a higher computation cost, although this is generally negligible.

Importantly, the number of superpixels in the image is not a parameter, as it is left to SLICO to determine an appropriate number of superpixels for the image based on the background objects and the image size. In early testing when using SLIC, the target number of superpixels for a 320x240 image was around 1500. This produces superpixels that are a similar size to [48], which uses fixed 7x7 pixel-sized superpixels. For the same image resolution, SLICO returns around 750 superpixels, leading to a lower computation cost but slightly lower accuracy too. If the developer chooses to use SLIC instead of SLICO, then the selection of the number of target segments is important; the ratio between the size of the image and the size of the object(s) of interest can be used to determine a good value (if the size of the object(s) of interest can be known at configuration-time).

2.3.2 Comparative Accuracy

In this Subsection, a number of statistics are reported for most of the CDW2014 categories. For the purposes of calculating the statistics, a correct background classification is a True Negative (TN), and a correct foreground classification is a True Positive (TP). The seven metrics are defined in Table 2.1. Algorithms aim for high Rec, Spec, FMeas, and Prec, and low FPR, FNR, and PWC. All metrics are out of 1, except for PWC which is out of 100.

This analysis mostly focuses on the PWC (the complement of Percentage of Correct Classifications (PCC)) because it indicates the overall proportion of pixels that are classified incorrectly regardless of whether they should be background or foreground. Five algorithms have been selected from the results reported on the CDW website for comparison purposes. One is a Gaussian Mixture Model (GMM) [76], which is possibly the most popular probabilistic method due to its simplicity and high speed. The other four are more recent approaches from the last three years. FTSG [77] fuses a pixel-level model, a flux tensor model, and a split Gaussian
Table 2.1: Accuracy Metrics

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall (Rec)</td>
<td>( \frac{TP}{(TP + FN)} )</td>
<td>Foreground classification accuracy</td>
</tr>
<tr>
<td>Specificity (Spec)</td>
<td>( \frac{TN}{(TN + FP)} )</td>
<td>Background classification accuracy</td>
</tr>
<tr>
<td>False Positive Rate (FPR)</td>
<td>( \frac{FP}{(FP + TN)} )</td>
<td>Foreground error rate</td>
</tr>
<tr>
<td>False Negative Rate (FNR)</td>
<td>( \frac{FN}{(FN + TP)} )</td>
<td>Background error rate</td>
</tr>
<tr>
<td>Percentage of Wrong Classifications (PWC)</td>
<td>( \frac{100 \times (FN + FP)}{(TP + FN + FP + TN)} )</td>
<td>Overall error rate</td>
</tr>
<tr>
<td>F-Measure (FMeas)</td>
<td>( \frac{(2 \times Prec \times Rec)}{(Prec + Rec)} )</td>
<td>Overall accuracy measure</td>
</tr>
<tr>
<td>Precision (Prec)</td>
<td>( \frac{TP}{(TP + FP)} )</td>
<td>Overall accuracy measure</td>
</tr>
</tbody>
</table>

model with a rule-based system. SuBSENSE [78] is a pixel-level segmentation method that uses spatio-temporal and colour features as well as a feedback loop to dynamically adjust internal parameters. PAWCS [79] is similar to SuBSENSE, but uses a word-based approach instead of individual pixels. Lastly, DeepBS [56] is a supervised learning approach using a deep convolutional neural network, which should be interpreted with caution as it has the advantage of being able to use dataset frames for each sequence for training, unlike the other algorithms. These four algorithms are all ranked within the top ten in terms of overall accuracy in the CDW2014 dataset. For further comparison against other methods, please refer to the results published on the changedetection.net website. The purpose of presenting these results is not necessarily to show that SuperBE has the best accuracy, but that its accuracy is close enough to state-of-the-art approaches, as the focus of this work is to reduce the computation cost. For these results in all categories, \( B=30, R=60, DIS=16, \) numMin=2, and \( \phi=16 \), which were determined via parameter sweep optimising for PWC to lead to good results across all categories, although there are better category-specific parameters that would lead to higher levels of accuracy. For example, during the limited parameter sweep, SuperBE was able to achieve a 1.7925 PWC on the baseline category without post-processing, in comparison to the 3.1053 PWC reported in Table 2.2.

Tables 2.2 and 2.3 show that in most categories, SuperBE outperforms the GMM approach, and is usually within one percentage point of the four state-of-the-art approaches in terms of PWC, if not better. It is important to interpret the results in the context that SuperBE is also computationally lighter than these competing implementations (as shown later in Section 2.3.3), so a small compromise in accuracy should be acceptable as a trade-off. In particular, SuperBE appears to perform extremely well in comparison to all other methods in the nightVideos...
### Table 2.2: Comparative Accuracy on the CDW2014 Dataset

#### Category: **badWeather**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.8463</td>
<td>0.9994</td>
<td>0.0006</td>
<td>0.1537</td>
<td>0.4727</td>
<td>0.6823</td>
<td>0.7518</td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.8640</td>
<td>0.9990</td>
<td>0.0010</td>
<td>0.1360</td>
<td>0.4026</td>
<td>0.8389</td>
<td>0.9360</td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.6863</td>
<td>0.9978</td>
<td>0.0022</td>
<td>0.3137</td>
<td>0.7707</td>
<td>0.7406</td>
<td>0.8138</td>
</tr>
<tr>
<td>FTSG</td>
<td>0.7457</td>
<td>0.9991</td>
<td>0.0009</td>
<td>0.2543</td>
<td>0.5109</td>
<td>0.8228</td>
<td>0.9231</td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.8213</td>
<td>0.9989</td>
<td>0.0011</td>
<td>0.1787</td>
<td>0.4527</td>
<td>0.8619</td>
<td>0.9091</td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.7181</td>
<td>0.9994</td>
<td>0.0006</td>
<td>0.2819</td>
<td>0.5319</td>
<td>0.8152</td>
<td>0.9474</td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.7517</td>
<td>0.9996</td>
<td>0.0004</td>
<td>0.2483</td>
<td>0.3784</td>
<td>0.8301</td>
<td>0.9677</td>
</tr>
</tbody>
</table>

#### Category: **baseline**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.3278</td>
<td>0.9979</td>
<td>0.0021</td>
<td>0.6722</td>
<td>3.1053</td>
<td>0.3690</td>
<td>0.6960</td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.3646</td>
<td>0.9970</td>
<td>0.0030</td>
<td>0.6354</td>
<td>2.9444</td>
<td>0.3841</td>
<td>0.8750</td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.6604</td>
<td>0.9725</td>
<td>0.0275</td>
<td>0.3396</td>
<td>3.9953</td>
<td>0.5566</td>
<td>0.5973</td>
</tr>
<tr>
<td>FTSG</td>
<td>0.9513</td>
<td>0.9975</td>
<td>0.0025</td>
<td>0.0487</td>
<td>0.4766</td>
<td>0.9330</td>
<td>0.9170</td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.9520</td>
<td>0.9982</td>
<td>0.0018</td>
<td>0.0480</td>
<td>0.3574</td>
<td>0.9503</td>
<td>0.9495</td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.9408</td>
<td>0.9980</td>
<td>0.0020</td>
<td>0.0592</td>
<td>0.4491</td>
<td>0.9397</td>
<td>0.9394</td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.9517</td>
<td>0.9987</td>
<td>0.0013</td>
<td>0.0483</td>
<td>0.2424</td>
<td>0.958</td>
<td>0.966</td>
</tr>
</tbody>
</table>

#### Category: **cameraJitter**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.4801</td>
<td>0.9967</td>
<td>0.0033</td>
<td>0.5199</td>
<td>2.5247</td>
<td>0.5179</td>
<td>0.8626</td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.5688</td>
<td>0.9947</td>
<td>0.0053</td>
<td>0.4312</td>
<td>2.0313</td>
<td>0.5851</td>
<td>0.8855</td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.6900</td>
<td>0.9665</td>
<td>0.0335</td>
<td>0.3100</td>
<td>4.4057</td>
<td>0.5670</td>
<td>0.4872</td>
</tr>
<tr>
<td>FTSG</td>
<td>0.7717</td>
<td>0.9866</td>
<td>0.0134</td>
<td>0.2283</td>
<td>2.0787</td>
<td>0.7513</td>
<td>0.7645</td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.8243</td>
<td>0.9908</td>
<td>0.0092</td>
<td>0.1757</td>
<td>1.6469</td>
<td>0.8152</td>
<td>0.8115</td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.7840</td>
<td>0.9935</td>
<td>0.0065</td>
<td>0.2160</td>
<td>1.4220</td>
<td>0.8137</td>
<td>0.8660</td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.8788</td>
<td>0.9957</td>
<td>0.0043</td>
<td>0.1212</td>
<td>0.8994</td>
<td>0.899</td>
<td>0.9313</td>
</tr>
</tbody>
</table>

#### Category: **dynamicBackground**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.7404</td>
<td>0.9993</td>
<td>0.0007</td>
<td>0.2596</td>
<td>1.0368</td>
<td>0.4845</td>
<td>0.6772</td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.7458</td>
<td>0.9995</td>
<td>0.0005</td>
<td>0.2542</td>
<td>0.9028</td>
<td>0.7090</td>
<td>0.9372</td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.8019</td>
<td>0.9903</td>
<td>0.0097</td>
<td>0.1981</td>
<td>1.1725</td>
<td>0.6328</td>
<td>0.6213</td>
</tr>
<tr>
<td>FTSG</td>
<td>0.8691</td>
<td>0.9993</td>
<td>0.0007</td>
<td>0.1309</td>
<td>0.1887</td>
<td>0.8792</td>
<td>0.9129</td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.7768</td>
<td>0.9994</td>
<td>0.0006</td>
<td>0.2232</td>
<td>0.4042</td>
<td>0.8177</td>
<td>0.8915</td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.8868</td>
<td>0.9989</td>
<td>0.0011</td>
<td>0.1132</td>
<td>0.1917</td>
<td>0.8938</td>
<td>0.9038</td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.8543</td>
<td>0.9988</td>
<td>0.0012</td>
<td>0.1457</td>
<td>0.2067</td>
<td>0.8761</td>
<td>0.9083</td>
</tr>
</tbody>
</table>

The two best results in each metric are highlighted in grey.
### Table 2.3: Comparative Accuracy on the CDW2014 Dataset (continued)

<table>
<thead>
<tr>
<th>Method</th>
<th>Category: <strong>lowFramerate</strong></th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.8143</td>
<td>0.9969</td>
<td>0.0031</td>
<td>0.1857</td>
<td>1.1408</td>
<td>0.7352</td>
<td>0.8031</td>
<td></td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.8407</td>
<td>0.9950</td>
<td>0.0050</td>
<td>0.1593</td>
<td>1.0749</td>
<td>0.8359</td>
<td>0.9124</td>
<td></td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.5300</td>
<td>0.9970</td>
<td>0.0030</td>
<td>0.4700</td>
<td>1.3620</td>
<td>0.5065</td>
<td>0.6686</td>
<td></td>
</tr>
<tr>
<td>FTSG</td>
<td>0.7517</td>
<td>0.9963</td>
<td>0.0037</td>
<td>0.2483</td>
<td>1.1823</td>
<td>0.6295</td>
<td>0.6550</td>
<td></td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.8537</td>
<td>0.9938</td>
<td>0.0062</td>
<td>0.1463</td>
<td>0.9968</td>
<td>0.6445</td>
<td>0.6035</td>
<td></td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.7732</td>
<td>0.9963</td>
<td>0.0037</td>
<td>0.2268</td>
<td>0.7258</td>
<td>0.6588</td>
<td>0.6405</td>
<td></td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.5924</td>
<td>0.9975</td>
<td>0.0025</td>
<td>0.4076</td>
<td>1.3564</td>
<td>0.6002</td>
<td>0.7018</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Category: <strong>nightVideos</strong></th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.7138</td>
<td>0.9949</td>
<td>0.0051</td>
<td>0.2862</td>
<td>1.2060</td>
<td>0.6650</td>
<td>0.7167</td>
<td></td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.7387</td>
<td>0.9938</td>
<td>0.0062</td>
<td>0.2613</td>
<td>1.2087</td>
<td>0.7128</td>
<td>0.8221</td>
<td></td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.4797</td>
<td>0.9739</td>
<td>0.0261</td>
<td>0.5203</td>
<td>4.7227</td>
<td>0.3960</td>
<td>0.4231</td>
<td></td>
</tr>
<tr>
<td>FTSG</td>
<td>0.6107</td>
<td>0.9759</td>
<td>0.0241</td>
<td>0.3893</td>
<td>4.0052</td>
<td>0.5130</td>
<td>0.4904</td>
<td></td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.6570</td>
<td>0.9766</td>
<td>0.0234</td>
<td>0.3430</td>
<td>3.7718</td>
<td>0.5599</td>
<td>0.5359</td>
<td></td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.3608</td>
<td>0.9932</td>
<td>0.0068</td>
<td>0.6392</td>
<td>3.3386</td>
<td>0.4152</td>
<td>0.6539</td>
<td></td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.5315</td>
<td>0.9959</td>
<td>0.0041</td>
<td>0.4685</td>
<td>2.5754</td>
<td>0.5835</td>
<td>0.8366</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Category: <strong>PTZ (Pan, Tilt, Zoom)</strong></th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.7916</td>
<td>0.9650</td>
<td>0.0350</td>
<td>0.2084</td>
<td>3.7120</td>
<td>0.5691</td>
<td>0.5774</td>
<td></td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.8252</td>
<td>0.9398</td>
<td>0.0602</td>
<td>0.1748</td>
<td>6.1040</td>
<td>0.5699</td>
<td>0.6756</td>
<td></td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.6111</td>
<td>0.8330</td>
<td>0.1670</td>
<td>0.3889</td>
<td>16.9493</td>
<td>0.1046</td>
<td>0.0683</td>
<td></td>
</tr>
<tr>
<td>FTSG</td>
<td>0.6730</td>
<td>0.9770</td>
<td>0.0230</td>
<td>0.3270</td>
<td>2.5519</td>
<td>0.3241</td>
<td>0.2861</td>
<td></td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.8306</td>
<td>0.9629</td>
<td>0.0371</td>
<td>0.1694</td>
<td>3.8159</td>
<td>0.3476</td>
<td>0.2840</td>
<td></td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.6976</td>
<td>0.9912</td>
<td>0.0088</td>
<td>0.3024</td>
<td>1.1162</td>
<td>0.4615</td>
<td>0.4725</td>
<td></td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.7459</td>
<td>0.9248</td>
<td>0.0752</td>
<td>0.2541</td>
<td>7.7228</td>
<td>0.3133</td>
<td>0.2855</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Category: <strong>turbulence</strong></th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>0.7771</td>
<td>0.9998</td>
<td>0.0002</td>
<td>0.2229</td>
<td>0.2066</td>
<td>0.7721</td>
<td>0.8766</td>
<td></td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>0.7542</td>
<td>0.9999</td>
<td>0.0001</td>
<td>0.2458</td>
<td>0.1849</td>
<td>0.7745</td>
<td>0.9828</td>
<td></td>
</tr>
<tr>
<td>GMM — Zivkovic</td>
<td>0.7786</td>
<td>0.9886</td>
<td>0.0114</td>
<td>0.2214</td>
<td>1.2460</td>
<td>0.4169</td>
<td>0.3494</td>
<td></td>
</tr>
<tr>
<td>FTSG</td>
<td>0.6109</td>
<td>0.9998</td>
<td>0.0002</td>
<td>0.3891</td>
<td>0.1987</td>
<td>0.7127</td>
<td>0.9035</td>
<td></td>
</tr>
<tr>
<td>SuBSENSE</td>
<td>0.8050</td>
<td>0.9994</td>
<td>0.0006</td>
<td>0.1950</td>
<td>0.1527</td>
<td>0.7792</td>
<td>0.7814</td>
<td></td>
</tr>
<tr>
<td>PAWCS</td>
<td>0.8117</td>
<td>0.9950</td>
<td>0.0050</td>
<td>0.1883</td>
<td>0.6378</td>
<td>0.6450</td>
<td>0.6809</td>
<td></td>
</tr>
<tr>
<td>DeepBS</td>
<td>0.7979</td>
<td>0.9998</td>
<td>0.0002</td>
<td>0.2021</td>
<td>0.0838</td>
<td>0.8455</td>
<td>0.9082</td>
<td></td>
</tr>
</tbody>
</table>

The two best results in each metric are highlighted in grey.
2.3 Experimental Results

Table 2.4: Best Results Obtained by SuperBE on CDW Categories

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec</th>
<th>Spec</th>
<th>FPR</th>
<th>FNR</th>
<th>PWC</th>
<th>FMeas</th>
<th>Prec</th>
</tr>
</thead>
<tbody>
<tr>
<td>badWeather</td>
<td>0.9026</td>
<td>0.9984</td>
<td>0.0016</td>
<td>0.0974</td>
<td>0.3471</td>
<td>0.8569</td>
<td>0.9099</td>
</tr>
<tr>
<td>baseline</td>
<td>0.7219</td>
<td>0.9893</td>
<td>0.0107</td>
<td>0.2781</td>
<td>2.0653</td>
<td>0.6043</td>
<td>0.6350</td>
</tr>
<tr>
<td>cameraJitter</td>
<td>0.5540</td>
<td>0.9958</td>
<td>0.0042</td>
<td>0.4460</td>
<td>1.9884</td>
<td>0.5805</td>
<td>0.8996</td>
</tr>
<tr>
<td>dynamicBackground</td>
<td>0.8330</td>
<td>0.9980</td>
<td>0.0020</td>
<td>0.1670</td>
<td>0.5938</td>
<td>0.7658</td>
<td>0.8899</td>
</tr>
<tr>
<td>lowFramerate</td>
<td>0.8543</td>
<td>0.9945</td>
<td>0.0055</td>
<td>0.1457</td>
<td>1.0662</td>
<td>0.8345</td>
<td>0.8921</td>
</tr>
<tr>
<td>nightVideos</td>
<td>0.6496</td>
<td>0.9987</td>
<td>0.0013</td>
<td>0.3504</td>
<td>1.0105</td>
<td>0.6561</td>
<td>0.9293</td>
</tr>
<tr>
<td>PTZ</td>
<td>0.7392</td>
<td>0.9927</td>
<td>0.0073</td>
<td>0.2608</td>
<td>1.0809</td>
<td>0.5780</td>
<td>0.6390</td>
</tr>
<tr>
<td>turbulence</td>
<td>0.8113</td>
<td>0.9998</td>
<td>0.0002</td>
<td>0.1887</td>
<td>0.1509</td>
<td>0.8197</td>
<td>0.9533</td>
</tr>
</tbody>
</table>

category. Of particular interest is comparing SuperBE to SuBSENSE and PAWCS. One way of distinguishing between these algorithms is that SuBSENSE operates at the pixel-level, PAWCS takes local samples to form words, and SuperBE uses superpixels to cluster similar pixels together. Importantly, both SuBSENSE and PAWCS have feedback loops that adjust internal parameters. It appears that SuBSENSE and PAWCS perform quite well on categories where the background is changing or moving significantly (cameraJitter, dynamicBackground, and PTZ) as well as in baseline, but SuperBE is superior in categories with more high frequency noise, such as badWeather, nightVideos, and turbulence. There are likely two factors that contribute to this difference - the dynamically adjusting parameters in SuBSENSE and PAWCS may adapt better to changing backgrounds where the background models need to adjust significantly over time, but the use of superpixels better filters out the effect the high frequency noise because the statistical description of the superpixel through colour means and covariance minimises the contribution of outlier noise. SuperBE could be improved in terms of accuracy in the future by incorporating adaptive internal parameters to make it adjust better to dynamic backgrounds, although in theory this would come at the cost of increased computation time. To demonstrate how SuperBE could perform better with improved parameter values, the best results obtained on each category are listed in Table 2.4. These results are in some cases better than all of the competing algorithms, although it is difficult to know if the results of other algorithms could also potentially be improved with parameter tuning.

Output examples of SuperBE compared to other algorithms are presented in Figure 2.7. SuperBE produces similar masks to comparative background estimation algorithms, although it sometimes misses small objects (where the object has not been oversegmented by superpixels). It can be seen that SuperBE tends to have fewer false positives at the cost of more false negatives. This is shown in the metrics as generally achieving a low FPR but performing more weakly in FNR. In a number of categories, SuperBE has the best Specificity and FPR, indicating highly accurate detection of true negatives. This is most easily apparent in the dynamicBackground and turbulence categories, where SuperBE can produce a very low FPR that is better than the state-of-the-art algorithms, but with a higher FNR contributing to a higher PWC.
Post-processing increases the true positive count (measured through a decreased FNR), generally by closing the holes in any object masks, but can also introduce some false positives (measured through an increased FPR) because the morphological operations mask an area slightly larger than the object(s) of interest. While this is not desirable when measuring accuracy at the pixel-level, from a system point of view a thin false positive border around the object may be appropriate (depending on the application) to provide a small amount of background behind the object(s) of interest, as shown in Figure 2.8. This may be useful when subsequent algorithms use square or rectangular windows for parsing over the image area; an excessive amount of black (indicating background) may cause the windowed data to be misclassified, for example if a machine learning algorithm is trained on examples that do not have black backgrounds. Empirically, this post-processing scheme has produced better results (fewer missed detections (false negatives)) when performing CNN-based person detection as a subsequent step because the input is always rectangular. The FP pixels that are spatially close to the object(s) of interest are generally less problematic for subsequent algorithms processing the same image. None of the existing metrics can sufficiently capture this factor as it is dependent on the target application. However, the performance of the algorithm is reported here with and without post-processing so that the results are more broadly applicable to different applications.

Some reasons have been identified for why SuperBE’s accuracy is not better. Firstly, the
Figure 2.8: SuperBE on the (a) CDW2014 pedestrians sequence (b) without and (c) with post-processing, and (d) with the mask applied showing a thin border.

first frame is used in each sequence as the initialisation frame. Some sequences have foreground objects in their initial frames, which become “ghosts” once those objects move in later frames. Since there is no scope for reinitialising the background model during these tests, those ghosts can lead to false positives when computing the statistics. Additionally, SuperBE tends to miss small objects, especially if they are the same size or smaller than one superpixel; an example of this is shown in Figure 2.7c, where the small car in the distance at the top-right is not detected by SuperBE, but would likely not be an object of interest anyway (and is actually outside the region of interest defined for that sequence in the dataset).

Three categories are excluded from these results. In the thermal category, the sequences are largely greyscale and there isn’t enough difference between the foreground and background for the mean and covariance matrix to sufficiently discriminate between those superpixels. SuperBE does not classify shadows separately to true positives, but shadows have a separate ground truth value in CDW2014, so the shadow category was excluded. Also, in most of the sequences in the intermittentObjectMotion category, object(s) of interest were in the initialisation frame, creating “ghosts” that led to high PWC. These categories do not represent the target application(s) for SuperBE.

In a number of sequences, such as office in the baseline category, the ratio between superpixel size and the size of the object(s) of interest is poorly balanced because the objects are very large or very small. This does not cause the algorithm to completely fail, but makes it less accurate. The accuracy could be improved by performing finer object boundary detection,
either by increasing the number of superpixels (using SLIC) or adding a refinement step after segmenting each frame. However, this would increase the computational cost of the algorithm. Alternatively, superpixel clustering could be applied to every frame with new boundaries each time, similar to [48], but then tracking the superpixels between frames becomes a major challenge (and successfully doing so again increases the computational cost).

Since SuperBE is closely related to ViBe [60], it would be useful to show the improved performance of SuperBE over ViBe. Unfortunately there are no published results for ViBe on the CDW2014 dataset, but there are reported results for ViBe on CDW2012, which is a subset of CDW2014. There are three categories that are both in CDW2012 and the subset of CDW2014 categories that are included in this Chapter: baseline, dynamicBackground, and cameraJitter. Across these three categories, ViBe achieved a PWC of 2.61, while SuperBE achieved a PWC of 2.22 without post-processing and 1.96 with post-processing. This comparison should be interpreted with the knowledge that the parameters for SuperBE were optimised for minimal PWC across all CDW2014 categories, not just for these three, and that SuperBE seems to perform a lot better on some of the other categories as discussed earlier in this section. However, these results indicate that introducing superpixels into the ViBe scheme leads to improvements in accuracy in general.

### 2.3.3 Comparative Execution Time

The algorithm was developed using OpenCV 3.1.0, and tested using a C++ version of SuperBE compiled with -O3 optimisation. The test computer had an i7 3.4GHz processor (only using one core) running Linux Ubuntu 16.04 with 8GB RAM (but with this process using less than 100MB) and a hard disk drive. Since the processing time is partially dependent on the image resolution, average computation times are provided for a variety of different sizes in Table 2.5. These timings are for the same set of parameter values as presented earlier, and averaged across a few thousand frames. Note that the computation times can vary depending on the parameter values as reported earlier, in particular numMin.
### Table 2.6: Comparative Computation Times

<table>
<thead>
<tr>
<th>Method</th>
<th>Average Time on CDW2014 (490x330)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperBE (no post-processing)</td>
<td>18.23 ms 54.86 fps</td>
</tr>
<tr>
<td>SuperBE (post-processing)</td>
<td>32.29 ms 30.97 fps</td>
</tr>
<tr>
<td>GMM — Zivkovic [76]</td>
<td>≈49 fps</td>
</tr>
<tr>
<td>SuBSENSE [78]</td>
<td>≈30 fps</td>
</tr>
<tr>
<td>FTSG [77]</td>
<td>≈10fps for 320x240</td>
</tr>
<tr>
<td>PAWCS [79]</td>
<td>≈27fps on CDW2012</td>
</tr>
<tr>
<td>DeepBS [56] (superpixel-based)</td>
<td>10fps for 320x240 (on a Titan X GPU)</td>
</tr>
<tr>
<td>[47] (superpixel-based)</td>
<td>12.3fps for 128x160 on 100 frames</td>
</tr>
<tr>
<td>[48] (superpixel-based)</td>
<td>≈5fps for 320x240 on SegTrack [67]</td>
</tr>
<tr>
<td>[65] (superpixel-based)</td>
<td>≈2fps for 320x240 on SegTrack</td>
</tr>
<tr>
<td>[80] (texton-based)</td>
<td>18.5fps for 320x240 on their Underwater dataset</td>
</tr>
<tr>
<td>[81] (from [47]) (matrix decomposition)</td>
<td>≈0.01fps for 128x160 on 100 frames</td>
</tr>
</tbody>
</table>

For the purposes of comparing the computation time to other algorithms, the average time across the entire CDW2014 dataset was used, as presented in Table 2.6, which has a weighted average resolution of approximately 490x330 across all sequences. Where possible, this time is compared against other algorithms that also report timing data for CDW2014; however, many methods only report accuracy and do not report their timing for this particular dataset. Details about the computation platform that the speed is derived from are also unfortunately often not provided. Comparisons are also shown against other reported background estimation algorithms, particularly recent superpixel-based approaches from the last three years. This comparison is only approximate, as the various algorithms have been tested with different datasets, which may have an effect on the processing speed. All of these factors make this speed comparison less reliable; addressing it requires more attention on speed from the entire computer vision community.

The results show that SuperBE without post-processing is faster than most modern algorithms, with only the simple and less accurate GMM approach achieving a similar processing rate. In particular, SuperBE is significantly faster than other superpixel-based methods for background estimation and object segmentation in video sequences. On 320x240 resolution images, SuperBE without post-processing can achieve 135fps, as shown in Table 2.5. This evidence supports the argument that SuperBE is a computationally efficient algorithm that is suitable for real-time applications, while still achieving comparably high accuracy. It is important to note that adding morphological post-processing does slow down SuperBE’s speed, but this is part of the trade-off between accuracy and computational efficiency. There may be alternative post-processing mechanisms that can improve the accuracy more efficiently, such as [44] which uses probabilistic superpixel Markov random fields to clean segmentation maps.
Table 2.7: Impact of Background Estimation on Person Detection Time

<table>
<thead>
<tr>
<th>Number of People Detected</th>
<th>Background Estimation (SuperBE)</th>
<th>Person Detection (DPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Computation Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ms</td>
<td>fps</td>
</tr>
<tr>
<td>0</td>
<td>17.3</td>
<td>58.8</td>
</tr>
<tr>
<td>1</td>
<td>19.0</td>
<td>52.6</td>
</tr>
<tr>
<td>2</td>
<td>18.6</td>
<td>53.8</td>
</tr>
<tr>
<td>3</td>
<td>19.1</td>
<td>52.4</td>
</tr>
<tr>
<td>4</td>
<td>20.8</td>
<td>48.1</td>
</tr>
<tr>
<td><strong>Without Background Estimation</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

at roughly 10fps.

2.3.4 Person Tracking Pipeline

In the context of the person tracking system presented in this thesis, using SuperBE significantly reduces the computation time when there are no people in the room, and reduces the search space when people occupy only a portion of the image. Once SuperBE is applied to an image, a dilation operation is performed to fill in any holes and connect contiguous areas together. The contour of the foreground shape is found, and then used to create a bounding rectangle/box around the foreground. A quick check is done to ensure that the window is above a minimum size to avoid small false positive detections, and also to ensure that the windows are compatible with subsequent algorithms that expect inputs of a certain size. Valid windows are then passed to the person detection module - all parts of the image that are outside of this window are discarded.

In Table 2.7, the impact of SuperBE on the average speed of the Deformable Parts Model (DPM) algorithm when detecting people in a 640x480 image is shown. The computation time spent by the person detection algorithm is reduced by the background estimation, depending on the number of people in the scene (which influences how much of the image is foreground).

The time taken by SuperBE slightly increases as the number of people increases due to more foreground superpixels needing to be verified for foreground checks. This takes longer than checking if a background superpixel is still considered as part of the background, because SuperBE breaks out of the loop more quickly (based on the B and numMin parameters). When there are fewer people being detected, the person detection time is significantly less than when there are more people (i.e. a larger window of the image has to be checked). The time taken does not vary linearly to the number of people being detected, because it depends on the varying positions of the people in the image space and how close they are together.
2.4 Discussion

2.4.1 Fixed vs. Adaptive Superpixels

As described in Section 2.2.1, SuperBE originally used superpixel clustering on every frame (i.e. adaptive), but later was modified to only cluster on the initialisation frame and use that segmentation for all frames (i.e. fixed). The fixed scheme has a much lower computation time because SuperBE avoids clustering new superpixels for every frame, but a well-designed flexible scheme would have a better accuracy because it better conforms to the boundaries of the object at a pixel level. This likely explains the large difference in computation time between SuperBE and some other superpixel-based background estimation and segmentation algorithms [46, 65], because clustering and matching superpixels between frames is a computationally non-trivial task. As reported in [48], tracking the superpixels requires a very sophisticated algorithm because the location of the superpixels can change between frames, and the superpixel models may need to “move” between frames as objects move. The choice between a fixed or adaptive superpixel scheme is ultimately application specific - since the object/motion is still detected in the fixed scheme, the lower computation time is more important for the target application, even if there are more false positive pixels. This is a classic case of a trade-off between accuracy and speed, but at some point, additional accuracy may not actually be worth the computation cost. The motivation for developing background estimation is to isolate regions of interest for subsequent processing steps in order to reduce unnecessary processing over true negative areas, so an additional percentage point in accuracy does not have a significant impact on the accuracy of the subsequent steps. The accuracy of SuperBE is at an acceptable level for most applications, while achieving high computation speeds. In applications where pixel-level object segmentation accuracy is important, then adaptive superpixels should be used with the acceptance of higher computation costs.

2.4.2 Future Work

There is a lot of potential for future investigations with SuperBE. Firstly, the algorithm currently uses floating point mathematics and represents the means and colour covariance values as floating point numbers, which may be unsuitable for hardware implementations. It would be worth investigating the effects of casting/rounding in an integer-only version of the algorithm; this would potentially further reduce the computation time at the cost of decreased accuracy. Secondly, a greyscale-only version may be worth investigating, replacing the colour covariance matrix with simple variance. This would similarly reduce the computation time at the cost of decreased accuracy; the greyscale version of ViBe [60] is approximately 15% faster than the RGB version, with less than 1% higher PWC.

SuperBE can also be easily parallelised - for each frame, each superpixel can be classified and even updated independently of the other superpixels, so this could also be explored for multi-core architectures. It may be interesting to target GPUs or FPGAs to leverage that parallelism and further improve the computation speed. Hardware/Software Co-Design
(combining a standard CPU with some hardware fabric such as an FPGA) could be a good fit, so that more complex sequential steps like SLIC clustering can be performed in software while simpler independent tasks such as mean and covariance calculations can be performed directly in hardware. Other computationally efficient discriminative features for classifying superpixels could also be investigated; for example, other measures that incorporate both means and variances, or histogram-based methods. Along with quantisation and greyscale-only optimisations, these hardware acceleration ideas are explored later in the thesis in Chapter 8.

It may be worthwhile to explore the use of superpixel-level algorithms in comparison to pixel-level approaches on higher resolution images. This is a gap in the existing literature, mainly due to the lack of truly high resolution datasets. Recent datasets such as HDA+ [43] have focused more on high-resolution video sequences, but do not necessarily have ground truth for background estimation. Superpixel-level algorithms should see an even greater superiority in computational efficiency in comparison to pixel-level approaches as the number of pixels increases in the images. Higher image resolutions may also help with the accuracy of the algorithm, because the number of superpixels forming the object(s) of interest can also increase.

Further investigation of different methods for comparing covariance matrix similarity may also improve the accuracy of SuperBE. Lastly, it could be worthwhile to develop a version of SuperBE with adaptive parameters, similar to the relationship between PBAS and ViBe. Using some form of learning, the optimal parameter values for each sequence could be determined at runtime, improving the accuracy (although at the cost of significantly increased computation). Removing the parameters from human control is desirable, as it reduces the likelihood of a human selecting sub-optimal values.

2.5 Conclusions

This Chapter presented a novel background estimation algorithm called SuperBE that works at the superpixel-level to improve the segmentation of moving objects while minimising computation costs. Using colour means and colour covariance matrices as discriminative features, it has been demonstrated that the algorithm achieves a high level of accuracy comparable to other state-of-the-art algorithms on a widely used dataset, while also achieving very low computation times, in particular when compared against other superpixel-level background estimation and segmentation algorithms. The impact of SuperBE on the overall person tracking system is also described. The key contribution of this algorithm is the use of superpixels for background estimation in a computationally inexpensive manner, with broad applicability to a wide range of video sequence scenarios. The code for SuperBE has been made publicly available at https://github.com/andrewchenuoa/superbe.

In the next Chapter, the next stage of the person tracking pipeline is discussed - person detection. Using background estimation to reduce the search space can significantly reduce the computation time, but the largest factor in the time taken by a person detection algorithm is still the computational complexity of that algorithm itself. An intelligent choice has to be made between different algorithms that provide varying speed vs. accuracy trade-offs.
Chapter 3

Person Detection and Feature Extraction

Person detection, sometimes also called human detection or pedestrian detection, is one of the most important tasks in computer vision. In a world constructed to suit the needs of humans, where humans are the primary users of technology, and where our interactions as humans are primarily with other humans, it makes sense that many useful applications of computer vision require the ability to recognise and detect people. Person detection can be treated as a subset of the more generic task of object detection, where the target object is a person. Generally this requires a “person model”, or in other words some idea of what a person looks like or how a person is structured, so that matches can be found within image data. Under controlled conditions, this is relatively trivial, but the main challenge is developing models that can deal with significant amounts of variation in real-world environments, both intrinsic and extrinsic to the target(s). Intrinsic differences include the fact that people look different to each other because they can wear different clothing, they can be tall or short, they can have missing limbs, and so on. Extrinsic differences include varying lighting conditions, different camera view angles, partially obscured views, and more. The person detection methods have to be generic enough and robust enough to detect people in all circumstances, particularly in the context of safety-critical systems like autonomous vehicles or physical security where missed detections are costly.

In the proposed video analytics system, the purpose of person detection is relatively obvious - once the background has been removed and moving objects are segmented, it should be validated that those moving objects are in fact people before trying to track their movement. Additionally, once a person is detected, features that describe the appearance of the person can be extracted to help with appearance-based re-identification later in the pipeline. In this Chapter, a comprehensive literature review of person detection approaches is presented, resulting in the selection of two algorithms: the Deformable Parts Model (DPM) and Aggregate Channel Features (ACF). Feature selection and extraction are also discussed with reference to other methods from the literature.
3.1 Finding People

Significant effort has been poured into person detection over the last two decades. With the rise of autonomous vehicles, most of the interest has been in detecting pedestrians so that the vehicle can avoid the hazard and stop (hence the popularity of the term “pedestrian detection”). However, person detection for video analytics or surveillance systems typically has slightly different requirements. Where autonomous vehicles operate outdoors, video analytics may be both indoors or outdoors, which has implications on lighting conditions and frequency of obstacles appearing. Where autonomous vehicles typically have cameras at the torso or head height, video analytics systems tend to have cameras on the ceiling, high above people looking down at an angle. Other differences include the size of the person relative to the image, the likelihood of crowds of people obscuring each other, and the type of clothing that the people might be wearing. This is reflected in the wide variety of datasets that have been annotated with bounding boxes for people; where Caltech-USA [82] is captured from the perspective of a moving vehicle, HDA+ [43] and DukeMTMC [39] are captured from static cameras around university campuses.

Early person detection relied on the use of blob detection [19, 83, 84]; given that the developers could know what the approximate size of a person would be a priori, then any moving object that approximately matched the size (in particular, the ratio of height vs width) would be counted as a person. While conceptually simple and able to be computed without much processing power, the accuracy was very low. People might not be facing the camera, and a side-on view has very different proportions. People might be bent over or leaning, or sitting down, which would be missed by the system. Other objects such as light stands or doorways could be similar in size to a person. A person holding a large object might cause their blob to appear much bigger, and thus cause the system to reject the blob as a person. This approach was also dependent on either background subtraction or image segmentation to identify blobs, and these methods still had a lot of difficulties with varying lighting conditions and low image resolutions at the time. A higher level of sophistication was needed, and researchers started to ask “what makes a person look like a person?”

Perhaps the most well known historic approach to person detection is the Histogram of Oriented Gradients (HOG) and Support Vector Machine (SVM) algorithm. Even though HOG features had been around for almost twenty years, this approach was popularised by the work of Dalal and Triggs in [86], when it was applied towards human detection successfully. The HOG descriptor is essentially a texture feature, which measures the direction of gradients in the intensity of pixels. Typically, this would be combined with patch-based sampling, where an image is sliced up into a regular grid, so that the HOG descriptor was calculated for each patch. It was shown that this approach can match the shape of objects very well, particularly where objects have well defined edges or contours. Images of people were analysed to determine what common person shapes were, and how they might be described using HOG features. SVMs were then used to classify these patches as being good or bad matches to patches in comparison to a previously trained model of valid patches, producing a score that can be used as a measure...
3.1 Finding People

Figure 3.1: An example of person parts being extracted using DPM [85]

of confidence that there is part of a person in this patch. This work was further extended into the Deformable Parts Model (DPM) [85], which also used HOG features but introduced a structural relationship between the parts; rather than just accumulating patches that had high scores, DPM requires that those patches have to be in a particular spatial configuration. For example, in the context of person detection, a part that represents the head should be higher than the parts that represent the legs; if this is not the case, then even though the individual parts may have high matching scores, DPM will lower the confidence of the match because it does not match the expected structure of the patches. An example of DPM and the extracted parts is shown in Figure 3.1. As an object detection framework, DPM was shown to have very high levels of accuracy in comparison to the state-of-the-art at the time, but HOG features are very computationally expensive to calculate, and thus adoption was hampered by slow processing times. As an approximate indication, while DPM was able to achieve approximately 26.6% mean accuracy across the twenty categories of the PASCAL 2007 object detection dataset [87], it required multiple seconds of computation time per frame. Efforts to speed this up have largely relied on restricting the search space, such as enforcing geometric constraints using known camera calibration information to estimate bounds for the future positions of a person [88], using boosting to prune bad hypotheses earlier in the computation [89], or using background estimation as described in the video analytics system in this thesis.

In the early 2010s, with the impending arrival of autonomous vehicles and hard real-time safety-critical systems, there was a focus on fast person detection. The work of Dollár developed new descriptors based on the concept of “channel features”, which applies different transformations to an image and then computes sums, histograms, and Haar-like features for each of those transformations. This initially was implemented through the use of Integral
Channel Features (ICF) [91], which took advantage of recent work on integral images that accelerated the computation of HOG features, and applied this to HOG, colour (including grayscale, RGB, HSV, and LUV), and gradient magnitude channels. In a sense, this method was effective because it combined a multitude of different types of information, more than many previous person detection approaches. The focus on speed led to a number of optimisations, firstly through the approximation of features at different scales to reduce redundant computation in The Fastest Pedestrian Detector in the West (FPDW) [92], then through sharing features between neighbouring sampling windows to avoid processing the same pixels multiple times in Crosstalk Cascades [93], and finally through isolating the features that had the largest contribution towards accurate person detection in Aggregate Channel Features (ACF) [87], focusing on gradient magnitude, HOG, and the LUV colour channel. These approaches were popularised by the release of these algorithms as a MATLAB toolbox, which was freely available. While ACF-based approaches were slightly less accurate than DPM (24.5% on PASCAL 2007, about 2% lower than just DPM [87]), the speed was significantly faster, with ACF detecting people at slightly over 30fps on a single core desktop CPU. In [94], a number of person detection algorithms are compared and combined, including DPM and ICF (a precursor to ACF), with results that validate the assumption that ICF/ACF is faster than DPM but less accurate, although the differences reported in this paper are not very large. An example of ACF being applied to pedestrian detection is shown in Figure 3.2, where it can be seen that there are many false positives and false negatives which may need to be pruned or post-processed, but this is offset by a higher computation speed. Work towards accelerating person detection was supported by other researchers, such as Benenson using stixels (rectangular superpixels) to reduce redundant
computation between segments of an image [95], and de Smedt using a warping window approach and exploiting temporal information in videos [96].

Indeed, person detection is considered accurate enough that many large-scale person re-identification datasets use person detection algorithms to help generate the ground truth rather than manually annotating all of the people in the footage [39, 40]. However, a recent paper asked “how far are we from solving pedestrian detection?” [97], which concluded that there is still a $10 \times$ gap between a human baseline and the top ensemble method on the Caltech dataset. It is important to note that not all datasets are equal; while the older MIT CBCL pedestrian dataset from 2000 is considered “solved” at this point, the best result on the TUD-Brussels pedestrian dataset [98] still has a 42% miss rate (i.e. error rate) [82]. But this is considered in terms of overall accuracy, which has different meanings for different applications. The normal way to assess the accuracy of a person detection algorithm is to compare all detected bounding boxes to those drawn by human annotators manually for the dataset, with successful matches declared if the Intersection over Union (IoU) (i.e. overlap) is more than 0.5. For a safety-critical system like an autonomous vehicle, where a person that is a hazard to the vehicle needs to be detected as soon as possible, a false negative (i.e. missing a detection) could mean the difference between life and death. For a video analytics system, this requirement is likely weaker, because the consequence of missing a single detection is not significant. Even if a few detections are missed, the position of a person can be easily interpolated if there are valid detections before and after a series of missed detections. Therefore, the type of error has an impact; while (limited) false negatives are acceptable, false positives (i.e. detecting a person when there isn’t one) could have a negative impact on accuracy if they are not filtered out.

Thus far, these approaches can be considered relatively traditional - they are well understood with strong formal underpinnings, and generally deterministic and predictable. More recently, the evolution of Convolutional Neural Networks (CNNs) and deep learning have yielded a new generation of object and person detection approaches, which are typically less analysable and treated more as a black-box. While CNNs have been used in computer vision since the mid 2000s, Girshick (one of the co-authors on the original DPM paper) made significant improvements by combining region proposals (i.e. using a faster but less accurate algorithm to propose areas that potentially have targets in them for further analysis) with CNNs to produce R-CNNs [99], which beat the previous best result on VOC 2012 by more than 30%. This was further accelerated over the coming years, with Fast R-CNN [100] and Faster R-CNN [101]. Even though Faster R-CNN is considered “fast” in comparison to other CNN-based techniques, it runs at 5fps on a very high-end GPU, making it much slower than non-CNN techniques and well out of the reach of embedded computation platforms. Recently, Redmon’s YOLO (You Only Look Once) [102] architecture has been very popular, by changing the CNN structure so that the image is only parsed once rather than processing multiple potentially overlapping windows. This popularised the rise of Single Shot Detectors (SSDs) [103], with YOLO falling into this category of CNN methods. Achieving a similar level of accuracy to Faster R-CNN, YOLO is able to reach 30fps on a Titan X GPU, which is very fast but still dependent on high-performance computational hardware. A smaller version of the network, TinyYOLO, has been
popularly proposed as an alternative for mobile/embedded systems, with a lower accuracy rate (about 33% in YOLOv3), but a much higher computation speed (220fps on the same Titan X GPU, falling to about 6-11fps on a high-end Apple smartphone\textsuperscript{13,14}). Recent efforts towards accelerating CNNs for mobile applications include MobileNets from Google \textsuperscript{104}, which in particular highlights the accuracy-speed trade-off by providing a series of model options that have varying levels of accuracies and parameters/weights (which is directly related to the computation time). However, top-end modern smart phones still have more computation power than many embedded systems and smart cameras, and claims of real-time computation are usually assisted by large-scale parallelism enabled by high-end GPUs. Empirically, attempts by our research group to run any CNN-based architecture on embedded systems either ran out of memory or required multiple seconds or minutes to process one frame.

In safety-critical systems, there may be hard real-time requirements (i.e. an image must be processed within a certain time limit), such as in an autonomous vehicle where there has to be enough time for a vehicle to brake and physically come to a stop before it collides with a pedestrian. In a video analytics system, this requirement is again weaker, but it is still important that computation is close to real-time so that results are available in a timely manner and system owners can act on the insights. Work focusing on very fast person detection has yielded some impressive results as described above, but the choice of computing hardware is also critically important and often a hard engineering constraint. A Raspberry Pi, which can be used as a benchmark for the level of computing resources available on a top-end smart embedded camera, has significant difficulties running any modern person detection approach in real-time. The fastest is 3fps achieved using a HOG + SVM method, and even that is reported to only parse part of the image \textsuperscript{105}. Recent reports show that using a Intel Movidius Neural Compute Stick can achieve 6-7x speedups by providing additional parallel computation ability (similar to a GPU), but this has a much higher power and monetary cost, and still only achieves 3-4fps with the MobileNet SSD\textsuperscript{15}.

Taking the two main factors of accuracy and speed into account, two algorithms were selected for the video analytics system. The primary algorithm was DPM; even though it is an older algorithm, it has a relatively high level of accuracy, and recent optimisations made in OpenCV \textsuperscript{75} have improved the speed. A few modifications had to be made to the DPM algorithm provided in OpenCV in order to return the parts, rather than just a bounding box for the entire person. This is important for using parts-based sampling of features, as explained in the next Section. The secondary algorithm was ACF, which has a slightly lower accuracy but runs much faster. The strategy was to use DPM in the first instance to ensure that the rest of the pipeline was developed with a reasonable level of detection accuracy, and then to replace the DPM module in the pipeline with ACF to assess the impact on overall accuracy and speed. It is important to note that in both cases, the time taken for person detection is already significantly reduced by the use of background estimation to reduce the search space.

\textsuperscript{13}Matthijs Hollemans, "Real-time object detection with YOLO", May 2017.
\textsuperscript{14}Maneesh Apte, Simar Mangat, and Priyanka Sekhar, "YOLO Net on iOS", Stanford University, 2017.
\textsuperscript{15}Adrian Rosebrock, "Real-time object detection on the Raspberry Pi with the Movidius NCS", Feb 2018
3.2 Describing People

Once a person has been detected, that person needs to be represented in some way. While the person is already represented with pixels, it is common to reduce the amount of information by extracting features, forming what is known as a feature vector or signature. The aim is to select features that allow for high inter-class variation (significantly different between multiple people) while maintaining low intra-class variation (similar for the same person). Types of features include colour, texture, and structure, and within each of these types there are many choices. For example, colour can be represented in different colour spaces, such as RGB (Red-Green-Blue), HSV (Hue-Saturation-Value), YCbCr (Luminance and Chroma), and CIELAB (designed to approximate human colour perception). Additionally, multiple features can be extracted and used together, in a balance between representing people with a minimal amount of information while providing enough information to subsequent algorithms to successfully perform classification and re-identification. There is yet to be any consensus on an optimal set of features to use, and it may be that feature selection is application specific and dependent on the other algorithms used in conjunction (e.g. different classification algorithms may prefer features of different types).

In the context of person detection, recent papers have used a variety of different features, summarised in Table 3.1. It is important to note that this table focuses on the feature selection/extraction part of these works, rather than any classification or ranking algorithms even if they are the main focus of the work. Assessing the overall accuracy of these feature choices is challenging, because many are evaluated using different classification algorithms on varying datasets. However, work like [121] has shown that descriptors that include both colour and texture tend to perform better than either one alone, and that some of the more recent descriptors such as GOG and LOMO which operate at multiple scales are particularly effective. However, these methods tend to be much more computationally expensive, and are not very compact (i.e. the descriptors themselves are also quite large, with thousands of dimensions). To balance between the different engineering requirements at play, a 15x16-bin HSV 2D-histogram (across hue and saturation only) and a 16-bin LBP histogram are used in this system to represent colour and texture. HSV was selected over RGB due to its better resilience against lighting variation (by dropping the value channel). These features can be computed very quickly, and have been shown to provide good discriminative strength [108, 109, 122]. This is also similar to the popular LOMO [118] approach, although with a simpler and less verbose sampling scheme. It is important to consider that features are generally not uniform across an entire person. Extracting features across an entire person can cause more dominant features to suppress finer details that may be highly discriminative between different identity classes. For example, it is common for the colour of the upper half of a person to be different to the bottom half, because it is plausible for a person to be wearing clothing of different colours, and to extract features across the entire person would just average out these two distinct characteristics. To help improve the discriminability between people, sampling is used to extract features for different areas of the person.
Table 3.1: Features for Representing People in the Literature (in chronological order)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF [106]</td>
<td>An ensemble of localised features made up of eight colour channels from RGB, YCbCr, and HSV combined with nineteen texture channels from Schmid and Gabor filters</td>
</tr>
<tr>
<td>Covariance Regions [71]</td>
<td>Covariance of pixel locations and the values, gradients, and orientations of the RGB colour channels</td>
</tr>
<tr>
<td>Haar-like [107]</td>
<td>Trained Haar features extract RGB colour information from segments of the person image</td>
</tr>
<tr>
<td>RGB+LBP [108]</td>
<td>Combines RGB colour histograms with LBP texture histograms</td>
</tr>
<tr>
<td>Attributes [109]</td>
<td>Uses RGB, HSV, and YCbCr colour histograms with Gabor and Schmid texture features</td>
</tr>
<tr>
<td>SDALF [110, 111]</td>
<td>Combines HSV colour histograms with a measure of colour displacement (MSCR) and the presence of repeated structures, leveraging the vertical symmetry in person appearance</td>
</tr>
<tr>
<td>Colour Spaces [112]</td>
<td>Combines the use of moments and histograms to describe the HSV and YUV colour spaces</td>
</tr>
<tr>
<td>DenseColorSIFT [113, 114]</td>
<td>LAB colour and SIFT texture features are combined, with very dense sampling</td>
</tr>
<tr>
<td>gBiCov [115]</td>
<td>Uses Biologically Inspired Features (BIF), based on Gabor filters, and converts them into covariance matrices</td>
</tr>
<tr>
<td>CovCov [116]</td>
<td>Takes the covariance of the covariance matrices calculated from gray-level intensity of the pixels in each part/sample</td>
</tr>
<tr>
<td>HistLBP [117]</td>
<td>Instead of using the more common Schmid and Gabor filters, histograms of Local Binary Patterns (LBP) describe texture</td>
</tr>
<tr>
<td>LOMO [118]</td>
<td>Uses HSV and LBP histograms at multiple scales, transforms the data to maximise the local occurrence of these features</td>
</tr>
<tr>
<td>GOG [119]</td>
<td>Uses a Gaussian of Gaussians descriptor to represent the distribution of pixel-level colour and texture features</td>
</tr>
<tr>
<td>Semantic Channels [120]</td>
<td>Combines HOG texture and LUV colour descriptors at multiple scales with geometric structures</td>
</tr>
</tbody>
</table>

In *patch-based sampling*, very simple segmentation approaches are used, such as slicing the image into horizontal stripes [38, 106, 107] or using approximate blobs that correspond to the upper and bottom halves of the person [31, 32]. More recently, dense sampling approaches [123] have seen a resurgence [113, 124, 125]. Here, the image is segmented into a regular grid of patches, and then features are extracted for each patch. The sampling is parametrised by the denseness of the segmentation; for example, an image could be segmented into a $4 \times 4$ grid with 16 parts (not very dense) or a $20 \times 20$ grid with 400 parts (very dense). There becomes a trade-off between isolating finer detail against memory and computation costs. It is also common to combine neighbouring patches together with overlap so that the boundary effects of...
3.2 Describing People

arbitrarily selecting a patch density are reduced. This segmentation approach has the advantage of being very computationally efficient, since in most cases it is just taking a slice of the existing memory in a deterministic way. However, these patches generally do not have any semantic meaning, and it is a very rough approximation of the underlying principle that different parts of the body have inter-part variation, significant enough to justify separating them in the first place. Additionally, recent methods encourage segmentation into a larger number of parts, which negates the computational lightness of segmentation by introducing significantly more computation and memory costs for feature extraction and classification. It can also be very challenging to track the patches as people move, because there is a dependency on the accuracy of the bounding box from the person detection algorithm, which may not always position the person in the same place relative to the boundaries of the box, causing the same patch to represent different parts of the body in different frames.

The approach in \textit{parts-based sampling} is to isolate out specific parts of the body as a meaningful descriptor of the body; for example, an image of a person can be segmented into the legs, arms, torso, and head. Features for each part are extracted separately, in order to preserve the details that may differ between these parts. Using body parts provides a better proxy for how humans identify individuals at a distance [27, 71, 110]; for example, a human might identify a person by saying that they have brown hair and are wearing a red jacket, which could be approximated by a computer identifying that the head part of the human has a significant portion of brown and the chest part of the human is predominantly red. This is more complicated than patch-based sampling, because each part needs to be matched or verified to a model with semantic meaning. One way of extracting parts out of a detected person is to use the Deformable Parts Model (DPM) [85] object detection framework, which extracts parts during the process of detecting people, which is more efficient in this case than using a separate algorithm to segment the parts. The person model that is used in this work has eight parts:
head, torso, left shoulder, right shoulder, left hand, right hand, left leg, and right leg. Each part has its own feature vector, which can either be compared to the corresponding part in another person independently of all other parts, or concatenated together to form an overall feature vector representing the person. Figure 3.3 shows a visual representation of an example feature vector (made up of HSV colour and LBP texture histograms) representing an entire person, where there are eight parts separated by white lines. An advantage of using DPM is that a confidence score is provided for each of these parts, which allows the system to determine which parts may be obscured or out of frame (i.e. low confidence). When this happens, those parts can be ignored, reducing the amount of unwanted noise impacting the system [108].

There is also a more recent trend towards segmenting into more specific parts. Methods such as [126] describe detected people in terms of their clothing and accessories, such as “blue short sleeve shirt” or “black backpack”, and match those areas across images. This is also common in saliency learning [113], where the system attempts to identify the parts of a person that are significantly different to all other people, which often corresponds to the person wearing a backpack, or carrying a handbag, or wearing a hat, or similar. However, most of these methods use computationally expensive CNNs with large filter banks to test different parts of the image in a wasteful way. While these types of methods have achieved very high accuracy rates, they also require large amounts of densely labelled data, threatening the practicality of testing and developing this approach. This demonstrates that parts-based sampling, while potentially more accurate, is often very expensive to use if the parts have to be detected as a separate stage after person detection. Since DPM already inherently has parts, it is easy to use parts-based sampling with it. Meanwhile, since ACF only returns a bounding box for where the detected people are, it makes sense to use patch-based sampling in this case.

### 3.3 Conclusions

In this Chapter, person detection and feature extraction are thoroughly discussed, with reviews of methods presented in the existing literature presented and compared. While recent efforts using Convolutional Neural Networks (CNNs) have achieved impressive levels of accuracy, they remain generally impractical for use in embedded systems due to the high computational complexity leading to slow execution times. More traditional methods that use gradients to analyse shape are preferred, as they have a better trade-off between accuracy and speed. Different choices of features are also evaluated, and a combination of HSV for colour and LBP for texture are used to represent patches or parts of the detected people. The primary method that is used in the video analytics pipeline is the Deformable Parts Model (DPM) with parts-based sampling, and the Aggregate Channel Features (ACF) method with patch-based sampling is used as a secondary approach. In the next Chapter, person re-identification is presented, using the feature vectors that have been extracted from detected people. These feature vectors undergo a process of dimensionality reduction and metric transformation, followed by classification into identity classes.
Chapter 4

Person Re-identification

Once people have been detected in a frame, the next step is collecting the detections together over time to help track the individual. The main challenge is introduced when there are multiple cameras in a network. In the single-view case, cameras are limited by their field of view, by the aperture and orientation of the cameras, as well as by obstacles that obscure the object/person of interest. To mitigate this, multiple cameras are used, either overlapping or non-overlapping, at different camera positions and angles to capture a larger proportion of the space. Therefore, it is necessary to identify that one person in one camera view is the same as a person previously seen in another camera view, so that these two instances can be connected to the same identity and tracked throughout the global physical space. There are two ways of approaching this problem: either a spatio-temporal model that uses the topology of the cameras to connect tracks based on when and where objects have entered and exited camera views, or a re-identification approach that matches the visual appearances of individuals across multiple camera views [10]. In this thesis, formulations of both approaches are used and then combined together to improve the accuracy overall; this Chapter presents the appearance-based re-identification approach, while Chapter 5 will present the spatio-temporal tracking approach, as well as the model fusion of these two approaches.

Person re-identification is a commonly studied area, with many papers appearing at recent computer vision and pattern recognition conferences. However, this task is non-trivial; an example of some samples from two identities across four cameras is shown in Figure 4.1, demonstrating some of the challenges. There are significant differences in camera and subject pose, partial obscuration by objects naturally appearing in the environment, motion blur from low quality cameras, and the presence of multiple lighting sources causing significant colour changes and saturation. Importantly, these issues appear not only between cameras but also within camera views, making learning a single transfer function between the different camera views very challenging. The person re-identification task can be divided into several components. Once a person has been detected in a camera view, that person needs some form of data representation. One option is to pass the pixel information of the person directly into a deep convolutional neural network (CNN) for classification [127, 128]. In the case of [129], person detection/search and re-identification are done jointly on raw images with a
4.1 Dataset

Evaluation of different approaches requires a standardised dataset for fair comparison; a selection of popular datasets is shown in Table 4.1 in approximate chronological order. There
are many choices available, but generally datasets have become larger with more identities as technology has made it easier to capture, store, and transfer large amounts of data. A standard re-identification formulation is perhaps not as suitable for the motivating target application - rather than re-identifying one individual with only one or a few valid gallery samples, it is necessary to continually re-identify a person over time with an increasing number of gallery images, both within and across different camera views. Instead of using a dataset like ViPER [133], which only has a single source and single target image for each identity, person tracking datasets that can be used to extract people from each frame and build up a gallery over time are preferred, providing the algorithm with more information as time progresses. [39] includes a discussion of existing person tracking datasets, but most of these datasets only contain bounding boxes and do not include location data or ground truth topology information between the cameras. Recent datasets such as HDA+ [43] and DukeMTMC [39] are perhaps the closest to this use case, but in both cases the calibration matrices do not seem to be very accurate and there is limited or no overlap between the camera views. As noted in [43], many
Table 4.1: Person Tracking and Re-identification Datasets

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Context</th>
<th>Identities</th>
<th>Cameras</th>
<th>Samples per Class</th>
<th>Real-world Positions or Calibration Matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViPER [133]</td>
<td>Outdoor</td>
<td>632</td>
<td>2</td>
<td>2</td>
<td>X</td>
</tr>
<tr>
<td>i-LIDS [134]</td>
<td>Outdoor</td>
<td>300</td>
<td>2</td>
<td>2</td>
<td>X</td>
</tr>
<tr>
<td>3DPeS [135]</td>
<td>Outdoor</td>
<td>192</td>
<td>8</td>
<td>&gt;10</td>
<td>X</td>
</tr>
<tr>
<td>CMV100 [137]</td>
<td>Indoor</td>
<td>100</td>
<td>5</td>
<td>&gt;100</td>
<td>X</td>
</tr>
<tr>
<td>HDA+ [43]</td>
<td>Indoor</td>
<td>53</td>
<td>13</td>
<td>&gt;100</td>
<td>✓</td>
</tr>
<tr>
<td>CUHK03 [138]</td>
<td>Outdoor</td>
<td>1467</td>
<td>5</td>
<td>&gt;10</td>
<td>X</td>
</tr>
<tr>
<td>Market-1501 [125]</td>
<td>Outdoor</td>
<td>1501</td>
<td>6</td>
<td>≈20</td>
<td>X</td>
</tr>
<tr>
<td>DukeMTMC [39]</td>
<td>Outdoor</td>
<td>&gt;2000</td>
<td>8</td>
<td>&gt;100</td>
<td>✓</td>
</tr>
<tr>
<td>MARS [40]</td>
<td>Outdoor</td>
<td>1261</td>
<td>6</td>
<td>&gt;10</td>
<td>X</td>
</tr>
<tr>
<td>PRW [139]</td>
<td>Outdoor</td>
<td>932</td>
<td>6</td>
<td>36</td>
<td>X</td>
</tr>
<tr>
<td>UoA-Indoor</td>
<td>Indoor</td>
<td>19</td>
<td>4</td>
<td>&gt;100</td>
<td>✓</td>
</tr>
<tr>
<td>Airport [41]</td>
<td>Indoor</td>
<td>9651</td>
<td>6</td>
<td>&gt;10</td>
<td>X</td>
</tr>
</tbody>
</table>

of these datasets are only suitable for very narrow experiments, with the ground truth labelling intended for metrics focused on specific tasks (e.g. person re-identification alone) that are less suitable for measuring the performance of complete person tracking systems.

The standard formulation of a re-identification challenge, such as in ViPER [133] and DukeMTMC4ReID [121], involves having a large number of identities and a small number of samples for each identity in a gallery, and then trying to match a new source image of a person to an existing target (or probe) image in the gallery. In contrast, with an indoor retail application it is likely that there will be a smaller number of identities across a given time period, who remain within view for a much longer time period, allowing for more samples of each identity to be collected [38, 40, 140]. In the motivating target application, a global identification system is not required; individuals do not need to be re-identified when they come back to the store on a different day or when they are wearing different clothing, only while they are within the shop during a single visit, so a local identification designation is sufficient. For the purposes of presenting one-shot learning algorithms it is also assumed that with the assistance of an auxiliary sensor, such as an infra-red detector or a Radio Frequency Identification (RFID) authenticator at a turnstile, the first time a person enters a store they can be detected and designated as a new identity class, so that the first frame can be used as an anchor in a one-shot learning setting.
Figure 4.3: Side-by-side views from the four cameras in the dataset

Figure 4.4: A map of the UoA-Indoor dataset test environment with a camera in each corner (co-ordinates given in mm)
4.1.1 UoA-Indoor

As a result, a small dataset was internally created called UoA-Indoor, which used four overlapping camera views as shown in Figure 4.3. The room was set up as shown in Figure 4.4 in order to emulate an indoor office environment. The room was divided up into four zones, each representing the different class of activities that would be expected in each zone. The motivation for doing this is that in real-world applications, knowing that someone is at a specific co-ordinate like (3210, 1820) is not useful information for humans. Rather, people prefer to abstract the co-ordinate away and replace it with a “zone” that helps locate the individual approximately. The advantage of such an approach is that it explicitly loosens the requirements on position precision, while still providing sufficient information for most human-environment interaction applications. This is an important factor that future researchers should consider when defining their datasets and determining what elements to include in annotation, and could give rise to an accuracy metric that is more relevant to non-technical users. In this dataset, the zones are defined based on co-ordinate points and labelled alphabetically {A,B,C,D} representing the entrance, kitchen, work, and couch zones respectively, which are human-readable labels that can be understood outside the context of computer vision research.

Footage was recorded at a resolution of 1920x1080 at 15 frames per second, using a script to initialise and synchronise all four cameras so that they record at the same time. For the purposes of further analysis, the footage was downsampled to 640x480 to reduce computation time. Consumer grade Logitech C920 webcams were used for the collection of the footage. The use of common webcams over more advanced camera equipment was an intentional decision to allow the setup to be more accessible, low-cost, and reproducible, as well as for any developed algorithms to be more robust and more likely to work with low-cost or legacy camera systems. While it has been argued that using stereo cameras or other cameras that provide some measurement of depth (e.g. RGBD, infra-red, etc.) can lead to higher accuracy levels [141, 142], single view cameras are still currently the most common in existing surveillance infrastructure, allowing single view camera-based algorithms to be more easily integrated. Based on the review of similar multi-camera person tracking efforts and their evaluation needs, seven action categories were developed, such as simply walking through the room (Walk), walking and sitting on the couch (Break), and a group of people talking to each other in the room (Group). This dataset currently contains over 165 minutes of footage collected with 19 different identities appearing across over 150,000 frames. All subjects gave their informed consent for inclusion before they participated in the study, and creating the dataset was approved by the University of Auckland Human Participants Ethics Committee (reference number 018182).

4.1.2 Annotation Tool

A number of annotation tools have also been released in recent years for annotating object and person tracking videos. At the most fundamental level, the annotation tool needs to produce a file that describes where a bounding box or bounding polygon for each relevant object or person is in each frame of the video. During the development of UoA-Indoor, it
became apparent that there was a need to create location annotations in both the image space and real world, along with attribute labels for the room zone and indication of whether a person was partially obscured or not. A number of existing tools were reviewed for their suitability for this dataset and the needs of the overall project. ViPER-GT [143] has a highly customisable annotation structure which could support various data types and labels, along with a time-saving feature to copy annotations across frames. However, its interface proved to be cluttered and annotations required too much manual effort compared to other tools as every frame still need to be manually annotated. VATIC [144] uses optical flow, a way of interpolating bounding boxes in the frames between two manually annotated frames, which are termed keyframes. However, the tool intentionally only offers bounding box annotations to simplify the annotation process, making it unsuitable for complex annotation tasks like incorporating calibration matrices or annotating zones. LabelMe Video [145] includes a 3D interpolation technique for tracking moving objects across frames, reducing annotation time while retaining a high degree of accuracy compared to more basic 2D interpolation. However, the annotation output is inflexible, and does not support the addition of location markers or other contextual information such as whether an object is obscured or not.

Since none of these tools specifically filled the need for an annotation scheme that could include real-world co-ordinates and zones, a new annotation tool was developed from scratch, as shown in Figure 4.5. The annotations themselves are saved as a JSON file for each video, along with a global JSON file containing an array of person objects to assign a globally unique ID for each person in the ground truth. Most significantly, camera calibration is built into the tool, so that real-world co-ordinates can be automatically calculated based on image space co-ordinates and included as part of the annotations. Based on the real-world co-ordinates, the tool also automatically suggests a zone for the current person, the boundaries for which can be defined in a configuration file. The tool is targeted at more technical users and exposes the full annotation data to the user for editing, as opposed to only letting the user adjust bounding boxes. The user is also able to annotate the bounding boxes and the location separately (i.e. the user takes two passes through a video), which allows the user to concentrate on one element of the annotation process, and improves efficiency [144].

Reducing the number of annotations required is the most important factor in reducing overall annotation time. In this tool, the current frame annotations are automatically copied over to the next frame when the user progresses through the video in the same way as ViPER-GT [143], reducing the annotation time if few elements have changed. Keyboard shortcuts also allow the user to quickly move between frames without having to move the mouse to click on buttons. Additionally, a simple optical flow process is used to make estimates for bounding box locations between keyframes, similar to VATIC [144]. This was found to be a good compromise between automation complexity and time, as too much automation during ground truthing could favour one person tracking approach over others, which is a common issue with modern large-scale person re-identification datasets. The VATIC research suggests that keyframes should be fixed for optimal speed, but this was deemed to be too limiting as people tend to move in and out of view often in the videos in this dataset, and keyframes need
to be marked more carefully if a transition happens. Keyframes are assumed when the user adjusts a bounding box or enables the keyframe checkbox, and then tracked for each person in the frame.

While it is desirable for keyframes to be set far apart in order to reduce annotation time, this is generally only possible in outdoor contexts where small objects move in reasonably linear trajectories (e.g. a car on a road) with relatively constant size. In an indoor context, since the cameras are closer to the target objects/people, the appearance size in image space changes much more frequently. To measure the error introduced by the optical flow, the Intersect Over Union (IOU) score was calculated between human annotated bounding boxes and optical flow generated bounding boxes. The maximum IOU was 0.991, the minimum IOU was 0.717, and the average IOU across approximately 400 frames was 0.942. The difference in annotation time was also measured, with an average 2 hours required per video for full manual annotations, compared to 1.4 hours required per video for annotation with keyframes. Therefore, a 30% reduction in annotation time was achieved in exchange for approximately 5% error, which would be considered an acceptable trade-off. This annotation tool is publicly available at [https://github.com/TheGuardianWolf/Annotation-Tool](https://github.com/TheGuardianWolf/Annotation-Tool) for other researchers to annotate their own video data.

After the creation of the dataset, the OpenCV [75] implementation of the Deformable Parts Model (DPM) [85] detector was used to extract all instances of people in the dataset for the purpose of testing re-identification algorithms. This re-identification focused dataset contained approximately 28,000 samples across 19 identities with between 750 and 2640 samples per identity class, as well as approximately 13,000 hard negative samples, across all four camera views. It should be noted here that DPM is only used as a benchmark method for person detection and feature extraction so that metric learning and classification algorithms can be
tested fairly, and alternative methods include using another person detection algorithm and then segmenting using dense sampling [124, 146] or spatial transformer networks [147, 148] as an approximation for limb-specific segmentation.

4.2 Dimensionality Reduction

Based on this re-identification dataset, Principal Components Analysis (PCA) was used as an unsupervised method of determining the most important dimensions of the feature vectors in terms of variation - dimensions that have low variation are likely to correspond to background parts of the image that are common between all classes, while high variation dimensions are likely to help with separability between classes. PCA has been shown to be effective in a number of previous person re-identification applications [38, 112, 115]. Reducing the number of dimensions to a relatively small number of most important dimensions lowers the computation time for metric learning and classification as there is less data to process. Additionally, for some algorithms, reducing the number of dimensions can improve accuracy as uniformly weighted noisy and misleading dimensions can be removed, leaving the more important discriminative dimensions. For example, dimensions that correspond to the histogram bins that represent textures mostly only found in the background, such as on a wooden table, would be removed as they are likely to have the same values for two different people standing in front of a wooden table, and therefore would not help with inter-class classification. Once the most important dimensions have been established by processing enough training samples offline, this can be applied to all future feature vectors without any additional training. As the number of resultant dimensions increases exponentially, the increase in classification computation time is also generally exponential (in the best case where the classification algorithm is linearly complex) while the accuracy improves diminishingly or even decreases as more dimensions are introduced, as shown in Figure 4.6. This figure shows the result of an experiment using an offline SVM for classification, where between 32 and 64 dimensions were generally sufficient for good linear separability.
4.3 Metric Learning

After PCA, the detected people are represented by short feature vectors based on the features/variables/dimensions with the highest level of variation. However, these vectors are often not linearly separable, which makes classification more challenging, and no effort is made to keep samples from the same class together. While it is common to use non-linear kernels such as Radial Basis Functions (RBF) to achieve non-linear classification, this can be very computationally expensive, and can still find some data distributions very challenging. Metric learning (also known as distance metric learning) attempts to simplify this by learning a distance metric, generally a Mahalanobis distance metric, that optimises towards establishing high inter-class (between-class) variation and low intra-class (within-class) variation. Metric learning has been shown to be a useful pre-processing step for many machine learning approaches [149], and has been shown to improve the accuracy of person re-identification [38, 150, 151] by transforming the vectors so that they are more linearly separable into identity classes, which has the effect of increasing the accuracy and reducing the subsequent training and testing times required by the classification algorithms. For more detailed information about metric learning methods and their applications, particularly in the context of processing feature vectors, readers can refer to the survey technical report [152].

By including annotated images of detected people across a number of different camera views, the aim is to use the metric learning algorithm to learn how to minimise the impact of the different camera characteristics by minimising intra-class variation, where the class is a single identity that has samples across multiple camera views. This is in contrast to approaches that explicitly learn a transfer function that models the change in parameters between two camera views [153, 154] so that the appearance of a person in one camera view can be modified to be more similar to what might be expected if they had appeared in another camera view. The challenge for real-world re-identification is that a metric has to be learnt that is applicable to classes that may not have seen at training time, as new people enter and exit the monitored environment. Thus far, the literature has not shown there to be a “universal” distance metric that can be applicable in all cases, as it is common for the learned metric to be dependent on camera parameters, external environmental factors, and variations in background [155]. While the optimum metric could be learned if many samples of all classes were available at training time, in reality the metric has to be found based on a small number of training classes that can then be used on other new classes at test time, similar to how the important dimensions are established through PCA. This is further complicated by the fact that there are many, many different metric learning algorithms, and there is no consensus yet on which algorithm is the most suitable for person re-identification.

4.3.1 Algorithms

In order to decide on which metric learning algorithm to use in the proposed video analytics system, a number were experimentally tested on the dataset to find not only their ability to learn a useful metric, but also to learn a generalisable metric based on a small number of classes.
The tested algorithms are selected based on their usage in related applications, showing good results in either person re-identification or similar image/signal processing applications. A brief description of each of the tested algorithms is provided here, but readers should refer to the cited sources for more details.

**Large Margin Nearest Neighbour (LMNN)** [156] uses a k-Nearest Neighbours (kNN) approach to try and keep the closest points together in the same class, while separating classes with margins that are as large as possible using semidefinite programming. This approach is similar to an SVM in that there are similar goals to maximise linear margins between classes, except it is based on kNN instead of a linear kernel. In these experiments, k is set to be equal to the size of the smallest class. LMNN and its derivatives are some of the most popular metric learning algorithms, and have previously been applied to person re-identification in [157, 158, 159].

**Information Theoretic Metric Learning (ITML)** [160] views the samples of each class as a Gaussian and attempts to minimise the differential relative entropy, essentially bringing the samples for the same class closer together and inherently creating larger distances between the classes. This approach does not require semidefinite programming or expensive eigenvalue computation, but may require additional linear constraints to work effectively. ITML and its improved derivatives have been used for facial recognition/verification and person re-identification in [150, 161].

**Sparse Determinant Metric Learning (SDML)** [162] attempts to take advantage of the typically sparse nature of data points in high-dimensional feature spaces, using regularisation approaches to learn a compact distance metric in a computationally efficient way. However, since PCA is performed as a form of dimensionality reduction first, some of the sparsity assumptions about the ratio of samples to dimensions may not hold true.

**Least Squares Metric Learning (LSML)** [163] is designed to minimise the sum of squared residuals in order to improve clustering accuracy by using a simple gradient-descent approach. It is also designed to work in sparse dimension spaces, and has been shown to work well in scenarios with minimal supervision. LSML is applied to handwritten character recognition in the original paper, but it is likely to be suitable for other image-based matching or re-identification applications since sparsity is a common characteristic of some dimensions in the feature vectors. LSML has been used in diverse image classification applications in [164] and face recognition in [165].

**Local Fisher Discriminant Analysis (LFDA)** [166] solves a generalised eigenvalue problem in order to perform supervised dimensionality reduction, and thereby produce separable classes. In particular, it is targeted at scenarios with multimodal distributions where the same class is actually distributed across multiple clusters (or in other words, the cluster may be made up of multiple separable sub-clusters), which might be expected when drawing samples from multiple camera views. It has previously been applied in a person re-identification context in [117].

**Relevant Components Analysis (RCA)** [167] reduces global unwanted variability by assigning larger weights to relevant dimensions and lower weights to irrelevant dimensions.
RCA does this based on “chunklets”, defined as a subset of points belonging to the same class, in order to identify intra-class variability and minimise the weighting for those dimensions. RCA has been applied to facial recognition in [169].

Lastly, Neighbourhood Components Analysis (NCA) [170] is based on a kNN approach, similar to LMNN, except it maximises an accuracy score based on the training data by iterating over stochastic solutions. However, NCA faces substantial computation and memory challenges with datasets that have high-dimensionality and a large number of samples, and can become trapped by local maxima. Both RCA and NCA have been applied to handwritten character recognition [170], as well as face recognition and character recognition in [171].

The recently popular KISSME [172] algorithm was investigated, but it was not included in these experiments as [117] showed that it produced similar results to LFDA on person re-identification datasets, with LFDA outperforming KISSME on smaller datasets with fewer identity classes. In addition to the metric learning approaches described above, a covariance metric transformation was included as a baseline method for comparison, based on the original Mahalanobis work [173]. The covariance metric essentially applies a standard covariance operation over the feature vector:

\[
\Sigma_{ij} = \mu [X_i X_j] - \mu_i \mu_j
\]  

(4.1)

where \( \Sigma \) is the output matrix, \( X \) is the input feature vector, \( \mu \) is the mean, and \( i \) and \( j \) refer to the positions of elements within the vector/matrix. For the rest of this Chapter, “metric learning algorithms” includes the covariance metric in this collective group, even though strictly speaking there is no learning involved in this calculation. It is also important to include a control case in these experiments, where no metric learning is applied at all, in order to show that metric learning does produce better results than doing nothing.

### 4.3.2 Experimental Results

#### 4.3.2.1 UoA-Indoor Dataset

Two experiments were set up to test the effectiveness of different metric learning algorithms based on UoA-Indoor. In both cases, post-PCA feature vectors were used (32 dimensions). Firstly, in Experiment A (shown in Table 4.2), 5-fold cross-validation (CV) was used, where the metric learning algorithm had access to 80% of the samples across all classes as a training set. It should be noted that these samples come from all four camera views, so there may be significant intra-class variation from the different camera views that needs to be minimised. The learnt distance metric was then applied to all of the samples, and made the transformed training set available to a linear one-vs-all Support Vector Machine (SVM), and tested this with the remaining 20% of the transformed samples as a test set, evaluating the accuracy and timing across five folds. The samples used in the training and test set were selected uniformly randomly, rather than being in sequential time order. In all experiments, the accuracy is essentially the “Rank 1” result, i.e. only the highest ranked result is used for classification with no further
Table 4.2: Experiment A: Metric Learning with 5-fold CV across all classes, evaluated with SVM on UoA-Indoor

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Metric Learning Time (s)</th>
<th>SVM Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>9.44</td>
<td>0</td>
<td>58.53</td>
</tr>
<tr>
<td>ITML</td>
<td>9.44</td>
<td>7.84</td>
<td>56.27</td>
</tr>
<tr>
<td>SDML</td>
<td>9.44</td>
<td>0.019</td>
<td>56.23</td>
</tr>
<tr>
<td>LFDA</td>
<td>90.25</td>
<td>1.03</td>
<td>19.67</td>
</tr>
<tr>
<td>RCA</td>
<td>96.92</td>
<td>0.0084</td>
<td>60.52</td>
</tr>
<tr>
<td>Covariance</td>
<td>99.65</td>
<td>0.011</td>
<td>5.98</td>
</tr>
<tr>
<td>LSML</td>
<td>99.72</td>
<td>3.82</td>
<td>5.99</td>
</tr>
<tr>
<td>NCA</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>LMNN</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4.3: Experiment B: Metric Learning with a subset of classes, evaluated on 5-fold CV with SVM on unseen classes on UoA-Indoor

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Metric Learning Time (s)</th>
<th>SVM Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>18.66</td>
<td>0</td>
<td>17.78</td>
</tr>
<tr>
<td>LFDA</td>
<td>55.01</td>
<td>0.49</td>
<td>1133.59</td>
</tr>
<tr>
<td>RCA</td>
<td>58.56</td>
<td>2.95</td>
<td>82.62</td>
</tr>
<tr>
<td>LSML</td>
<td>96.07</td>
<td>3.86</td>
<td>17.58</td>
</tr>
<tr>
<td>Covariance</td>
<td>98.82</td>
<td>0.0061</td>
<td>8.38</td>
</tr>
</tbody>
</table>

re-ranking. This is in contrast to many papers in the literature that report accuracy at multiple ranks, which is not actually representative of what is needed for the real-world task.

After determining which metric learning algorithms were most likely to be suitable, in Experiment B, shown in Table 4.3, 5-fold cross-validation was used to provide four random classes (21% of all classes) to the metric learning algorithm, and the learnt distance metric was applied to all samples across all classes. The remaining transformed fifteen classes were then classified with a linear one-vs-all SVM. For each class, 20% of the transformed samples were provided to the SVM for training, and the other 80% for testing. Using 5-fold cross-validation in this way allows us to confirm that the effect of metric learning was not closely tied to the specific classes that are chosen for training and testing. This experiment differs from Experiment A and the work done in [150] in that not all classified classes are made available to the metric learning algorithm, so the test is determining the generalisability of the learnt distance metric on different classes in the dataset. The methods that were considered unsuccessful in Experiment A were not included again in Experiment B.
In these experiments, the best case scenario is to find a metric learning algorithm that leads to high classification accuracy and low computation times, both in terms of metric learning and classification. The metric learning time is the time taken for the metric learning algorithm to return a transformation matrix - the time required to apply that transformation matrix to the data is constant for the same number of samples and negligibly small, regardless of the metric learning algorithm. Only the SVM training time is reported here for the classification process - the time required to evaluate (i.e. classify at run-time) each sample of the testing data is also constant for the same number of samples regardless of the metric learning algorithm, since the SVM just evaluates which side of the hyperplanes the sample lies on. It is important to note that these times are provided for processing the entire dataset, not per frame or per detected person.

The metric learning and SVM training times should be interpreted comparatively between the different methods rather than taken as universally applicable computation times, as they will vary significantly depending on the computation platform and dataset. All accuracies and computation times are derived from a desktop computer running Ubuntu 16.04 with an i7-6700 CPU with four 3.40GHz cores and 64GB of RAM. This is a far more powerful computational platform than would normally be expected to be available in low-cost resource-constrained environments, but is used as a preliminary testbench. Even then, a number of the metric learning algorithms crashed when the PC ran out of memory, indicating that they are unlikely to be suitable for the resource-constrained use case. In particular, LMNN and NCA were not able to complete execution on the test computer, and RCA crashed when the number of post-PCA dimensions increased to 64. The code was written in Python with NumPy to improve computation speed, and made use of the metric-learn library for some of the algorithm implementations in order to accelerate development and testing. In each experiment, there are 19 identity classes and a hard negative class containing erroneous background samples that are not people.

As shown in the results for Experiment A in Table 4.2, the use of an appropriate metric learning algorithm clearly makes a large impact on the linear separability of the feature vectors, improving the accuracy significantly. In the case where no metric learning is used, the SVM seems to classify all of the test set vectors as being part of the hard negative class, resulting in a baseline accuracy of 9.44%. ITML and SDML show similar results, indicating that they have failed to learn a meaningful metric and have become biased towards the class with the largest number of samples (the hard negative class). When LSML, LFDA, or RCA are used, accuracy rises to over 90% using the same classification method. Calculating the simple covariance metric of the reduced feature vector also leads to a high classification accuracy.

There is also large variation in the metric learning times between the different approaches. This is mostly dictated by how many iterations the approach needs, and whether the error can be reduced sufficiently or if the algorithm reaches the maximum number of iterations before exiting. However, it is also interesting to observe the differences in SVM training time, which can be interpreted as a sign of how successful the metric learning algorithm is at producing linearly separable classes, as it represents how easy or difficult it is for the SVM to optimise.

\[\text{https://github.com/metric-learn/metric-learn}\]
hyperplanes between classes. High training times are a sign that learning a suitable hyperplane has been very difficult for the SVM, and in some cases leads to a very low accuracy when the SVM has failed to improve over time. This is with the exception of RCA, where the end accuracy is relatively high, but it requires a high number of iterations, as shown in the very high SVM training time.

In terms of optimising towards high accuracy and low computation time, it is clear that LSML should be the winner in Experiment A, but the covariance metric performs very similarly with a much lower metric learning time (since there is no iterative learning process involved). These results are reinforced by the results of Experiment B, shown in Table 4.3. In this case, the accuracies generally drop in comparison to Experiment A, which is to be expected since the metric learning algorithm has not seen all possible classes. The accuracy for the case with no metric learning at all increases since there are fewer classes (and samples) in the SVM train/test sets. The SVM training time increases, sometimes very significantly, since the learnt metric is likely to be less suitable for classes that have not been seen by the metric learning algorithm, and therefore the feature vectors are harder to separate. Experiment B shows that the high accuracies achieved by LFDA and RCA in Experiment A are highly dependent on the samples seen at training time, suggesting that these approaches tend to overfit. This may be suitable for some applications where all classes are available at training time, but these are generally not available. LSML is left as the only learning approach that achieves a high accuracy when the distance metric is applied to new data containing new classes, but surprisingly the covariance metric, without any learning, achieves an even higher accuracy.

LSML and the covariance metric transformation produce similar results because in LSML, the covariance metric (i.e. converting to the Mahalanobis Distance) is used as an initial guess, which is then further iterated upon to reduce the error - since the covariance metric is already a good guess, further iterations only lead to marginal gains. However, a 0.07% increase in accuracy shown in Experiment A probably should not be accepted when it comes at the cost of a 360× increase in metric learning time. In Experiment B, LSML actually achieves a lower accuracy than the covariance metric, because it has optimised towards the classes available at training and not performed as well for the new test classes during classification (essentially overfitting), also leading to a significantly increased SVM training time. Therefore, more computationally expensive metric learning can be avoided by using a simple covariance metric transformation instead to achieve sufficiently good linear separability between identity classes. The use of the covariance metric as a feature descriptor has been established in the literature [71, 174], but not necessarily in terms of colour histograms or as a superior alternative to more sophisticated metric learning. In general, this is a finding supported by [150], which states briefly in their conclusion that “even a standard Mahalanobis metric not using any discriminative information yields quite good classification results”. It is logically consistent that this effect is due to the metric learning algorithms generally overfitting to the training data, and the covariance metric remains relatively generalisable while being far less computationally expensive.
4.3.2.2 DukeMTMC4ReID Dataset

To further validate the results, the experiment was repeated on a much more challenging dataset, DukeMTMC4ReID [121], which is based on individuals detected with Doppia [175] from the DukeMTMC dataset [39]. In this dataset, there are 1852 unique individuals (classes), with a total of 46,261 detections at varying bounding box resolutions. This is a more traditional person re-identification dataset in comparison to UoA-Indoor, with a small number of detections per class (as few as 10), making training much more difficult. Additionally, the dataset is captured in an outdoor setting, with eight cameras that are mostly not overlapping (as shown in Figure 4.7), with significant variation in pose and differing environmental conditions. In this dataset, the individuals are already cropped, which makes it harder to use DPM to consistently extract person parts without significant retraining. Instead, patch-based sampling [123] is used to segment the cropped person images by dividing each person image into 16 parts in a regular 4x4 grid. While the image resolutions differ between detections (depending on if the person was closer or further away from the camera when they were detected), leading to differently sized parts, this does not affect this approach since the extracted features are normalised histograms for each part. The accuracy of this approach would likely be improved with more dense sampling [146], but for the purposes of this experiment, comparative measures are more important. The same colour and texture features are extracted as before - since there are now 16 parts per person instead of 8, the resultant feature vector is twice as long. Without dimensionality reduction, this would have significant impacts on the classification algorithm and its ability to deal with noisy data in more dimensions, but PCA is used to reduce the number of dimensions down to 32 to be consistent with the previous experiments.

Typically, a simple one-vs-all SVM would probably not be used in this scenario as there
4.3 Metric Learning

Table 4.4: Experiment C: Metric Learning with a subset of classes, evaluated on 5-fold CV with SVM classification on unseen classes on DukeMTMC4ReID

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Metric Learning Time (s)</th>
<th>SVM Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.0896</td>
<td>0</td>
<td>323.25</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.0899</td>
<td>0.048</td>
<td>326.37</td>
</tr>
<tr>
<td>LSML</td>
<td>22.28</td>
<td>11.43</td>
<td>365.95</td>
</tr>
<tr>
<td>Covariance</td>
<td>22.68</td>
<td>0.0096</td>
<td>375.77</td>
</tr>
<tr>
<td>RCA</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

are too many different classes, leading to state space explosion and a high level of difficulty in separating the classes linearly. This makes following the SVM training time less reliable as an indicator of the impact of the different metric learning algorithms on separability, as the effect of the large number of classes dominates, as shown by the accuracy rates. However, the SVM is used as a benchmark method for evaluating the different metric learning methods so that there is fair comparison. This experiment follows the same procedure as Experiment B, where not all classes are seen by the metric learning algorithm in order to determine the algorithm’s ability to identify a generalisable metric for a given environment and emulate the real-world case. In this case, 10% of the total classes are provided to the metric learning algorithm (because there are far more classes in this dataset than UoA-Indoor), with the expectation that the learnt metric should be applicable to the other 90% of classes too. This experiment tested the same metric learning methods as Experiment B, and used 5-fold cross validation to help with establishing more robust results since there is less data per class. It is important to note that the training times reported are aggregated across the entire training set in the dataset, not per detected person, so the computation times are naturally higher than in the case of UoA-Indoor since the dataset is larger.

As shown in Table 4.4, without metric learning the SVM essentially fails to learn. RCA failed with the larger dataset because of resource constraints. The increased number of classes and reduced number of samples per class causes the accuracy rate to generally be very low for all methods. The covariance metric still produces the best distance metric, with the best accuracy and the lowest metric learning time, while producing a similar SVM training time to the other methods. As before, LSML was very close to the covariance metric since it starts with the covariance metric as an initial guess and then converges towards a solution optimal for the given training set. Since the learnt transformation matrix is then applied to other previously unseen classes (in the same environmental settings), this causes the learnt matrix to move away from the more general solution.

The accuracy rate can be compared to the results reported in the original DukeMTMC4ReID [121] paper as rank 1 results. This has to be done carefully, as [121] uses different features and a different evaluation protocol to the previous experiments. Firstly, their work compares seven
Table 4.5: Comparison against DukeMTMC4ReID experiments from [121] (LOMO features)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KISSME [172]</td>
<td>0.49</td>
</tr>
<tr>
<td>SVMML [176]</td>
<td>9.61</td>
</tr>
<tr>
<td>PCCA [177]</td>
<td>14.16</td>
</tr>
<tr>
<td>MFA [178]</td>
<td>14.92</td>
</tr>
<tr>
<td>L2-norm</td>
<td>20.6</td>
</tr>
<tr>
<td>Covariance (from Exp D)</td>
<td>22.68</td>
</tr>
<tr>
<td>RankSVM [134]</td>
<td>23.19</td>
</tr>
<tr>
<td>XQDA [118]</td>
<td>27.88</td>
</tr>
<tr>
<td>LSML (from Exp D)</td>
<td>28.12</td>
</tr>
<tr>
<td>kMFA [117] with exp kernel</td>
<td>38.29</td>
</tr>
<tr>
<td>kLFDA [117] with exp kernel</td>
<td>38.56</td>
</tr>
</tbody>
</table>

different types of features, with varying colour and texture choices. LOMO [118], which extracts HSV colour histograms and LBP texture features, is the most similar to the features used in the previous experiments. Secondly, their evaluation protocol selects 50% of the identities as the training set, rather than the 10% used in the previous experiments, so it is natural for the accuracy rates to be much higher since the training data represents a larger proportion of the global distribution. It is important to note that this is because [121] is only focusing on presenting baseline results for their new dataset, whereas in this Chapter the focus is on finding a metric learning algorithm that can learn a generalisable metric transformation with minimal training data, hence the difference in experimental design. To resolve this difference, for the purposes of comparison only, experiment C was re-run with only LSML and the covariance metric (experiment D), with 50% of the samples provided to the metric learning algorithm. Naturally, since there is no actual learning in the covariance metric transformation, the accuracy here did not change, which disadvantages it against the other algorithms presented that have more opportunity to learn a metric that suits the distribution of the dataset. Additionally, rather than mixing samples from all cameras for both testing and training, [121] fixes one camera as the probe, and detections for all other cameras are combined as the gallery. Importantly, no offline SVM is used in their experiments; instead, they simply pick the most similar source image for each probe and classify in that way. In Table 4.5, a rough comparison between some different metric learning algorithms on DukeMTMC4ReID is shown - other than the covariance metric and LSML, the results are obtained directly from [121].

The first interesting result to interpret is the increase in accuracy for LSML - from 22.28% under the previous evaluation protocol to 28.12%. This is an indication of the difference in accuracy that can be expected simply by changing how the accuracy is measured; in this case the most significant impact is caused by the much larger amount of training data used. Secondly, the covariance metric result is still reasonably competitive against other, more complicated
methods. In particular, the SVM-based methods SVMML and RankSVM are likely to require significant training time, and the kernel-based methods kMFA and kLFDA may not produce linearly separable classes that can be interpreted by a linear SVM. Unfortunately, no timing results are reported in [121], so it is not possible to identify the amount of speed that must be given up in exchange for higher accuracy rates. Given the focus on computationally light algorithms in this thesis, that the target application requires a more generalised metric that can be applied without training data that represents a large proportion of the global distribution, and that the covariance metric is not significantly worse than most of the other state-of-the-art methods, the covariance metric is perhaps the best option for making the feature vectors easier to classify in the proposed re-identification scheme. This is an important result, as other researchers have continued to develop and use more sophisticated metric learning approaches for person re-identification.

In this Section, it is comprehensively established that the covariance metric transformation is sufficient for fast person re-identification across multiple camera views; this could be further established on other datasets to determine the wider generalisability of this claim. The primary reason for the covariance metric transformation’s superior performance is due to the more sophisticated metric learning algorithms generally overfitting to the training data, failing to remain generalisable enough for new unseen test data. In particular, this claim may be more applicable to real-world re-identification scenarios, where there are a large number of samples per class as they are observed over time, and a smaller number of classes visible over any reasonable time period, rather than the standard dataset formulation of a large number of classes with a very small number of gallery images per class. However, the covariance metric is still competitive against more sophisticated metric learning approaches on a large standard person re-identification dataset.

In terms of future work, there are other metric learning approaches that could be investigated. Newer methods such as Marginal Fisher Analysis (MFA) [178], Pairwise Constrained Component Analysis (PCCA) [177], and Cross-view Quadratic Discriminant Analysis (XQDA) [118] may perform better, but there is no indication that they are able to overcome the overfitting problem suffered by the existing metric learning algorithms; [179] alludes to MFA requiring all subject identities during training in order to yield a good metric, and the data from DukeMTMC4ReID in Table 4.5 would indicate poorer performance even with 50% of the identities made available during training. Deep transfer metric learning [155, 180] allows for a partially trained model to incorporate new distributions from new datasets quickly to learn a more specific metric for a new environment. $X^2$-LMNN metric learning [181] has been shown to be particularly suitable for histogram-based data. However, both methods are all likely to be more computationally expensive than the covariance metric while still overfitting, and the covariance metric already yields sufficiently good results.
4.4 Classification

Once a detected person has been passed through feature extraction, dimensionality reduction, and metric learning, the resultant feature vectors can then be classified. The difficulty lies in the fact that not only is there significant variation in the appearance of a person between camera views, but even within the same camera view, environmental factors such as lighting can have an impact. Within-class variation makes classification challenging, especially if there are overlaps between different classes. An example of this is when people are standing directly underneath a bright light - depending on the angle of the camera, this can result in the appearance of the person being saturated (i.e. a lot of the pixels are at their maximum values, representing white), making it difficult to visually distinguish between two different people. The aim of the classification step is to attempt to overcome these issues and correctly identify the individual based on a feature vector representing their appearance.

In this problem formulation, each class represents a single identity, and the aim is to classify the transformed feature vectors into classes. This is in contrast to approaches that attempt to learn a transfer function between the different camera views in an effort to model the environmental and parameter changes [10, 153, 154]. There are a few characteristics of the end use case that affect the choice of classification algorithm. Firstly, while there is a dataset available for algorithm development, in the real world, training data cannot be obtained for each possible individual that might enter an unconstrained public camera view. This means that most supervised methods will be unsuitable, especially those that require large amounts of training data such as deep convolutional neural networks. Instead, the preference is for methods that either can utilise transfer learning based on the dataset, or unsupervised methods that do not require labelled data for each individual [182]. Unfortunately, purely unsupervised methods are unlikely to be suitable for processing footage in real-time, as stream processing (i.e. processing the footage as it arrives) means that the system will not have all of the samples at classification time, so finding patterns in the overall distribution is not possible. As a compromise, there are algorithms that require a minimal number of training samples. Algorithms that only use a single sample during training are commonly known as one-shot learning methods [183]. Secondly, in low-cost environments there is generally limited computation power and memory, so classification methods that require expensive GPUs or cloud computation services in order to achieve real-time speeds are also unsuitable. It is important to keep in mind that any algorithm needs to be scalable as the number of identity classes increases (up to a point), so methods that suffer from state space explosion such as decision tree-based algorithms would also be unsuitable.

4.4.1 Algorithms

This Subsection investigates four potentially suitable one-shot learning approaches, as well as two supervised approaches and one semi-supervised approach as benchmark comparisons to show that a) the feature vectors can theoretically be classified accurately if there is sufficient training data and b) the difference in computation time between fully supervised and one-shot
learning approaches. This is important as it shows that any errors for the one-shot learning methods are attributable to the algorithm, rather than to the data.

### 4.4.1.1 Benchmark Algorithms

The first method was a linear **Support Vector Machine (SVM)**, which is commonly used in machine learning as a supervised method for classifying data in two classes. This is done by optimising a hyperplane in multi-dimensional space between the classes so that the margin on each side of the hyperplane is as wide as possible. In the multi-class case where there are many possible output classes, a number of different approaches have been suggested. Variations of RankSVM [106, 134, 146] have previously been used in the re-identification context, where the kernel trick is used to learn a ranking function in a high dimensional space, which would also absolve the need for metric learning. However, simpler multi-class (pairwise or one-vs-all) SVMs have been shown to produce reasonably good results already, at much lower computation costs during execution [184]. A standard SVM formulation is also more suitable in sparse cases, i.e. where the number of dimensions is low relative to the number of samples, as is the case when dimensionality reduction has already been performed on the data. In these experiments, a one-vs-all scheme is used, where one model is trained for each class and the decision functions are used to determine the most positive model for any given input sample.

A simple **Perceptron** was used as another supervised method to provide a comparison to the SVM. A single perceptron with many output classes can suffer from separability issues, especially if there is significant noise or variation at the input, so a one-vs-all scheme is used to match the SVM model, where there is a single perceptron trained for each class. A multi-layer perceptron (MLP) network was also tested, but the relatively small number of input dimensions made selection of appropriate parameter values challenging, with a very low accuracy as a result. Deep neural networks were rejected for similar reasons to the MLP, on top of the high computation costs that might be unsuitable in a resource-constrained environment and the assumption that the additional computation costs were unlikely to yield sufficient accuracy improvements on top of the high accuracy rate already achieved by the single perceptron. Normally, the deep neural network would work on raw images and expect much more data than is being made available with the transformed feature vectors.

A semi-supervised method was included in order to provide another comparison point in terms of accuracy and computation time when less training data is made available. In **Label Spreading**, a similarity graph is constructed across all of the samples given in the training set, with regularisation so that the resultant model is more robust against noise. Importantly, only a small number of the training samples need to be labelled; the other samples are marked as unlabelled, which would normally be useless for a supervised learning algorithm, but in a semi-supervised algorithm allows the model to still develop some understanding of the underlying data distribution and lead to more accurate classification than unsupervised algorithms. For these experiments, the **scikit-learn** [185] implementations of SVM, Perceptron, and Label Spreading were used to accelerate development.
With the supervised and semi-supervised methods, there is no model update step, so the model does not improve over time and new classes cannot be introduced at runtime. However, as indicated earlier, the target application likely requires unsupervised methods. One-shot learning is very similar to unsupervised learning, in that one sample is provided per class to help start the unsupervised learning process. Firstly, a one-shot formulation of the SVM and perceptron can be used by providing an anchor sample for each class to initialise the model, and then using online learning to both classify and continue to train the model over time as samples arrive, with early stopping to avoid overfitting. However, as with most unsupervised methods, there is a risk in that misclassification of samples has a significant impact on the accuracy of future classification, since incorrect and correct classifications contribute equally to the learnt model. In the case of the SVM and perceptron, a single misclassification has a potentially large impact due to the repeated training epochs performed with each sample. Instead, the following subsections present two novel methods that attempt to minimise the impact of misclassification in one-shot/unsupervised learning. Both of these methods follow the flowchart shown in Figure 4.2, where identity classification is comprised of a similarity calculation with the existing model descriptors, and then a model update step to improve the accuracy of matching over time.

4.4.1.2 Gallery

The ViBe classification method was originally developed for the purposes of background estimation [60], to determine whether a pixel is part of the background or foreground based on comparison with samples in a background model. Importantly, the classification is reasonably robust against noise, with noisy samples ageing out over time. This was adapted to work in a person re-identification context, removing the irrelevant parts such as sample propagation for spatial consistency. This is called the Gallery approach because it is primarily based on maintaining a gallery of feature vectors for each identity class. This algorithm has two main parts - a classification step and a model update step.

When a new person is seen for the first time, a new class is created and the extracted feature vector is used as an anchor. A gallery of $N$ samples (targets) is established, where all of the samples are initially identical. During the classification step, the new sample (the probe) is compared to each target sample in the gallery for each class. Since metric learning has already been applied, theoretically the data points now lie in Euclidean space, and a simple Euclidean distance can be used to determine the similarity between two feature vectors, where lower distances mean that the vectors are more similar. A maximum threshold for the distance ($DIS$) can be found using a parameter sweep, so that if the distance is below that threshold then the two feature vectors are considered to be a match. For each class, if the number of matches is above a minimum number ($numMin$), then the probe feature vector is classified as part of that identity class. Formally, this classification scheme can be described by saying that a probe feature vector $x$ is part of class $c$ if $C(s) >= numMin$, where $C(s)$ is the number of target feature vectors $s_0, s_1, ..., s_N$ that satisfy the condition $||s - x|| < DIS$, where $||s - x||$ denotes
the Euclidean distance between \(s\) and \(x\).

In the model update step, a random target sample in the class gallery is replaced with the probe sample. Each target sample has a uniformly equal chance of being replaced. This has the effect of creating a smooth decaying lifespan for the gallery samples, providing a mixture of recent and older samples to compare against. The constraint on the size of the gallery to \(N\) samples ensures that the method remains scalable and does not grow excessively over time. The impact of a single misclassification leading to replacement in the class gallery is therefore minimised, as multiple matches (up to \(\text{numMin}\)) need to be made for a future probe vector to be classified. However, this behaviour is non-deterministic due to the random replacement, leading to slight differences in performance between trials. To determine the appropriate parameter values, a simple parameter sweep was conducted, and for the UoA-Indoor dataset the best values were \(N = 40\), \(DIS = 40\), and \(\text{numMin} = 5\). In other words, for a probe sample to be classified, it needs to match with at least 5 out of the 40 gallery samples, where the two distance vectors need to have a distance less than 40 in order to be declared a match.

### 4.4.1.3 Sequential k-Means

In this approach, a modified form of k-means clustering that supports online learning to classify feature vectors is used, where each class/cluster is a new person. This is based on Sequential k-Means Clustering\(^1\), but there are significant differences to allow this algorithm to work in a re-identification context. Originally, in the development of this system, this algorithm was designed to work with the DPM output without dimensionality reduction or metric learning, determining the distance between pairs of body parts and then creating an overall similarity score. However, this required a heuristic model update step that was similar to Relative Components Analysis (RCA), but was not very effective because the streaming nature of the video footage meant that the learnt model would become heavily biased towards earlier classes. That heuristic is no longer needed because the Mahalanobis distance (covariance metric transformation) is calculated before classification. An additional benefit of using the metric learning transformation is that instead of having to compute similarity using correlation distances (since originally the distances were based on histograms), a linear Euclidean distance can be used, which is computationally lighter.

In Sequential k-Means, each class is represented only as a cluster mean instead of retaining all of the data points, significantly reducing the memory and computation requirements in comparison to most other classification methods. When a new person appears for the first time, the first sample is used to initialise a new cluster center with that feature vector. For each new probe feature vector, it is compared to the cluster mean for each existing class. The vector is classified into class \(c\) with the lowest Euclidean distance, defined as \(||m_c - x||\), where \(m_c\) is the cluster mean for class \(c\). It should be noted here that this has the potentially negative effect of creating spherical clusters and decision boundaries, in comparison to most of the other methods which have linear boundaries.

---

The selected cluster mean is then updated using $m_c = \beta x + (1 - \beta)m_c$, where $x$ is the new probe feature vector and $\beta$ is a constant weighting factor. This essentially becomes a form of linear filtering, where each new sample contributes to the new mean by a small amount while still allowing past samples to have most of the influence. In a parameter sweep with the UoA-Indoor dataset, $\beta = 0.1$ was found as a parameter value that led to good accuracy results with images from multiple camera views, although this is likely dependent on the rate of change in visual appearance, which is difficult to model and dependent on the dataset or real-world scenario. The optimal value of $\beta$ is ultimately a trade-off between the need to update the model so that it is more similar to future samples in the short-term while remaining robust against noise and erroneous classifications in the long-term.

4.4.2 Experimental Results and Discussion

4.4.2.1 Experimental Settings

To compare the different classification approaches, each method was run on the transformed feature vectors from UoA-Indoor after PCA (32-dimensions) and metric learning (covariance metric transformation) with the following procedures and parameters:

- For the supervised methods, a modified version of 5-fold cross-validation was used to determine the accuracy and computation time per fold, with the smaller number of samples in the training set and the larger number of samples in the test set to make the problem setting slightly more challenging. The offline SVM and Perceptron were both linear. In each fold, there were approximately 5,000 samples in the training set and 23,000 samples in the test set across 19 identity classes.

- For the semi-supervised Label Spreading method, 10% of the samples were used to build a training set, and every 50th sample was labelled while all others were marked as unlabelled. The other 90% of the samples were then used as the test set. Accuracy and computation times were derived as an average across five trials. In each trial, there were approximately 2,800 samples in the training set with only 56 labelled samples, and approximately 25,000 samples in the test set across 19 identity classes. This is a reasonably challenging setup for label spreading.

- For the one-shot methods, feature vectors are streamed in order of appearance in the recorded footage, mixed between the four camera views. The first sample of each class is labelled and given to the algorithm as an anchor, so that a new class is created for the new identity, and then all subsequent vectors were labelled by the algorithm itself and used for further training (i.e. model update). The online SVM and online perceptron have the same underlying implementation as the offline versions, except that they are only partially fit with each sample, using early stopping to avoid overfitting. Accuracy and computation times were again averaged across five trials, with a single sample per class across 19 identity classes as the “training set” and over 28,000 unlabelled samples as the test set. Importantly, for the online SVM and online perceptron methods, the number of output classes need to be defined at initialisation as part of model creation, limiting the flexibility and scalability of the classification approach. In the case of Gallery and Sequential k-Means, the number of classes is only defined for the
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Table 4.6: Classification Accuracy and Computation Time on UoA-Indoor

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Classification Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised Learning Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline SVM</td>
<td>98.82</td>
<td>8.377</td>
</tr>
<tr>
<td>Offline Perceptron</td>
<td>91.35</td>
<td>0.391</td>
</tr>
<tr>
<td>Semi-Supervised Learning Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Label Spreading</td>
<td>72.92</td>
<td>1.772</td>
</tr>
<tr>
<td>One-shot Learning Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequential k-Means</td>
<td>67.22</td>
<td>0.282</td>
</tr>
<tr>
<td>Gallery</td>
<td>48.41</td>
<td>4.720</td>
</tr>
<tr>
<td>Online Perceptron</td>
<td>34.44</td>
<td>29.797</td>
</tr>
<tr>
<td>Online SVM</td>
<td>29.61</td>
<td>28.891</td>
</tr>
</tbody>
</table>

purposes of memory allocation, which could be defined as an upper bound limit on the number of simultaneously detectable classes.

4.4.2.2 Results

An ideal classification algorithm is one that has high classification accuracy and low computation time. All accuracies and computation times are derived from a desktop computer running Ubuntu 16.04 with an i7-6700 CPU with four 3.40GHz cores and 64GB of RAM, with the algorithms written in Python augmented with NumPy and Scikit-learn. The computation times should be compared to each other based on this machine, rather than taken as evidence for real-time execution generally. They are also times taken to classify the entire dataset, not per image.

As shown in the results in Table 4.6, the supervised learning results show that the dataset is largely classifiable in an offline training context, so any further decreases in accuracy are likely due to the method rather than inherent characteristics of the dataset. As the number of training samples is reduced, the accuracy rate falls, as shown in the semi-supervised and one-shot methods. Including both the supervised and one-shot variations of the perceptron and SVM show that without many training samples, it becomes very difficult to create accurate models and many more training epochs will be attempted with large errors, leading to much higher classification times and lower accuracy rates. The Gallery method still has a relatively high classification time due to the need to iterate through many target samples in the gallery for each possible class, but potentially does not replace samples in the gallery fast enough to keep up to date with recent samples, leading to erroneous classifications. It is clear that out of the one-shot methods, the Sequential k-Means is the best method, with a substantially higher accuracy rate and a substantially lower classification time. However, losing 30% accuracy between the supervised and one-shot learning methods needs to be further mitigated in order
for these algorithms to be viable for real-world applications. These one-shot learning methods may not yet be able to sufficiently overcome inter-camera variation when mixing the camera views together.

### 4.4.2.3 Comparative Analysis

When other person tracking and re-identification methods are published, the results can be reported in many different ways. A CMC/ROC curve is very common, but in a real system the method ultimately needs to make a decision about which identity to assign to a person, so only the $r=1$ (top rank) accuracy should be used for comparison against these methods. State-of-the-art re-identification approaches achieve around 50-80% accuracy for rank one\(^\text{18}\), although this appears to be strongly dependent on the dataset and therefore must be interpreted cautiously. The CUHK01 dataset is perhaps the most similar to UoA-Indoor and the test scheme described here, using a single-shot evaluation protocol similar to the experiments presented here, but with an outdoor context, a much larger number of identities, and only two camera views. The top performing method on this dataset \(^{186}\) achieves 66.6% accuracy at rank 1 using a CNN (no computation time is reported). In \(^{187}\), a deep colour and texture-based one-shot learning approach, learning local colour metrics for transfer functions between camera views achieves 51.2% on iLIDS and 45.6% on CUHK01, but requires a powerful GPU to achieve reasonable computation times. A comparative one-shot learning algorithm achieves 43.9% accuracy at rank 1 for walking people in the BIWI RGBD-ID dataset, although this result has the advantage of using depth information as well \(^{188}\).

More recently, a series of identity-based measures have been proposed \(^{39}\) in a person tracking context, utilising the more traditional measures of Precision, Recall, and F-Score. The accuracy results from the previous experiments can be interpreted as being largely analogous to IDP (ID-Precision), as they both measure the number of correctly classified identities out of the total number of detected individuals. In a multi-camera context, the state-of-the-art achieves approximately 58% IDP \(^{189}\) on the DukeMTMC dataset \(^{39}\), which also has an outdoor context but with eight non-overlapping cameras. Most of these datasets have a much larger number of identity classes than UoA-Indoor, so the scalability of Sequential k-Means needs to be further validated for fair comparison to other methods. The challenge for fair comparison with other works in the published literature is that methods like Sequential k-Means that iteratively improve their models, taking into account small and gradual changes over time, are inherently disadvantaged by most re-identification datasets, which only have a small number of samples for each identity class. These samples in many datasets are also generally discontinuous, meaning that they are not from sequential frames and there are often large time periods between the captured samples. Sequential k-Means achieves relatively high accuracy on the UoA-Indoor dataset in part because there are thousands of samples available for each class, and the samples can be fed into the algorithm sequentially in time order of capture.

4.4.3 Tuning Sequential k-Means

For the purposes of fair comparison, the same data was used for all four one-shot learning algorithms, but the parameters used in previous steps can be tuned to improve the overall accuracy of the system. Firstly, the number of dimensions to include in the feature vectors after PCA was experimentally validated again, since the original number of 32-64 dimensions was determined based on an offline SVM. Figure 4.8 shows a similar curve to Figure 4.6 from the offline SVM experiment, where the accuracy initially increases and then drops off, slowly decreasing as an increasing number of less discriminative dimensions are kept. However, the computation time for Sequential K-means increases linearly (rather than exponentially for the SVM), since the model size linearly increases as the feature vectors become longer. Selecting 50 dimensions for the PCA reduction improved the accuracy of Sequential K-means from 67.22% to 72.65%, a substantial improvement of over 5% just from increasing the number of dimensions from 32 to 50.

Secondly, the update rate $\beta$ was retuned with different lengths of feature vectors after PCA. It appears that these two parameters are largely independent, i.e. changing the number of dimensions has negligible effect on the impact of changing $\beta$ on accuracy. This can be seen in Figure 4.9, where the main shape of the curve is roughly the same regardless of the model update rate, and as the model update rate increases the accuracy decreases. This implies that the two parameters likely have independently additive effects. The highest accuracy is achieved when $\beta$ is between 0.05 and 0.1, around 50-dimensions post-PCA. Variations in $\beta$ have no impact on computation time since it is just a constant used in a multiplication operation.

4.5 Conclusions

In this Chapter, fast person re-identification is presented using an approach with multiple parts: dimensionality reduction, metric learning, and classification. Firstly, it is shown that dimensionality reduction can have positive effects for both accuracy and computation time when reducing the feature vectors to the most easily separable dimensions. Secondly, a number
of metric learning algorithms are tested for improving the separability of reduced feature vectors, and it is discovered that the covariance metric transformation has the best accuracy-speed characteristics, which has superior generalisibility for previously unseen classes at run-time. Thirdly, a number of one-shot learning classification algorithms are compared, both against offline supervised methods and against each other. The Sequential k-Means method is shown to have the best accuracy amongst one-shot learning methods. Importantly, this relies on the assumption that the model can continue to update and develop over time, in contrast to supervised learning approaches developed on most existing re-identification datasets. Finally, parameter selection for the Sequential k-Means method is discussed. Future work includes establishing longer-term understandings of appearance, such as in [190], which establishes a wardrobe model for each identity to help with long-term re-identification over many days. In the next Chapter, the spatio-temporal tracking model is presented, along with the model fusion process of combining both the appearance and spatio-temporal models together to produce reliable identity classification.
Chapter 5

Person Tracking

While person re-identification using Sequential k-Means offers some promise for classifying identities across multiple cameras in an unsupervised manner, the results in the previous Chapter show that it does not classify with perfect accuracy. Appearance only uses a subset of the information that is available, and by combining a different type or source of information, the accuracy could be improved. This is particularly relevant if other types of information are strong or reliable where appearance is weak or prone to error. Examples include combining camera information with infrared sensors [191], badge sensors or swipe cards for physical localisation [31], and triangulated wireless Bluetooth signals [192], but these all require additional infrastructure to be installed. A spatio-temporal based tracking model presents an alternative type of information based on the positions of detected people and how they move over time and can be extracted from the camera footage. These two types of information can be used independently to achieve person tracking, but could also be used in a complementary way to improve the overall accuracy of the system. This Chapter works towards this goal, using a Kalman Filter-based spatio-temporal model, and combining it with appearance-based person re-identification to jointly perform classification and tracking to achieve higher levels of accuracy while still maintaining low computation times.

5.1 Spatio-temporal Based Tracking

Within a single-camera view a person’s movements throughout a space can be tracked by estimating the positions of individuals in successive frames, and then connecting points together based on proximity and time to form tracks or “tracklets”. By tracking the person in space and time, a spatio-temporal model of how the person moves is formed. This can be as simple as taking the points in one frame, and connecting each one to the nearest point in the previous frame based on the Euclidean distance. However, the simplicity of this scheme also has many weaknesses; errors can occur if people are walking closely together, or if they walk past each other, or if a person walks behind an object that obstructs that camera’s view of the person momentarily (creating a discontinuity). The most common solution is to add some kinematics physics modelling, essentially estimating the velocity of the person in order to constrain
the directionality of the track and bridge discontinuities. Using kinematics is common in tracking moving objects generally, but there are still challenges, such as second-order effects (i.e. acceleration), sudden or abrupt changes in direction, the impacts of noise, and real-time processing requirements [193, 194].

The desired output of a tracking system is usually a set of lines or points that represent the path of the object. In the video analytics system proposed in this thesis, the tracking problem is formulated slightly differently. Instead of constructing identity-agnostic tracks that just show how people move, the intention is to use person tracking techniques for classification, i.e. giving each track a label corresponding to an identity. This is achieved by using tracking techniques to produce position predictions for each class, and then classifying the input position by finding the closest predicted position. This is so that the output of the tracking system can be combined with the output of the re-identification system to help determine the identity.
of the person. Once the position of the person has been estimated in the image/camera view, the spatio-temporal classification is achieved through three main steps shown in Figure 5.1. These use off-the-shelf algorithms, so they will only be described briefly in this thesis; readers interested in further details may investigate the references given. Firstly, camera calibration matrices are used to convert the image-space pixel co-ordinate for the person to a real-world co-ordinate on a map [195, 196]. Secondly, the position of each person detected in frame N (the current frame) is classified based on their proximity to each of the predictions in frame N-1 (the previous frame). Lastly, Kalman Filters are used to predict the next position of each track in a way that takes the kinematics of the person into account, with robustness against noise [193, 197, 198].

5.1.1 Calibration and Mapping

Humans are used to seeing maps of physical spaces from a bird’s eye or overhead view (i.e. above the scene, with the field of view towards the floor). However, mounted cameras in ceilings are rarely at that angle - in fact, this would be undesirable in many cases, as the camera would not be able to see the body of the person and would likely only see the top of their head [199, 200]. Instead, cameras are often mounted at approximately 45 degrees, halfway between the wall and the ceiling. Calibration is the process of finding a transformation matrix (also known as a projection matrix or homography) that converts the image-world space pixel co-ordinates to real-world space position co-ordinates by using a number of fixed known points. This can also be described as a process of reconstructing 3D points from the 2D image by determining the camera parameters that transform the real-world space into the image-world space, and then finding the inverse of that transformation. With multiple cameras, this has the added dimension of positioning the camera views relative to each other, usually based on overlaps that allow for topologies to be determined (i.e. where the cameras are, relative to each other). The key to this is assuming a common ground plane (sometimes also called a homography) that is shared between the different camera views. Only the position of the person is needed in this system, so while a 3D-point can be constructed, generally the height is not relevant and an assumption is made that all movement is on a flat ground plane, such that the height co-ordinate can be held constant. This allows for a small number of points with known physical co-ordinates to be used to find a homography between the camera and the ground.

Calibration is a relatively well understood area of computer vision, as it is largely based on single-view geometry and matrix operations, allowing for deterministic operations that are simple enough to be solved by hand. Essentially, the desired output of the calibration operation is a 3x3 matrix, which represents the translation and rotation operations that should be applied to each point of the image in order to convert it to the real-world co-ordinate. There are actually two parts to the derivation of this matrix - the camera has both intrinsic and extrinsic parameters; intrinsic parameters are those that are dependent on the design of the camera, which affects the focal length, the image sensor itself, and other scaling factors, while the extrinsic parameters are those that are based on the placement of the camera relative
Figure 5.2: An example of the effects of camera calibration on camera view 1 from UoA-Indoor, with the transformation matrices from intrinsic (left) and extrinsic (right) calibration applied.

to the environment it is measuring/observing. Intrinsic calibration is often performed using a checkerboard, while extrinsic calibration requires some knowledge of the real-world co-ordinates. The idea behind extrinsic calibration is to determine some mapping operation that allows image space or “virtual” co-ordinates to be converted into positions in another set of axes, often from a bird’s eye view. As is shown in Figure 5.2, the effect of intrinsic calibration on the image co-ordinates is relatively limited, while the effect of extrinsic calibration is much more significant. Hence, the focus is largely on getting good extrinsic calibration.

In the UoA-Indoor dataset, this is achieved by marking four points on the floor that are visible to all of the cameras, taking a frame from each of the camera views, marking the points in the image space, and then combining that with the real-world co-ordinates to find the transformation matrix. A small application was written to allow a frame to be shown to the user, with the user clicking on each of the marked points, and then storing the pixel co-ordinates. The `findHomography()` function in OpenCV [75] then optimises towards a homography with minimal reprojection error (i.e. applying the derived matrix in the reverse direction to check the accuracy), using the hard-coded real-world co-ordinate points. This is performed for each camera view, producing four transformation matrices. The result of this is shown in Figure 5.3, where the four camera views have been superimposed upon each other to show the overlapping and non-overlapping parts of the camera views. The corners of the yellow rectangle in the middle of the Figure are the four points used for extrinsic calibration; they were positioned so that all four cameras could see the same points. The main weakness of this approach is evident in the Figure - while the calibration is quite good for the center of the field of view, as the pixels get further from the center the image gets increasingly stretched and distorted. However, for the purposes of measuring the position of a detected human, this may be acceptable; the stretching largely occurs on the walls, which will be ignored when calculating the co-ordinate on the ground plane. There are still some issues on the edges of the camera view (as evidenced by the small circular table on the left side of the image appearing multiple times); potentially these could be resolved by increasing the number of points used for calibration, and relaxing the requirement that those points be visible to all four cameras. In this scheme, each camera is actually independently calibrated to the ground plane, so calibrating
Figure 5.3: The four camera views, transformed and superimposed upon each other with 50% transparency, with boundaries of each camera view marked with red (view 1), light blue (view 2), green (view 3), and dark blue (view 4) lines, and the floor space marked with a thick black rectangle.

points to the edges of the floor in each camera view would likely extend the central area that has been well calibrated. Another idea is to automatically extract common points between the camera views using the SURF or RANSAC algorithms, calibrating one camera with the ground plane, and then calibrating the other cameras relative to this first one. The advantage of this approach is that it would significantly reduce the human errors associated with placing marks in the physical space and measuring the physical co-ordinates, and there should be many more points available to help improve the calibration. An idea related to this has been explored in [201], and could be further investigated as part of future work.
As people are detected by the cameras, their positions can now be measured using the homographies. First, the position in image-space is measured by taking either the midpoint between the two foot parts in DPM, or the middle of the bottom edge of the bounding box in other person detection algorithms such as ACF, as a reasonable representation of where on the floor the person is currently standing. Then, that pixel point is multiplied by the transformation matrix, which provides a real-world co-ordinate, relative to Figure 4.4. This co-ordinate can also then be plotted on a map, showing the position of the person as they move throughout the room. An example is shown in Figure 5.4, where the points from all four camera views are used to show the path, which enables full coverage since not all cameras will detect the person or have visibility of the person in every frame. As the map shows, there is significant variation/error/noise - even though a human can easily discern a path that goes through these plotted points, this can present challenges once there are multiple people who might be close to each other, and the wide variation can cause their paths to mix and intersect. This is largely due to the instability of the person detection algorithms; even if a person is standing still, the bounding box is not usually very tight or exact, and has some freedom to move around the person. Since the position is measured based on the bounding boxes, this causes variation in the position measurement, and even a one pixel shift can translate to a shift in the real-world co-ordinate of several centimetres. So while the calibration algorithm itself is relatively consistent and accurate, and produces reasonably good homographies for the shared ground plane between the cameras, the real-world co-ordinates should be considered a noisy and imperfect data source. This can be addressed using a filtering technique that deals with noisy measurements.

5.1.2 Kalman Filters

The use of an algorithm to process the position data in some way has two main purposes: to reduce the level of noise in the position measurements, and to incorporate some kinematics modelling to improve future position estimates. It is important to make a syntactic note here: a measurement refers to the calculated point derived from the sensor (in this case a camera), whereas an estimate refers to the output of further processing that produces a synthetic point
that does not exist in the raw data, either from multiple sensor sources or from one sensor source over time. There are a number of algorithm choices available, but a balance needs to be struck between accuracy and speed. The simplest method is averaging of the measured points from different camera views, but this requires synchronisation of the cameras, and the person is not necessarily detected in all four camera views at any given point in time, introducing the need for more complex co-ordination logic between the cameras. It would also likely fail to model the kinematics of the moving person when the velocity is not exactly constant. Particle filters [202] are another common option, which simulate many possible estimates in the environment (modelled as particles), and iteratively update the probabilities or likelihood of each particle being the true measurement until convergence. However, this is a very computationally expensive method because of its iterative nature depending on the number of particles used, although [203] applied particle filters in a person tracking context and claimed real-time computation of video feeds on a standard desktop PC without parallel processing. Optical flow methods are also common for tracking moving objects, such as the Lucas-Kanade method [204], although this class of algorithm can also be relatively computationally expensive [38]. Perhaps the most popular choice for tracking applications today is the Kalman Filter; it is well understood and used in a wide variety of contexts, from analysing time series signals to navigation and control of robots, vehicles, and aircraft [205, 206]. It is a statistical approach using joint probability distributions to combine multiple measurements over time, producing estimates that tend to be more accurate than the original unprocessed measurements. The Kalman Filter is also popular because of its computational efficiency, producing reasonably good results quickly. Kalman Filters have been used in person tracking applications in the past [51, 200], and seem to be a good candidate for overlapping multi-camera environments where the position measurements from each camera view may disagree and include some error.

The Kalman Filter maintains a model of past information (or state), and combines that with recent measurements to produce output estimates. This is achieved iteratively as new measurements arrive, giving the model more confidence about the true state of the system as more information is provided. The Kalman Filter begins with Gaussian distributions, which model the potential states centered around the first few measurements. As more measurements are introduced, the shape of that distribution is transformed based on the mean and uncertainty of the combined measurements. This is achieved by forming a prediction matrix, and then correcting that prediction with the new measurements to minimise the error between the prediction and the actual measurement(s) using the joint probability distribution, which can be visualised as overlapping Gaussians. OpenCV [75] provides a built-in Kalman Filter implementation, based on the standard formulation given in [197]. In this prototype system, a Kalman Filter is instantiated for each potential identity class, along with an array to store the previously measured points for the purposes of creating tracks. The Kalman Filter is initialised to keep track of four variables: the x position, the y position, the x velocity, and the y velocity (or in other words, two dimensions for position and their first derivatives with respect to time). This can be represented in vector form as $[x, y, v_x, v_y]$. Since the Kalman Filter used in this spatio-temporal model keeps track of both position and velocity, the probability distribution
for the position should be influenced by the velocity estimates as well, although the standard Kalman Filter enforces linear assumptions on these variables.

In this formulation of the Kalman Filter, there are four matrices to be initialised: the measurement matrix $H$ (sometimes called the observation model), the transition matrix $A$ (sometimes called the state-transition model), the measurement noise covariance matrix $R$, and the process noise covariance matrix $Q$. It should be noted that a wide variety of symbols/variables are used throughout the literature, so the symbols used here may be different to those found in other reference material. The measurement matrix indicates which variables will be provided in any given measurement; since only the x and y positions can be inferred from the cameras, the x and y velocities have to be modelled internally within the filter. The transition matrix represents how the variables influence each other; in this case, the x position is related to the x velocity, and the y position is related to the y velocity. These first two matrices govern how the filter should process measurements to produce estimates, but a filter with only these two matrices set would assume a perfect world with zero noise. Providing some assumptions around the noise levels can help the Kalman Filter better understand the level of uncertainty associated with the measurements, and adjust the predictions accordingly. The measurement noise represents some guess at the level of uncertainty in the measurements, in this case the uncertainty that a real-world position calculated from the image-world position of a detected person is accurate. The process noise represents the level of uncertainty on the consistency of the physical process, in this case the movement of the person. Where the motion is relatively steady (i.e. a close-to-constant velocity), then the values in this matrix can be set low, while if the motion is sporadic or changes in magnitude and direction significantly, then the values should be set high.

The values for $H$ and $A$ were set by design, while $R$ and $Q$ were selected through empirical experimentation, since they are largely dependent on the scale and range of the measurements. The magnitude and type of noise encountered are not well understood at design time, so small values are used to minimise overcorrection and avoid excessive uncertainty. For the purposes of replication, the four control matrices were initialised to:

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \times 0.1$$

$$A = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \times 0.005$$

In this formulation, the Kalman Filter is governed by two sets of equations: prediction/estimation and update. As more measurements are provided, the Filter updates itself to better model the motion of the person and reduce the level of uncertainty on the predictions.
Keeping the mathematical equations simple, the predictions for the state $x$ and system noise $P$ are formed using:

$$x = A\hat{x}$$  \hspace{1cm} (5.2)

$$P = A\hat{P}A^T + Q$$  \hspace{1cm} (5.3)

which can be described as using the internal representations of state $\hat{x}$ and system noise $\hat{P}$ and progressing them one step forwards based on the transition ($A$) and process noise ($Q$) matrices. When a new measurement is provided to the Filter, these internal representations are then updated to allow the next prediction to be more accurate, using the equations:

$$\hat{x} = x + Ky$$  \hspace{1cm} (5.4)

$$\hat{P} = (I - KH)P$$  \hspace{1cm} (5.5)

where $y$ represents the error between the new measurement and the current prediction (also called the “innovation”), $K$ represents the Kalman gain (which is calculated from a ratio between the process noise $R$ and measurement noise $Q$), and $I$ is the identity matrix. Essentially, these two equations modify or “correct” the internal representations of state and noise based on the new measurement (through $y$) and both sources of noise (through $K$). For more detail about the standard Kalman Filter formulation and how $y$ and $K$ are determined, please refer to the OpenCV documentation and [207].

One issue with this formulation is that the Kalman Filter strictly speaking does not have a notion of time, since it assumes that the measurements are uniformly sampled in time by progressing in logical steps, which may not always be the case in this system. This makes modelling the velocity somewhat challenging, especially since at any given point in time the number of cameras contributing measurements to a particular Kalman Filter is not known \textit{a priori}. While the effect of this is non-zero, since there are only four cameras in the system, and most of the time only one or two cameras can see a person, the likelihood of multiple cameras contributing points at the same physical time that are being interpreted as being input at successive logical times is relatively low. However, the opposite issue is also challenging to deal with, where there may be indeterminate gaps in time between detections, which can be hard to model using the Kalman Filter because it is difficult to know how many logical steps the Filter should be progressed to compensate for a loss of measurements.

The spatio-temporal model for classifying person identities is used in a two-step process: classification and updating. At frame N, when a person is detected, the measurement of the position is compared to all of the predictions from frame N-1, and the person is classified as being part of the class with the most physically proximate prediction based on the Euclidean distance. Then, the measurement at frame N is passed to the relevant Kalman Filter, which produces a new estimate that serves as a prediction to be used in frame N+1. There is a slight caveat in that the Kalman Filter normally needs to “warm up”, because when there are not very many measurements the initial probability distributions can be very large since there has not
Figure 5.5: Tracks (drawn by a human) for two people being estimated over time. Full circles indicate the measured points from the images, and the triangles at the end of each track indicate the next Kalman Filter estimated position, which is treated as the prediction for that identity class.

been enough input data to produce good estimates. This means that for the first 10 detections in each class, the measurements are input to the Kalman Filter, but that measurement is also used as the prediction instead of the estimate from the Kalman Filter. Using the Kalman Filter approach described here, reasonably good predictions can be obtained, as shown in Figure 5.5, where the tracks and predictions for two people are shown. Person 0 (white) shows a good example of how the Kalman Filter can deal with noisy readings from multiple cameras - after each frame, up to four points could be added (one for each camera view), and the Kalman Filter combines them all (with the past points) to produce a reasonable estimate of the actual position of the person. Person 1 (brown) shows an example of the prediction being very responsive as newer measurements are added, and while the previous measurements have some impact, the more recent points have the largest influence. This spatio-temporal Kalman Filter-based model appears to be reasonably effective for tracking the position of people and helping to classify detected people into their identity classes; evaluation of the accuracy and computation time is presented in Section 5.3.

There are a few weaknesses with this approach to highlight here. The most significant is that the model is dependent on knowing how many people there are in the room, i.e. how many people it should be tracking at any point in time, so that the right number of Kalman Filters can be instantiated. This is achievable in the one-shot learning case where an auxiliary sensor is able to determine when a person has entered and exited the region of interest, but in a purely unsupervised case it becomes very difficult for this model to determine when a new identity class should be created (i.e. a new person has been seen). This can be somewhat alleviated by setting an upper bound during the classification step, where if the closest prediction is still further away than this upper bound, then a new identity class should be created. However, this then exposes a weakness in the entrance/exit areas, where the beginnings and ends of tracks tend to accumulate. Without a way to know how many people have entered or exited the area, it can become easy for a new person entering the space to be assigned a track that belongs to a person who had previously exited the space through the same area, as the prediction from the previous person will be the closest to the current position of the new person. Furthermore, the model faces significant difficulties differentiating between people who are walking closely
5.2 Model Fusion

Now that there are two sources of information, they can be combined or “fused” together. Figures 5.6 and 5.7 show the architecture that is described in this Section, split into the classification and model update steps. Both the appearance and spatio-temporal models are designed to return a ranked list of identity classes, based on the similarity between the probe and the samples stored in the gallery. The aim of the model fusion module is to combine these two lists, taking into account information such as the relative confidence or likelihood that each class in the list is the correct one, to produce a single output class that is declared the identity number for the detected person. This output is primarily used for subsequent processing such as plotting on a map or keeping records in a log, which can be used for further data analytics to answer some of the higher level questions posed in the motivating scenario in Section 1.2. But importantly, that output class is then also used to update the relevant gallery samples, with separate processes for the appearance and spatio-temporal models, before the next person is detected and classification has to be performed again. It is therefore important that the output of the model fusion step is of high quality in terms of accuracy, as erroneous fusion can lead to the models learning incorrectly and increase the likelihood of future misclassification.

Combining person tracking and person re-identification is an idea that holds a lot of promise, yet the literature exploring it is limited. There is some interest, as shown by the 1st Workshop on Target Re-identification and Multi-Target Multi-Camera Tracking\(^\text{19}\), organised

\(^{19}\text{https://reid-mct.github.io/}\)

---

Figure 5.6: A diagram showing the dataflow architecture for the classification (including model fusion) and model update steps of the person tracking pipeline.
Figure 5.7: A flowchart of the combined appearance and spatio-temporal models in parallel, leading to the model fusion step, with the class updates feeding back into the classification step for the next detection.

at the Conference of Computer Vision and Pattern Recognition (CVPR) in 2017, but most of the papers at this Workshop still focused on either tracking or re-identification but not both. Commonly, spatio-temporal based tracking is used within single camera views, and person re-identification is used to connect tracklets between camera views together. In contrast, the method presented in this Chapter combines both spatio-temporal tracking and appearance-based re-identification to jointly identify and track individuals as they move throughout a space, making it applicable to both single-view and multi-camera contexts. Previous work has focused on using person re-identification in crowded scenes to help differentiate people within a single view and therefore allow for separate tracks to be assigned to each individual, avoiding ID switch and fragmentation errors. In [208], the PIRMPT system uses colour (RGB), texture (HOG), and shape as appearance features to train a boostd affinity model based on offline training data, and combines this with tracklets to connect them together and produce longer, more stable tracks. A similar idea is used in [209], where they form the task as a
Lifted Multicut Problem that combines a probabilistic multicut method to select and connect acceptable tracks from the recorded positions with a supervised CNN-based re-identification model. In these systems, the spatio-temporal tracking usually still takes primacy, with the appearance/re-identification side usually just helping to refine the concatenation of tracklets. The work in [210] presents one of the first systems that treats spatio-temporal tracking and re-identification as two valid sources of information that can be fused together probabilistically, using the Optimal Bayes Filter (based on Bayes Theorem) to combine measures of confidence and dynamically change the level of contribution from each model. In the system described in this thesis, the weaknesses of both the spatio-temporal and appearance models are explicitly taken into account using a re-ranking process and a rule-based system to determine weights that control the contribution of each model to the final output.

5.2.1 Re-ranking with Linear Weighting

In the context of person re-identification, the process of re-ranking refers to taking an ordered list of potentially matching identities and then refining that list to increase the likelihood that the correct identity is near the top of the list. For example, POP [211] takes the ordered list of candidates, asks a human to select some definite negative results, and then re-ranks the list by deprioritising similar choices. More recent works have focused on identifying the group of neighbouring/similar classes that should be close together (contextual similarity), which can be used to retrieve classes towards the bottom of the list that should be closer to the top [212, 213]. For most person re-identification works, the aim is to produce a good Cumulative Match Curve (CMC), which is based on the correct identity being in the top \( r \) entries of that list [41]. However, in a comprehensive system like the one described in this thesis, having the correct identity in the top \( r \) entries is not particularly helpful unless \( r = 1 \); ultimately, the system needs to select one class or identity for labelling so that the appropriate models can be updated. Furthermore, many re-ranking algorithms operate in a supervised manner, using large amounts of data available within a dataset to improve the rankings for that particular dataset; the general applicability of these approaches is questionable, and cannot function in an unsupervised way where training data is not available [213].

The main model fusion task in this person tracking pipeline can be framed as a re-ranking problem where two ordered lists, one from the spatio-temporal model and one from the appearance model, are combined to produce one refined list that incorporates the results of both models. There are a family of Ranking Aggregation methods [214], particularly those that relate to optimisation and voting [215], that could be used to achieve this; for example, a Borda Count would allocate points to each position in the list, with the most points allocated to the top (or most likely) classes in each list, and then simply sum the points for each class and re-sort to produce a new ordered list. However, approaches that solely rely on the ordering of the lists suffer from two major problems. Firstly, there is an inherent assumption made that the choices are an equal distance apart from each other (or in other words, the ranking is linear); the third rank is as far away from the second rank as the second rank is away from the first rank. This
misrepresents how the list was derived - the classes are ordered based on their distances to
the probe (i.e. the person detected in the current frame), and those distances are almost never
uniformly distributed. Secondly, since there are only two lists, the likelihood of encountering a
Condorcet Paradox is relatively high [216]; the top two options on one list might be classes 1
and 2, and the top two options on the other list might be classes 2 and 1, leading to classes 1
and 2 being equally ranked in the final list with no deterministic/non-random way to separate
them.

Two ideas can resolve these two issues. Firstly, the input lists should be accompanied by
additional information that gives some sense of confidence about the rankings, for example by
including the probe-gallery distances derived for each model, so that the ranking is non-linear.
Secondly, not all votes need to be equal, and non-uniform weightings can be introduced to
bias the fusion of the two lists towards one or the other, thus avoiding the Condorcet Paradox
by ensuring that in the event of a perfect contradiction between the two lists, one list will
dominate and win. It makes sense to apply these ideas in this system because the appearance
and spatio-temporal models have different weaknesses at different points in time, which should
be compensated for by relying more heavily on the other complementary model. Fusing the
two lists into one list can be achieved by calculating the similarity score $S$ for each class $c$
using a linear weighting equation of the form:

$$S_c = \beta_c ST_c + (1 - \beta_c) AP_c$$  \hspace{1cm} (5.6)

where $ST$ and $AP$ represent some measure of confidence that class $c$ is the correct match
for the probe identity from the spatio-temporal and appearance models respectively, and $\beta$ is a
dynamic weighting factor between 0 and 1 that biases the similarity score towards one of the
two models. The variation in this approach comes from how $ST$ and $AP$ are determined, along
with how the weighting factor $\beta$ changes during system operation. More complicated statistical
methods such as using the Central Limit Theorem, Bayes Theorem / Bayesian Networks, and
Dempster-Shafer theory [217, 218] were also investigated, but they did not seem to yield
significantly more accurate results, so they were abandoned since the linear weighting solution
was the most computationally efficient due to its simplicity. In the prototype video analytics
system, $ST$ and $AP$ are based on the distance between each probe-gallery pair. It should be
noted here that smaller distances are better because it indicates that the probe and gallery
sample are closer together and therefore more similar, which can be a little counter-intuitive
since the resultant “similarity” score is actually a dis-similarity score. In principle, the result is
a score for each class that incorporates both models, which can then be sorted to produce a
new re-ranked list, from which the system selects the top ranked identity as the output class.

A problem is that the $ST$ and $AP$ distances can be at very different scales; for example,
since the position difference is measured in mm, the distance is in the order of $10^3$, while since
the appearance model uses histograms that have already been normalised to be between 0
and 255, the distance is usually in the order of $10^0$ to $10^1$. Therefore, the distances need to be
normalised to a common scale based on different scaling factors, otherwise one model will
always dominate. It is ideal to normalise the distances to a scale between 0 and 1, but this is challenging because the upper bound on the distances is so large that scaling that to be equal to 1 would force all of the calculated distances to be very small and thus compromise the sensitivity of the model. Instead, the aim can be to set the scaling factors such that they act as approximate thresholds for when the distance for a probe-gallery pair is large enough that it should be considered unlikely to be a match. The effect is that a score of 0 is a perfect match, whereas a score of 1 or larger is very unlikely to be a match. In a purely unsupervised setting, if a probe person has a score of 1 or larger with all of the gallery classes, then it would make sense to create a new identity class, although this is not a perfect measure or condition.

The similarity calculation is also strongly dependent on how $\beta$ is set. In its simplest form, this can be a parameter set at system initialisation and kept constant throughout system operation. For example, a $\beta$ of 0.5 would mean that both models contribute equally to the similarity score, while a $\beta$ of 0.6 would recognise that the spatio-temporal model tends to be more accurate than the appearance model and thus rely on those results more heavily. However, a static weight is too inflexible and fails to properly address the weaknesses of each model. In the general case, the spatio-temporal model is very reliable and produces good classification outputs on its own. But as soon as more than one person is within the uncertainty range of the position measurements, the spatio-temporal model can easily confuse the identities and switch them or allocate the same identity multiple times within the same frame. In this case, it makes sense to rely on the appearance model more to try and help classify the identities based on their (hopefully) different clothing and general visual appearance. Similarly, if there are multiple people wearing uniforms that make them look visually similar, then the spatio-temporal model could be used to help separate the identities based on their (hopefully) different positions. If a group of people are close together and also have similar appearance, then the system should be able to return an output that indicates it is uncertain, and thus avoid an erroneous classification. In order to cover the different reasons for why a model may be weak and need more support from the complementary model, $\beta$ is influenced by two functions: a decay function and a rule-based system.

### 5.2.2 Decay Function

In the general case, the spatio-temporal model should be relied upon more than the appearance model because kinematic modelling is likely to be more accurate than re-identification within a single camera view, especially as the number of classes becomes larger. However, the most common alternative case is where the person being tracked becomes undetectable for some time, for example by sitting down, or being temporarily obscured by an object, or leaving the camera views and then returning, or because of failures in the background estimation or person detection modules of the pipeline. The longer that a person is not detectable, the more likely that the person has travelled a further distance, and so the more inaccurate their position prediction for the next detection becomes, which is naturally reflected by an increasing level of uncertainty on that prediction. Therefore, it is logical to reduce the reliance on the
spatio-temporal model over time if the system has not seen a particular identity for a while. This is achieved by using a decay function, which models an inverse exponential curve for $\beta$ as time progresses since the last detection. In Equation 5.6, $\beta$ is shown to be actually class-specific, rather than a common weighting that is shared between all classes. This allows for $\beta$ to be based on $\phi_c$, a variable that keeps track of the time elapsed since the person in the gallery was last detected or seen:

$$\beta_c = \left(\frac{2\phi_c}{TF}\right)^{-1}$$

(5.7)

where $TF$ is a timeout factor that is set at system initialisation based on the expected average velocity of the people in the scene. An example of a decaying curve is shown in Figure 5.8. $TF$ is set such that $\beta$ would be 0.5 when $TF$ seconds have passed since the last time the system saw the person. The expectation is that the system should have seen the person again within $TF$ seconds in order for the spatio-temporal model to be reliable (or more reliable than the appearance model). This variability is only needed because in simulation (or offline processing), while $\phi$ is based on the physical amount of time that has passed, this doesn’t take into account the processing speed of the system. If stored footage is being processed and the computer is slow or the previous algorithms in the pipeline are complex, then the equation needs to penalise the impact of $\phi$ appropriately so that $\beta$ does not decay too quickly relative to the observed speed of the people. On live footage, where the system only samples frames when it has finished processing the previous frame, then the velocity of the person will be the same regardless of how slow the processing speed is. Mathematically, this equation would allow $\beta$ to be much larger than 1 when $\phi$ is very small, so it is appropriate to clip $\beta$ as well:
\[
\beta_c = \begin{cases} 
\beta_{\text{max}}, & \text{if } \beta_c \geq \beta_{\text{max}} \\
\beta_c, & \text{if } \beta_{\text{max}} > \beta_c > \beta_{\text{min}} \\
\beta_{\text{min}}, & \text{if } \beta_c \leq \beta_{\text{min}}
\end{cases} \quad \text{where } \beta_{\text{max}} \geq \beta_{\text{min}} \tag{5.8}
\]

where \(\beta_{\text{max}}\) and \(\beta_{\text{min}}\) are two weight constraint thresholds that are ostensibly 1 and 0. However, the reason to generalise this equation and allow for other values of \(\beta_{\text{max}}\) and \(\beta_{\text{min}}\) is that if they are equal to 1 and 0, then that allows for one of the two models to potentially be completely suppressed. It is unlikely that the confidence in either model would ever be perfect, as there is always the potential for errors to be made. Therefore, slightly more conservative values like \(\beta_{\text{max}} = 0.8\) and \(\beta_{\text{min}} = 0.15\) may be more appropriate to ensure that both models always have a chance to contribute to the end result. Appropriate values were experimentally determined through optimisation techniques, aiming to improve the overall system accuracy; \(\beta_{\text{max}}\) was between 0.7 and 0.9 and \(\beta_{\text{min}}\) was between 0.1 and 0.3.

5.2.3 Rule-based System

While the decay function covers the most common deviation from the general case, there are still many other corner cases that could be covered to help improve the accuracy of the system. Since there are a number of categorical corner cases, a rule-based system was formulated to further modify \(\beta\) under certain conditions, as shown in Algorithm 1. These corner cases cover initial conditions, dealing with scaling effects, and adding additional constraints when multiple classes are similar to the probe detection. Importantly, the notion of an uncertain result is also introduced, which can be used to block the model update step in order to reduce the likelihood of misclassifications being incorporated into the appearance and spatio-temporal models.

5.2.3.1 Initialising Gallery Models by Camera

At this point, it is important to note that a major change has been made to the re-identification system in comparison to what was described in the previous Chapter; rather than maintaining one global model for each identity across all camera views, a separate model is maintained for each camera view. When a person has been detected for the first time, the model for each camera view is initialised with the same sample, but after that, each camera is allowed to modify its own appearance model for that person. This improves classification accuracy for the appearance-based model, as inter-camera effects such as changes in illumination and viewpoint that contribute to variation between cameras are reduced. This is a reasonably important departure from the standard re-identification problem formulation, which usually aims to re-identify across multiple camera views. However, a robust re-identification approach is still needed, as even within the same camera view there can be significant variation in the person appearance, as previously shown in Figure 4.1. Since position information and predictions of future positions are also available in this system, the confidence for the appearance model can be reduced if the source camera view has not seen the classified person yet. If the top ranked
Algorithm 1 Computation and use of $\beta$, including the rule-based system to cover corner cases

Set a $\beta$ value for each class $c$

1: for each class $c$ in the gallery $C$ do
2: \hspace{1em} if this camera is seeing the ST model’s top ranked identity for the first time then
3: \hspace{2em} $\beta_c = \beta_{\text{max}}$
4: \hspace{1em} else if the scaled appearance distance is very close to zero then
5: \hspace{2em} $\beta_c = \beta_{\text{min}}$
6: \hspace{1em} else
7: \hspace{2em} $\beta_c = (2 / TF \ast \phi_c)^{-1}$ \{the decay function\}
8: \hspace{2em} Clamp $\beta_c$ between $\beta_{\text{min}}$ and $\beta_{\text{max}}$
9: \hspace{1em} end if
10: end for

Cover similarity-based corner cases, overwriting previous $\beta$ values if necessary

11: Calculate $\psi_{\text{AP}}$ and $\psi_{\text{ST}}$ \{the ratio matrices\}
12: Initialise $w$, $w_{\text{AP}}$, and $w_{\text{ST}}$ to False \{assume good certainty initially\}
13: if $1.25 > \psi_{\text{AP}_{1,2}} > 0.8$ \{the first and second classes appear similar\} then
14: \hspace{1em} Form a restricted set $R_{\text{AP}}$ of classes $c$ where $1.25 > \psi_{\text{AP}_{1,c}} > 0.8$
15: \hspace{1em} for each class $c \epsilon R$ do
16: \hspace{2em} $\beta_c = \beta_{\text{max}}$
17: \hspace{2em} $w_{\text{AP}} = \text{True}$ \{appearance model has low certainty\}
18: \hspace{1em} end for
19: end if
20: if $1.25 > \psi_{\text{ST}_{1,2}} > 0.8$ \{the first and second classes are proximate to each other\} then
21: \hspace{1em} Form a restricted set $R_{\text{ST}}$ of classes $c$ where $1.25 > \psi_{\text{ST}_{1,c}} > 0.8$
22: \hspace{1em} for each class $c \epsilon R$ do
23: \hspace{2em} $\beta_c = \beta_{\text{min}}$
24: \hspace{2em} $w_{\text{ST}} = \text{True}$ \{spatio-temporal model has low certainty\}
25: \hspace{1em} end for
26: end if
27: if $w_{\text{AP}}$ and $w_{\text{ST}}$ \{both the appearance and spatio-temporal models are uncertain\} then
28: \hspace{1em} $w = \text{True}$ \{declare that the final output will have low certainty\}
29: end if

Calculate the class $c$ with the most similarity to the input person

30: for each class $c \epsilon C$ do
31: \hspace{1em} $S_c = \beta_c ST_c + (1 - \beta_c) AP_c$
32: end for

33: $R = R_{\text{AP}} \cup R_{\text{ST}}$ \{Combine the two restricted sets together\}
34: Return the highest ranking class $c$ where $c \epsilon R$ if $R \neq \emptyset$ else $c \epsilon C$, with $S_c$ to represent the similarity score and $w$ to indicate the certainty on the result

identity from the spatio-temporal model has not been seen by the current camera, then $\beta$ is set to $\beta_{\text{max}}$ in order to emphasise the spatio-temporal model and rely less on the appearance model (Algorithm 1, Lines 2-3).
5.2.3.2 Scaling Effects

Another change is rebalancing the distances being produced by the appearance model. Since the appearance of a person is very susceptible to noise, the histograms that comprise the feature vector are not very stable. This means that while the threshold for normalisation may not have to be particularly large, the distance values themselves can fluctuate below this threshold. Empirically, it was found that the distance values for the appearance model tended to be in the top 50-60% of the dynamic range. For example, if the normalisation threshold is set to 10, then the within-class distances tend to be between 4 and 10. The 0-4 range of the distance space is essentially unused and wasted. If the distance between a probe image and the gallery image is 5, then this would be normalised to 0.5, even though to a human the images may appear to be quite visually similar. This can become an issue when fusing the appearance and spatio-temporal models, because since the distances are normalised and directly used as a measure of confidence in the rankings, then when the spatio-temporal model uses the lower end of its dynamic range it can easily but potentially erroneously win over the appearance model stuck at the upper half of its range. This can be somewhat alleviated by subtracting a minimum value from each of the appearance model distances and the threshold, thus improving the precision of the remaining range. For example, a floor could be set at 4, and simply subtracted from each of the distance values and the normalisation threshold so that a distance of 5 becomes a distance of 1, with a normalisation threshold of 6, corresponding to a 0.167 normalised score. While this helps the appearance model compete against the spatio-temporal model, any normalised distance (after rebalancing) that is very close to 0 is also extremely likely to be a match. It would be undesirable for an erroneous spatio-temporal distance measurement to cause that to be misclassified, so in this case it is best to set $\beta$ to $\beta_{\text{min}}$ in order to rely mostly on the appearance model and only allow the spatio-temporal model to override the appearance model rankings in very, very extreme circumstances where the spatio-temporal model is very confident in its classification (Algorithm 1, Lines 4-5).

5.2.3.3 Similar Similarity

There are two conditions that cover perhaps the most challenging cases for a person tracking and re-identification system; if people look very similar, or are physically proximate, or both, then the chances of the person tracking system producing incorrect labels increases substantially. This is represented numerically as there being multiple classes that produce similar similarity scores between the probe detection and the target model in the gallery. To check for these conditions, this system uses ratios to standarise the comparison of how similar distances are to each other. This is inspired by the use of likelihood ratios in medical sciences for validating diagnostic tests, based on Bayes Theorem [219, 220]. Ratios are popular because hard thresholds for determining similarity are inflexible and fail in situations where the scale of the values can change. For example, a 0.1 threshold for declaring two measurements as being similar means very different things if those measurements are in the $10^{-1}$ order of magnitude or the $10^2$ order of magnitude. Instead, a ratio (i.e. dividing one measurement by another) reduces
those measurements down to a common scale, which can then be compared to a threshold that is applicable across all scales of the original measurements. A ratio matrix $\psi$ can be derived by dividing each probe-gallery distance by each other probe-gallery distance, as shown in this brief example:

\[
\begin{bmatrix}
1 & 2 & 3 & 4
\end{bmatrix} \rightarrow \begin{bmatrix}
1/1 & 1/2 & 1/3 & 1/4 \\
2/1 & 2/2 & 2/3 & 2/4 \\
3/1 & 3/2 & 3/3 & 3/4 \\
4/1 & 4/2 & 4/3 & 4/4
\end{bmatrix} \rightarrow \begin{bmatrix}
1 & 0.5 & 0.33 & 0.25 \\
2 & 1 & 0.67 & 0.5 \\
3 & 1.5 & 1 & 0.75 \\
4 & 2 & 1.33 & 1
\end{bmatrix}
\] (5.9)

where the vector on the left represents four distances, the middle matrix shows how each value in the ratio matrix is derived, and the matrix on the right is the ratio matrix for that vector. The similarity between any two distances can then be determined by how close the ratio is to 1. Since each model produces a ranked list of classes, $\psi_{AP}$ for the appearance model and $\psi_{ST}$ for the spatio-temporal model can be calculated, and then the person tracking system can retrieve the ratio for the first and second ranked classes for each model. If the ratio is close to 1 (approx. 0.8-1.25), then both the first and second rank classes should be considered viable, and sufficiently similar solutions to the classification problem. In fact, there may be more than two classes that are very similar - if the first two classes are similar, then the other ratios for that first ranked class should also be checked. All classes $c$ that have distance measurements that are sufficiently similar to the top ranked class can then be placed into a restricted set $R$. For each class $c$ in $R$, its $\beta$ weighting value can then be set to prioritise the appropriate model; if people appear very similar, then prioritise the spatio-temporal model, and if people are physically proximate, then prioritise the appearance model. Importantly, the final re-sorting operation is then limited to only those classes that are in $R$. This logically makes sense; for example, if the spatio-temporal model has identified that the probe image belongs to one of three people standing in a circle talking to each other, then it should use the appearance model scores for those three people only to determine which one it is, rather than allowing another identity to be erroneously selected. The final corner case is where the model fusion module has found both that the first and second rank people are very similar in both appearance and position. In this case, rather than risk misclassification, the output can be declared uncertain (using $w$), so that the person tracking system does not update the gallery models, and can record that as required in any plotting or logging operations. This allows the system to fully resolve the Condorcet Paradox. The logic described in this Subsubsection is presented in Algorithm 1, Lines 11-29 and Algorithm 2, Lines 2-4. Figure 5.9 shows an example of this rule-based system in action; a group of three people standing closely together are able to be separated based on their appearance, and the system is able to indicate when it is uncertain about the identity of a person.

Using a linear weighting approach along with the weight decay function and rule-based system, this model fusion process is able to comprehensively cover a wide variety of scenarios, and take advantage of the strengths of the appearance and spatio-temporal models when
Figure 5.9: An example of a group of three people being tracked and identified correctly. In each camera view, the thin red box indicates the area that is isolated during background estimation for further processing, the green boxes represent the detected people, and the red circles represent the estimated position for each of those people. They have consistent ID numbers between the cameras (shown in red above each person), where -99 indicates low certainty (and is ignored). The maps show the positions of the individuals, with the top of the map matching the wall with curtains shown in Camera 0 and 2. The top-right map shows the last fifty detections per class as circles and the estimated future position from the Kalman Filters as triangles. The bottom-right heatmap shows the most occupied areas of the room since system initialisation, quantised to 40cm × 40cm patches, where lighter/brighter colours indicate higher occupancy.

appropriate. However, it is important to keep in mind that the required output is a single identity class that matches the identity of the person in the probe image. While the two models may disagree on their rankings, a sophisticated model fusion process is only needed when they disagree on the top ranked class. A speed optimisation to the model fusion system can therefore be made by declaring an output class immediately if both the spatio-temporal and appearance models agree on the top ranked class, skipping the re-ranking process entirely since it is very unlikely that the re-ranking process would produce a different result. This shortcut further reduces the computation time of the model fusion process without compromising the accuracy. The output class can then be used to update the appropriate class in the spatio-temporal and appearance models, using the Kalman Filter and Linear Weighting (as part of Sequential k-Means) respectively.

5.2.4 One-shot vs Unsupervised Learning

As far as the model fusion module itself is concerned, there is no learning as the parameters are not being adjusted during runtime. However, the resultant similarity scores $S$ from the
Algorithm 2 Model update and class creation with unsupervised learning

1: Receive the Similarity Score \( S_c \), the class label \( c \), and the certainty \( w \) from model fusion
2: \textbf{if} \( w \) is True \{if there is low certainty on the result\} \textbf{then}
3: Overwrite the class label with -99 to indicate low certainty
4: Do not update the models, do not create a new class
5: \textbf{else if} \( S_c \) > New Class Threshold \{if most similar class is above the threshold\} \textbf{then}
6: Increment the total number of classes by 1
7: Create a new class ID
8: Initialise the spatio-temporal model (Kalman Filter)
9: Initialise the appearance model (Sequential k-Means)
10: \textbf{else}
11: Update the spatio-temporal and appearance models for class \( c \)
12: \textbf{end if}

Fusion module can have a large impact on the learning parts of the system. This is because the main difference between one-shot and unsupervised learning is class creation; in one-shot learning, when to create a new class is given to the system (e.g. when an RFID access tag is triggered to indicate that a new person has entered the scene), whereas in unsupervised learning, the system has to determine itself when to create the new class. In this implementation, when using unsupervised learning, a new class is created if the best similarity score between the probe and the gallery classes is above a set threshold (Algorithm 2, Lines 5-9). This is not particularly flexible, and is strongly dependent on the consistency of the model fusion algorithm, but is probably the simplest way to determine when new classes should be created.

Algorithm 2 shows how the system deals with both the model update (which is essentially the learning part of the system) and class creation when using unsupervised learning, following on from the results returned by model fusion in Algorithm 1. Any errors encountered by the one-shot learning approach should only be where the same identity class is given out to multiple people, whereas the unsupervised learning approach would have to contend with that problem as well as the potential of creating extra identity classes and fragmenting a single person across multiple identities. Therefore, it should be natural to expect that unsupervised learning should lead to a lower accuracy rate than one-shot learning, but in some applications unsupervised learning may be the only option available to system designers.

5.3 Experimental Results

To test the performance of the overall video analytics system, experiments were conducted on the UoA-Indoor dataset on Walk (where there is only one person in the room at a time) and Group sequences (up to four people in the room at the same time, interacting with each other). The pipeline modules tested are summarised in Table 5.1, along with their average computation times on a desktop computer running Ubuntu 16.04 with an i7-6700 CPU with four 3.40GHz cores and 16GB of RAM. It is important to remember that not all pipeline modules are used on every frame; the pipeline can exit early if there is nothing of interest. For most frames, the background estimation module is the only one being used, then person detection is run
Table 5.1: Pipeline Stages/Modules used during the main experiments on UoA-Indoor

<table>
<thead>
<tr>
<th>#</th>
<th>Module</th>
<th>Method</th>
<th>Computation Time per frame (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Background Estimation</td>
<td>SuperBE</td>
<td>18.5</td>
</tr>
<tr>
<td>2</td>
<td>Person Detection</td>
<td>DPM</td>
<td>48.2</td>
</tr>
<tr>
<td>3</td>
<td>Feature Extraction &amp; Position Estimation</td>
<td>HSV + LBP Histograms &amp; Calibration</td>
<td>0.5</td>
</tr>
<tr>
<td>4a</td>
<td>Spatio-temporal Classification (Distance Calculation)</td>
<td>Euclidean Distance</td>
<td>0.7</td>
</tr>
<tr>
<td>4b</td>
<td>Appearance Classification (Feature Matching)</td>
<td>PCA &amp; Covariance &amp; Euclidean Distance</td>
<td>5.7</td>
</tr>
<tr>
<td>5</td>
<td>Model Fusion</td>
<td>Re-ranking</td>
<td>0.28</td>
</tr>
<tr>
<td>6a</td>
<td>Spatio-temporal Update</td>
<td>Kalman Filter</td>
<td>0.8</td>
</tr>
<tr>
<td>6b</td>
<td>Appearance Update</td>
<td>Sequential k-Means</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>Mapping/Tracking</td>
<td></td>
<td>0.0</td>
</tr>
</tbody>
</table>

on any image windows that contain foreground movement, and modules 3-7 only execute if a person is found, with module 6 only run if the spatio-temporal and appearance models disagree on the classification. These stages largely match Figure 1.1, shown in the introductory Chapter. Even though both 4a and 4b use Euclidean distances, the appearance classification requires much more time because it includes the PCA and covariance metric transformations, and eventually has to compare feature vectors that are 64 elements long, whereas the spatio-temporal classification only uses two dimensions (the x and y co-ordinates). Conversely, the spatio-temporal update in 6a uses a Kalman Filter, which requires a number of matrix operations, while the appearance update in 6b just updates using a linear weighting operation between the probe feature vector and the gallery, which is much less complex and therefore needs less computation time. The mapping/tracking module is reported as requiring 0.0ms here because the time spent rounds down to 0.0 at one decimal place since the mapping/tracking operation is just maintaining a list of points, although if more sophisticated analytics are being performed (such as forming tracklets) then naturally the computation time for this module will go up. The bottleneck in this system is still the person detection stage, so further time optimisations should be made here; in the last Subsection of the results in this Chapter, the effect of swapping DPM with ACF is explored.

5.3.1 Model Fusion Performance

To test the accuracy of the classification system(s) and determine if model fusion is helpful, the Walk sequences from UoA-Indoor were concatenated back to back and passed through the video analytics system (19 identities). The effect is that while this experiment starts off relatively easy, by the time the last person is moving through the space, there are many identities in
Table 5.2: System Accuracy with DPM for Person Detection

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>One-Shot Learning</th>
<th>Unsupervised Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatio-temporal Only</td>
<td>33.3</td>
<td>31.7</td>
</tr>
<tr>
<td>Appearance Only</td>
<td>51.9</td>
<td>48.8</td>
</tr>
<tr>
<td>Both Fused Together</td>
<td>65.7</td>
<td>61.6</td>
</tr>
</tbody>
</table>

the gallery that the system could misclassify with. Some identities also appear multiple times in the dataset (i.e. they may have more than one sequence, with other identities inbetween), which means that the system has to be able to recognise the people after they leave the camera views and re-enter later. Two sets of experiments were run; one with one-shot learning, where the presence of an auxiliary sensor such as an RFID tag or infrared sensor indicating when people are entering the space for the first time is assumed, allowing the system to know when to initialise a new class with a single labelled sample, and the other with unsupervised learning, where the system has to determine when to initialise a new class based on similarity score thresholds. There are a number of parameter values that need to be determined, including thresholds for the appearance and spatio-temporal models for normalisation, score thresholds for when to create a new identity class, and ceiling/floor weights for the $\beta$ weight values in the model fusion module. These experiments were repeated thousands of times in a parameter sweep, trying uniformly random combinations of the different parameter values in the first pass to try and get a general understanding of the parameter space, and then optimising towards higher accuracy levels in a second pass. Accuracy is measured as the number of detections that are correctly classified; missed detections (false negatives) are ignored for the purposes of this metric. The best accuracy results are shown in Table 5.2, which clearly show that fusing the spatio-temporal and appearance models together improves the accuracy of the video analytics system overall. The unsupervised learning results are only about 4% points lower than the one-shot learning approach, so taking other engineering requirements into account such as the cost of installing an auxiliary sensor or difficulties in synchronising sensor signals may lead to the conclusion that the unsupervised learning approach is acceptable or even superior for certain applications.

It is important to understand the failure modes in this system to account for the accuracy rate. Analysing the results from the unsupervised learning approach has shown that it does tend to create more identity classes than the true number; in the best results, there are 37 classes in the gallery, even though there are only 19 identities in the dataset. In the accuracy measurements, the system is penalised for these extra identity classes because they are all essentially counted as errors or misclassifications. These extra classes tend to be created when a person appears to “teleport”, i.e. suddenly move very far from where they currently are. This mainly happens due to the person detection algorithm not providing a stable position as the bounding box shifts, and if the box shifts then this can lead to a large change in the
estimated position. This should be treated as noise by the spatio-temporal model, so this suggests that the spatio-temporal model is still not robust enough to deal with all types of noise, and could be improved by using a more sophisticated tracking approach since the spatio-temporal classification and model update are not the speed bottleneck in this prototype. This issue does not exist in the one-shot learning approach, since the number of classes is controlled and only increases as each new person enters the camera views. However, for both types of learning, there appear to still be some difficulty in separating appearances when they are very similar, for example, when there are two identities wearing black shirts and black pants. Since the results in Chapter 4 showed that offline SVMs in a one-vs-all configuration were able to separate the classes, it appears that differences in how class boundaries are constructed (linear in the SVM case, spherical in the k-means case) may have an adverse impact on the ability of the appearance model to perform reliable classification. However, the most significant issue is probably that the spatio-temporal model gets confused by the conglomeration of identities at the entrance/exit areas of the camera views. Even though the model fusion algorithm allows for an output to be uncertain if there are multiple gallery appearances and positions that are similar to the probe sample, this is problematic if a new identity is similar but it has not yet been initialised in the gallery, especially while the Kalman Filter is still warming up. In this case, the video analytics system is likely to misclassify the new identity as one of the existing gallery classes, reducing the accuracy of the system. It should also be noted that only a subset of the relevant parameter space was explored due to time and resource constraints, yet the parameters can have a critical impact on the performance of the system. For example, with model fusion and unsupervised learning, the best result was 63.5% but the worst result obtained was only 3.6%. With further experimentation, better parameters could be found, but this can be challenging as the parameter space appears to be multi-modal (i.e. there are many local minima and maxima), and it is likely that these would still need to be modified for each new operating environment.

Comparing these accuracies to the state-of-the-art results is very difficult; the proposed video analytics system has only been tested on relatively small numbers of people and on a dataset that has not been tested with other methods. If the accuracy results are directly compared, then this pipeline may not appear to be that impressive. However, there are some key strengths that make this a promising avenue for further exploration. The vast majority of modern person tracking systems use supervised methods to artificially achieve high accuracy rates that could never be achieved outside of the laboratory. Even when transfer learning is used (i.e. training on a similar context and then performing fine-tuning training within the real environment), significant amounts of training data from the real environment are still needed, which is often simply not practically available. In addition to this, the computation time for this video analytics pipeline is almost real-time; with DPM, this pipeline runs at about 10 frames per second on a standard PC without GPU acceleration, which is significantly faster than any modern deep learning or CNN-based system. This speed has to be taken into account when interpreting these accuracy results; systems that can achieve a similar level of speed tend to have much lower accuracy rates, such as [38], which has a re-identification rate of
Table 5.3: Performance Metrics with Unsupervised Learning for DPM and ACF

<table>
<thead>
<tr>
<th>Person Detection Method</th>
<th>System Accuracy (%)</th>
<th>Computation Time (ms)</th>
<th>Computation Time (fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPM</td>
<td>63.5</td>
<td>102</td>
<td>9.8</td>
</tr>
<tr>
<td>ACF</td>
<td>56.7</td>
<td>44.8</td>
<td>22.3</td>
</tr>
</tbody>
</table>

approximately 20-40% for rank-1 (which is only shown in CMC curves; their results tables start at rank-5) with between 57 and 94 identities, and [43], which reports a rank-1 accuracy of 18.7% on their clean dataset with no false positives or occlusions across 462 bounding boxes / person detections.

5.3.2 Comparing Person Detection Algorithms

The video analytics pipeline operates at just under 10fps using DPM when there is a person being detected in the camera views. This is an average time, and can vary significantly; when there is no one in the room, then the background estimation module alone runs at approximately 50fps, while if there are multiple people in the room at different positions, then the system can slow down to 3-4 fps. While 10fps may be considered reasonably fast, this needs to be interpreted in the context that there may be multiple cameras running concurrently (in the case of the UoA-Indoor dataset, four cameras), and without parallelism (i.e. multi-core processors or multiple computers), each camera view would have to be processed one after another. This is also on a normal desktop PC; while it is not as powerful as using cloud resources or a computer accelerated with high-end GPUs, it still has more computational resources than an embedded computer. Since the end goal is to implement this system on smart cameras, more should be done to accelerate the system. As shown in Table 5.1, the person detection module is the most time-consuming part of the pipeline. Therefore, DPM can be replaced with ACF to move to the faster end of the speed-accuracy trade-off, as discussed in Chapter 3. The ACF implementation used in this research is based on the work of [87] and [94], with modification of the code to allow for non-maximum suppression and extraction of patches.

A few changes to the pipeline are needed when switching person detection from DPM to ACF. Most significantly, parts-based sampling is no longer available, as extra computation would be required to segment the detected person into semantically meaningful body parts, which would defeat the purpose of using a faster person detection algorithm. Instead, patch-based sampling is used, with 32 patches (four columns and eight rows, with 50% overlap in each direction) to segment the bounding box. This results in a much longer feature vector, but about 10,000 examples are used to perform PCA and establish a transformation matrix that can reduce the feature vectors to 64 elements long, so that it is the same length as the vectors used with DPM. New parameter values had to be found as the appearance features may vary numerically. The same experiments run with DPM are also run with ACF (i.e. random sampling of the parameter space with both one-shot and unsupervised learning). The results
for unsupervised learning are shown in Table 5.3; while using ACF is about 7% points lower in accuracy than DPM, it is more than two times faster. Whether the new speed-accuracy trade-off offered by ACF is acceptable will depend on the end application. Since the target for this video analytics pipeline is implementation on smart cameras, speed is potentially more important, so ACF may be more appropriate than DPM in this case.

Practically, the accuracy drop between DPM and ACF is caused mostly by there being far fewer detections/observations in ACF; for the unsupervised learning case with model fusion, DPM classified approximately 12,700 detections without high uncertainty, while ACF classified approximately 4,800 detections. This is because the ACF detection threshold has been set at a relatively high level (60 out of 100), which causes the algorithm to miss some detections (false negatives), but also avoids the worse problem of there being extra detections (false positives). False positives have to be avoided as otherwise they can cause significant changes in the gallery models; the system is robust to the occasional, rare false positive, but as the false positive rate increases the legitimate detections would become swamped. This could potentially be avoided in the future by introducing a separate “false positive class”, as suggested by [43]. When there are fewer detections, the spatio-temporal model tends to suffer more, as the movement of the person appears more discontinuous and more difficult to model using a Kalman Filter. This makes it more likely for the system to erroneously create new classes, leading to more misclassifications and a drop in accuracy. Interestingly, when that challenge is removed by using one-shot learning, the accuracy rate for the ACF-based system is actually higher than the DPM-based system, as shown in Table 5.4; in this case, there being fewer detections appears to be positive since it reduces the number of opportunities for misclassification and errors. However, it is also important to note that along with more missed detections, ACF also has less accurate bounding boxes that are less stable (i.e. they are more likely to move frame-to-frame even if the person is standing still) [87], which can also negatively impact the spatio-temporal model.

Only qualitative results are available for the Group sequences since there is no labelled ground truth available yet. The screenshot in Figure 5.10 shows an example of the unsupervised video analytics pipeline using the DPM person detector on one of these sequences, with a different group of people in a different position to Figure 5.9. While the detection and tracking looks reasonably good, there is one misclassification in Camera 1 where the person in the grey shirt should be person 1, not person 2. Looking at the map on the top-right, it can be seen that

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Accuracy (%)</th>
<th>One-Shot Learning</th>
<th>Unsupervised Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatio-temporal Only</td>
<td>34.3</td>
<td>30.6</td>
<td></td>
</tr>
<tr>
<td>Appearance Only</td>
<td>53.8</td>
<td>47.1</td>
<td></td>
</tr>
<tr>
<td>Both Fused Together</td>
<td>69.4</td>
<td>56.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: System Accuracy with ACF for Person Detection
Figure 5.10: A group of people being tracked, with an erroneous classification due to the people standing closely together and the model fusion algorithm failing to separate the individuals. This figure follows the same annotations and mapping structure as Figure 5.9.

the position estimates and predictions are very close together, making classification difficult for the model fusion algorithm. When the ACF person detector is used instead, the accuracy does fall; since there are fewer detections, the uncertainty and errors associated with the position estimates become larger, negatively affecting the spatio-temporal model and causing more classes to be created than needed. Since there are also more people in the room at the same time, this causes ID switches to occur more frequently. Once an ID switch has occurred, it can be difficult for the models to recover since they are updating with the incorrect data, so other methods of improving robustness should be investigated. Figure 5.11 shows two additional examples of conditions where the footage is difficult to process; one where the camera has gone out of focus, and a second where the person detection algorithm has drawn bounding boxes that are not very accurate (for person 0, the ground plane position estimation is wrong, and for persons 1 and 2 a single bounding box has been drawn that contains both people).

5.4 Conclusions

In this Chapter, two modules of the video analytics pipeline were presented. Firstly, a spatio-temporal model was described, using calibration and mapping to convert pixel points to real-world co-ordinates, and then using Kalman Filters to help reduce noise and provide position predictions for classification. Secondly, the model fusion approach was presented, using a linear weighting approach to combine the spatio-temporal and appearance models together to improve the overall accuracy of the system. This was combined with a decay function and rule-based system to help change the weights dynamically for different scenarios. The
Figure 5.11: Two examples of difficult frames; on the left, the camera has gone out of focus, blurring the texture descriptors, while on the right, the person detection algorithm has drawn a single bounding box that actually contains two people, introducing erroneous/noisy data into the classification and model update process.

accuracy and computation time for these modules, along with the appearance-based person re-identification module, were found through experiments on the UoA-Indoor dataset, and show that the model fusion approach significantly improves the accuracy of the system. Lastly, both DPM and ACF person detection algorithms were compared against each other in the context of the overall video analytics system, showing two different options on the speed-accuracy trade-off curve. This also demonstrates one of the advantages of the modular pipeline approach - that modules can be swapped out to investigate different options in order to allow for the best combination of performance metrics for a particular application.

In terms of future work, perhaps the most significant is to further investigate the use of camera topology as contextual information during model fusion. At the moment, each detection of a person is processed independently; when a camera detects a person, it is classified without taking into account what the other cameras are seeing at that particular point in time, or even what else is being seen by the same camera. It could be possible to constrain identity classification with additional rules, such as “the same ID cannot be allocated twice in the same frame for the same camera view” or “at least two cameras must agree on a classification”. Some preliminary ideas are explored in [221], where multiple ranked lists of people are collected for people seen in the same frame by the same camera, and then classes are penalised down the list if they are also near the top of other lists since the same identity should not appear at the top of multiple lists. It could also be possible to modify the confidence levels and weightings during the model fusion process based on the characteristics of the camera or the environment of a particular camera view; for example, it may be valid to declare that a camera view is particularly saturated by the presence of external lighting (e.g. sun coming through the windows) that makes colour appearance less reliable, so the appearance model should be penalised and the spatio-temporal model more heavily relied upon. Last of all, more options could be considered and implemented for the different pipeline stages; perhaps a particle filter is a better option for
the spatio-temporal tracking model, or a small neural network might be more suitable than Sequential k-Means for the appearance model, to improve the accuracy overall.

Now that there is a complete video analytics pipeline, from image input to output identity class, the thesis moves onto other practical implementation questions beyond algorithm design. The next three Chapters focus on privacy, distributed processing architectures, and Hardware/Software Co-Design for system acceleration. These are important topics for considering real-world implementation of the proposed person tracking pipeline in a practical and ethical sense. It is not sufficient to just propose and test the algorithm; issues like co-operation from the people being observed by video analytics systems, networking communication limits, and hardware processing platforms should also be considered as part of the system design.
Chapter 6

Privacy-Affirming Architectures

In a digital age where personal information is often traded without a second thought [222], a rising awareness of privacy and surveillance has led to resistance against corporations and governments that gain power by ignoring or dismantling privacy rights. Individuals have become increasingly conscious that their freedom to have autonomy and individuality is lost when privacy rights are eroded away [223]. A traditional definition of surveillance (beyond camera-based or CCTV surveillance) is “the collection and analysis of information about populations in order to govern their activities” [224]. This broad definition has been shown to be applicable in new contexts over the last decade; Foucauldian ideas of power and control around surveillance are not restricted to relationships with the state - corporate forms of surveillance have become more prevalent as data and information about consumers have become a valuable commodity [225]. Overreaching predictive analytics and marketing based on data about consumers, not necessarily with genuinely informed consent, has revealed how corporations are seeking much more control over their consumers. Even without the state, corporations are pushing society towards a surveillance state, where “all people are being watched”, innocent or not, customer or not [20]. The discussion around privacy therefore has to evolve, as our understanding of what “a reasonable standard of privacy” constitutes continues to shift [21] and the implications of surveillance in this new context present themselves.

The use of surveillance camera networks has always been a controversial topic in the realm of privacy, as one of the most invasive forms of surveillance that challenges the trade-off between privacy loss and system utility [226]. The use of cameras is an increasingly attractive option for collecting information about people, from identifying dangerous individuals in public spaces to measuring how shoppers move through shopping malls in market research studies. Traditionally, camera footage has to be processed manually, i.e. by a person watching either recorded or live video, interpreting that footage, and then conducting some form of data entry (e.g. counting the number of people) or making some decision (e.g. dispatching security guards to investigate an area). As the number of cameras and camera networks increases, the amount of data being collected will exceed our human capacity to process it, and therefore we will

---

20 Thomas Beagle, New Zealand Council for Civil Liberties, Interview on 1 Nov 2017
21 Nicole Moreham, Faculty of Law, Victoria University of Wellington, Interview on 06 September 2017
increasingly rely on computer vision algorithms to process video footage [227]. While this shift in control over the data has implications on how surveillance cameras impact the privacy of individuals, computer vision can also offer new opportunities for reducing unnecessary breaches of privacy.

In this Chapter, the role of privacy in video analytics and surveillance camera systems is investigated. A mixed-methods survey is presented, which analyses what factors make people feel more or less comfortable about surveillance camera systems. Scenarios are used to elucidate meaningful responses by considering applications in the relevant context with multiple underlying factors. It is posited that humans need to design computer vision systems to only provide the information that is genuinely needed for a particular application. As the accuracy and speed of computer vision and image processing techniques improve, privacy control should be taken out of the hands of humans, and computers should be instructed to extract only the information necessary for human use. This is achieved through the “privacy-affirming” architecture (as opposed to “privacy-aware”), which works towards this goal and targets some of the factors uncovered in the survey by creating a hard privacy barrier between smart cameras and a central co-ordinating server.

6.1 Privacy and Computer Vision

The philosopher William Parent defined privacy as “the condition of not having undocumented personal information known or possess by others” [228]. He was not talking about a legal definition of privacy, but a notion that most people who value personal rights and freedom would be able to agree with [229] as a common, public, and collective right [230]. It can be argued that surveillance does not intrude on privacy if no undocumented information is gained; it therefore follows that if undocumented information has to be collected and made documented, then privacy breaches are unavoidable. However, this should not be considered in a binary nature; collecting a small amount of undocumented information is only a small privacy breach, and that may be preferable to a large privacy breach. The specific information becoming documented is also important; most people would not mind low sensitivity information being documented, such as the colour of their clothing or the language(s) that they speak, but they might care more about high sensitivity information, such as their identity in conjunction with their recent purchases or their credit card details [231].

This Chapter does not argue against the existence of surveillance systems generally. There may be good uses of surveillance cameras that can be combined with good system owners with good intentions. Rather, the focus is on the extraneous decisions that can be made following unintentional information capture. For example, a surveillance camera in a city centre that is intended to protect people from criminal activities may also collect footage that shows a person walking into an Alcoholic’s Anonymous (AA) meeting. The privacy fear is that another human may watch the video footage and identify the individual, which may influence their perception and decisions in relation to that target individual, thereby breaching the target’s privacy rights if they had wanted to keep that information private.
The rise of computer-automated processing of video footage presents an opportunity for reducing the risk of unintended privacy breaches. In the previous scenario, if a computer is programmed to run activity recognition algorithms that detect if suspicious or criminal activity is occurring, then the computer will only arrive at conclusions related to that objective. Humans have control over the machine, and can program it so that it is oblivious to the fact that a person has walked into an AA meeting. In contrast, with a human operator, even if instructions are given to only focus on suspicious or criminal activity, the human brain will inadvertently collect far more information. Most information is a non-exclusive/non-rivalrous good, meaning that it can be shared and used multiple times without degrading the value or quality of that information. Even with no ill intention or malice, the operator may see an individual that they recognise walk into an AA meeting, and then the operator’s opinions about that person may change, leading to changes in the operator’s decision-making in relation to that person. This is clearly a breach of privacy, caused purely by the human brain’s tendency to process sensory information regardless of our intentions. Some would argue that even without processing, the act of collecting excess data that is not necessary for achieving the primary objective is in itself a breach of privacy.

The majority of privacy-aware frameworks or privacy-enhancing technologies (PETs) utilise some form of censorship to reduce the amount of information available to a human operator, such that a human user cannot see and inadvertently identify any individual in captured camera footage. This includes using access controls to ensure only the right people have access to sensitive footage, scrambling parts of video feeds to make privacy breaches less likely, and privacy-aware systems that rely on face or person detection algorithms to then censor potentially sensitive parts of an image or video feed. However, there has been significant opposition to these techniques on the grounds that they can provide a false sense of privacy; anonymised data can become de-anonymised, and information from different sources can be combined or fused together. A human operator watching partially censored footage may still receive too much information; they could piece together other information like the clothing of the person, the time and place the person was observed at, and other contextual information that lead to identification, whether that is accidental or intentional. Using post-processing to reduce the amount of information in the image can be computationally expensive, yet can still unintentionally reveal too much, especially when there are false negatives (missed detections) that cause videos to be momentarily uncensored.

There has recently been more recognition that individuals can have different views and perceptions of privacy, which is not reflected by one-size-fits-all PETs. Approaches such as visual privacy markers and customised privacy advisors allow for the observed to ensure that systems respect the privacy that people want on an individual level. However, these systems focus on the type of information, rather than considering the context in which that information exists. For technologists to develop appropriate protections, they need to understand the perceptions of those being observed, and understand the drivers for accep-
tance or concern surrounding privacy loss and utility. Otherwise, it is easy for the continued development of PETs to diverge from the desires of the general population.

For regulators, the privacy of observed individuals needs to be protected from system owners who seek to take advantage of the power that comes with a surveillance camera network and try to maximise utility and/or profit at any cost to those being observed. Conversely, there is often a commercial or political imperative for these systems to be used in a way that is palatable to the general populace, in order for system owners to receive co-operation from customers or voters. In order to understand when and how to protect privacy in these surveillance camera contexts, we need to ascertain how observed individuals perceive privacy, what factors drive their perceptions, and what changes can be made to help people feel more (or less) comfortable about the presence of surveillance cameras.

6.2 Understanding Public Perceptions of Privacy

There are many factors that can influence how someone perceives a surveillance camera system and its impacts on their privacy. We can take a simple example - there may be a surveillance camera above the entrance of a fast food restaurant for security and safety purposes. If you are just a regular customer and not a criminal, then that may not feel like an intrusion of privacy. However, if you are supposed to be on a diet, and you know that a friend works at the company who monitors the security cameras and might see you, then you might feel more wary about being seen. The human element can be a weakness in the system; human operators of surveillance systems may use information that they gather for personal gain, discriminatory targeting, and voyeurism [245]. If video analytics are applied to the footage and the data is then sold to health insurance companies who can raise your premiums if you eat too much fast food, then you might have a different reaction. The act of data collection itself may not be a primary concern; rather, it is the fact that the documented data could be used to inform or influence decisions about the recorded individual, potentially by unauthorised people, that is of paramount concern [246, 247, 248]. The underlying concern is that collected information could be used for nefarious, embarrassing, or otherwise unfair means. Even though this is physically the same camera, how it is being used, who is controlling it, and our own personal circumstances can be contextual factors that change how we perceive privacy and privacy loss.

In order to understand how people perceive surveillance cameras and privacy, a survey was conducted to consult the public and collect their opinions. Existing literature is often based on surveys that ask questions in a very direct way – on a scale of 1 to 7, rate which of these factors would make you feel more comfortable about surveillance cameras: if the camera is in a public place, if there is a big sign under the camera, if the police have access to the camera feed, and so on. The problem with this approach is that it presents each factor in isolation, when in reality they likely have interactive effects with each other. This style of questioning can also be too leading and restrictive, pushing respondents towards responding in limited ways. There is a risk that the survey designers would have to determine a list of all possible factors beforehand, which could lead to some factors being left out, and eliminate the potential for
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## Table 6.1: A summary of the ten surveillance camera system scenarios

<table>
<thead>
<tr>
<th>#</th>
<th>Scenario Title</th>
<th>System Owner</th>
<th>Recorded Footage</th>
<th>Human Observer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Workplace Biometrics</td>
<td>Corporation</td>
<td>Unclear</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Disaster Recovery</td>
<td>Government</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Traffic Analysis</td>
<td>Government</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>Advertising Analytics</td>
<td>Corporation</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>Sports Tracking</td>
<td>Corporation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Pedestrian Traffic Analysis</td>
<td>Government</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Supermarket Motion Tracking</td>
<td>Corporation</td>
<td>Unclear</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>Shopping Mall Trespass Enforcement</td>
<td>Corporation</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>9</td>
<td>Department Store Shoplifting Detection</td>
<td>Corporation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Intelligence Agency Person Tracking</td>
<td>Government</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

unexpected but important results. This survey design also requires the respondents to be asked about each factor in a similar and boringly repetitive fashion, leading to low engagement and potentially low survey completion rates.

Instead, this work used scenarios, inspired by [249], which are short paragraphs describing a surveillance camera system and how it is being used. Scenarios have been used as a research methodology to challenge the existing assumptions of the researchers and reveal novel lines of inquiry [250, 251]. This allows for a much richer survey experience that provides more contextual information, as well as allowing the respondents to infer their own details relevant to their personal life experiences. These scenarios were designed to reflect technically feasible systems that either already exist or could exist in the very near future. For each scenario, a quantitative Likert scale between 1 and 7 was used to measure the level of comfort each respondent has towards the given scenario, as well as an open-ended qualitative question that allowed respondents to (optionally) justify their selection. This led to a much wider range of responses that covered influencing factors that the survey designers did not imagine, and gave more insight into the complexities of each scenario.

For each scenario, respondents were asked about how “comfortable” they felt, rather than asking specifically about privacy implications, in order to understand the broader emotional feelings that these scenarios evoked within the respondents. Privacy often seems like a rational word, making people think about privacy rights and legislation and what is right or wrong. Privacy legislation also tends to focus on harm, on what would tangibly happen if privacy was lost\(^{23}\), putting aside less tangible impacts that are harder to identify. Instead, the survey was designed to evoke deeper emotional feelings and subjective opinions, beyond the perception of what might be legal or not. Comfort is also considered an important part of understanding social license, or in other words, how easily these surveillance camera systems might be accepted by the people in a society [252].

---

\(^{23}\)Lindy Siegert, Principal Advisor to the Government Chief Privacy Officer, Interview on 3 November 2017
One of the problems with the use of scenarios rather than asking questions about specific individual factors is the potential for confounding factors that can make analysis more challenging. For example, a scenario may contain five or six different factors, each of which could be an influencing factor that changes the respondent’s perception of privacy in that scenario. Ten scenarios were developed, shown in Table 6.1, that cover a wide range of potential use cases and combinations of factors that were hypothesised to have an impact. These factors were whether the system owner was a corporation (private) or a government (public), whether the footage would be recorded or not, whether a human would be observing the footage or an algorithm would process the footage automatically, and what sort of benefit could be provided to the people being observed (i.e. what is being traded in exchange for privacy loss).

While these scenarios were described in terms of a limited number of factors, this did not exclude the respondents from being influenced by other factors, and it helped to ensure a diversity of scenarios. For example, although almost all of the scenarios had some potential for benefit to the people being observed, every scenario also had some potential for harm and misuse in different ways, which was not explicitly stated so that the respondents could draw their own conclusions. Using the responses from all of the scenarios and looking for the commonalities in the quantitative and qualitative responses, the scenarios that were more similar can be identified, and the underlying drivers/factors can be determined.

The text of the ten scenarios is listed here for completeness, and to help the reader appreciate the differences between the scenarios and how they may evoke different reactions amongst the respondents:

Scenario 1 (Workplace Biometrics): Your workplace is upgrading their access systems from the current swipe cards to biometric scanners. When you want to get into the building, there would now be two parts: firstly, as you approach the door, a camera will be watching you and analysing how you walk, as one way of identifying you. Secondly, when you get to the door, there is a fingerprint scanner that also helps check who you are. The system combines these two parts to verify your identity and provide access.

Scenario 2 (Disaster Recovery): A major weather event has caused significant damage to a number of houses in your area. Emergency services want to use drones with cameras to survey the damage quickly and identify houses that need urgent repairs, but this will include capturing footage of houses and people that are safe.

Scenario 3 (Traffic Analysis): The local traffic authority wants to be able to track cars and trucks on major city streets and highways in order to learn about the traffic patterns. They propose to do this by placing surveillance cameras on top of every traffic light and at certain points of highways, and running an automated algorithm that can count the vehicles automatically. The footage would not be recorded as the algorithm just produces a report with the number of vehicles on each road at certain times.

Scenario 4 (Advertising Analytics): An advertising company wants to be able to test how effective different advertisements in their bus shelter billboards are, and plans to use surveillance cameras to gather information about how many people are looking at an ad, for how long, and demographic information about them such as their gender, height, and ethnicity. However,
the raw footage is not stored, no human ever sees the footage, and the information cannot be linked back to identities.

Scenario 5 (Sports Tracking): The organisers of a city marathon want to use cameras to track the runners in order to prevent cheating and assist with health and safety. Trained referees will be watching the footage in real-time, and the runners are identifiable. The footage is also recorded in case it needs to be replayed during a dispute. The footage may capture the spectators as well, although there will be no identifying information for non-competitors.

Scenario 6 (Pedestrian Traffic Analysis): The city council wants to be able to measure pedestrian traffic flows around the CBD to help inform urban planning. They plan to do this by deploying person counting cameras along certain pathways. This data could also be used for other purposes within the council, such as in marketing campaigns to show the popularity of those pathways. The raw footage has to be recorded so that the data can be verified later, and may be checked by a human.

Scenario 7 (Supermarket Motion Tracking): A supermarket wants to conduct some market research so that they have a better idea of where their customers are in the store, and what areas they spend the most time in. This will allow them to design better shopping experiences for their customers. They also plan to link this with loyalty card information at the checkout so that they can provide more targeted advertising (for example, special deals for products that people were interested in and looked at, but ultimately did not buy on a previous visit).

Scenario 8 (Shopping Mall Trespass Enforcement): A shopping mall has previously issued trespass notices against individuals who have caused significant disruption to other shoppers or been caught stealing items. However, they find that security guards are ineffective at enforcing those trespass notices because people can still enter undetected too easily, and the guards cannot remember all of the people that have been trespassed. They want to use surveillance cameras to check each person as they enter the mall against their database of trespass notices automatically using an algorithm, and send an alert to security guards if someone enters the shopping mall when they shouldn’t be allowed to so that they can be stopped and asked to leave.

Scenario 9 (Department Store Shoplifting Detection): An average department store can suffer from 20-30 incidences of theft a day. They currently use surveillance cameras with security officers watching the footage, but these officers often have to watch many cameras at once and are not specifically trained in detecting shoplifters. One store thinks that computers might be able to catch more people. A computer vision algorithm is proposed that would be able to detect shoplifters, and generate alerts for security guards so that they can prevent the person from leaving the store. The system would be designed to augment the existing security officers so that they can still see the footage in real-time, and humans might be able to catch the cases where the algorithm fails to detect the shoplifting. The footage would be stored for evidential purposes to be used in court proceedings where necessary.

Scenario 10 (Intelligence Agency Person Tracking): A government intelligence agency wants to be able to support police operations by tracking suspects in public spaces such as train stations and airports, in real-time. They want to deploy a nationwide camera network
Table 6.2: Counts for the two calibration questions

<table>
<thead>
<tr>
<th>Q3 Care About Privacy</th>
<th>Q28 More or Fewer Cameras</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not at all</td>
<td>1</td>
</tr>
<tr>
<td>A little</td>
<td>23</td>
</tr>
<tr>
<td>Moderately</td>
<td>81</td>
</tr>
<tr>
<td>A lot</td>
<td>76</td>
</tr>
<tr>
<td>A great deal</td>
<td>48</td>
</tr>
</tbody>
</table>

that has the capability to record and store footage, as well as identify individuals against a national database using an automated algorithm, and provide locations for any person at any time. However, the intelligence agency will need to get a court warrant before being able to request the records for a particular person or track them in real-time, and only authorised individuals with the appropriate security clearance will have access to this system.

These scenarios were presented to the respondents in approximate order from less invasive scenarios to more invasive; this is primarily to avoid question order biases that could cause stronger psychological responses to more invasive scenarios transferring over to subsequent less invasive scenarios. This intention was not communicated to the respondents to avoid the opposite question order bias of respondents thinking that they should gradually feel less comfortable as they progressed through the survey. In addition to the ten scenarios, open-ended text entry questions were included that asked respondents about whether they felt that their perceptions were influenced by the owners of the surveillance network, whether recording footage had an impact, and whether having a human-in-the-loop was a factor or not. These questions were asked after the scenarios, so that respondents could reflect on whether these particular factors affected their earlier choices.

As a way of calibrating the responses, before the scenarios were presented, respondents were asked whether privacy was an important issue to them (on a 5-point Likert scale), and after the scenarios, whether they felt that there should be more, fewer, or approximately the same number of surveillance cameras in their life. These two questions were intended to be used to identify self-selection biases, as it was expected that people who care a lot about privacy might be more likely to participate in the online survey than those who do not care about privacy. The survey concluded with demographic information; most of these were free-entry, allowing respondents to answer in whichever way they were most comfortable, or to refuse to answer.

### 6.2.1 Calibration

The survey was distributed online over a one month period; the distribution was global, so there were a wide range of participants, although there is a geographic bias towards New Zealand in particular. A larger study could be conducted to more comprehensively understand perceptions of people around the world. The sample had a reasonable diversity of gender, age,
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<table>
<thead>
<tr>
<th></th>
<th>C1 (N=44)</th>
<th>C2 (N=55)</th>
<th>C3 (N=83)</th>
<th>C4 (N=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q3 Care About Privacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A little</td>
<td>10</td>
<td>3</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Moderately</td>
<td>22</td>
<td>21</td>
<td>30</td>
<td>8</td>
</tr>
<tr>
<td>A lot</td>
<td>6</td>
<td>23</td>
<td>33</td>
<td>14</td>
</tr>
<tr>
<td>A great deal</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>Q28 More or Fewer Cameras</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More cameras</td>
<td>31</td>
<td>14</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>About the same</td>
<td>9</td>
<td>34</td>
<td>36</td>
<td>4</td>
</tr>
<tr>
<td>Fewer cameras</td>
<td>1</td>
<td>4</td>
<td>29</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 6.3: Cross-tab counts for the two calibration questions against the four clusters

and ethnicity, although 95% of respondents had either completed or were in the process of completing a tertiary qualification, well above the population proportion. All respondents gave their informed consent for inclusion before they participated in the study, and the study was approved by the University of Auckland Human Participants Ethics Committee (reference number 020597). After data cleaning, there were 229 valid responses that were further analysed.

Firstly, the two calibration questions were used to determine how biased the dataset might be overall, shown in Table 6.2. Although the means for both questions are relatively close to the center (3.64 on a 1-5 scale for Q3 and 2.09 on a 1-3 scale for Q28), this should not be misinterpreted as a neutral result because there are significant numbers of respondents on either side of center. There is a significant bias towards people who care about privacy more, which was the expected self-selection bias. This is an important caveat that should be kept in mind when interpreting the results of the survey. It should also be noted that there are fewer respondents for Q28 than Q3, because of some respondents dropping out of the survey after answering the last scenario question (which was Q23).

Using k-means clustering, four main groups of respondents were identified based on the scenario response scores alone, labelled C1-C4. Four clusters were chosen in order to balance within-group and between-group variation, and to minimise overlap of the cluster groups. These clusters were then validated by the strong correlation with the calibration questions, as shown in Table 6.3. Even though C2 and C3 look to have similar proportions in Q3, there is a clear difference in Q28, which is supported by some significant comfort score differences in a number of the scenarios (shown in Table 6.4).

6.2.2 Demographics

One of the initial hypotheses was that privacy perceptions may differ depending on the respondent’s demographic characteristics. For example, it has been argued in the literature
Table 6.4: Mean scores for each scenario and calibration question, overall and by cluster.

<table>
<thead>
<tr>
<th>Question</th>
<th>Overall</th>
<th>C1 (N=44)</th>
<th>C2 (N=55)</th>
<th>C3 (N=83)</th>
<th>C4 (N=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 Workplace Biometrics</td>
<td>4.07</td>
<td>6.07</td>
<td>4.73</td>
<td>3.77</td>
<td>1.98</td>
</tr>
<tr>
<td>#2 Disaster Recovery</td>
<td>5.84</td>
<td>6.59</td>
<td>5.87</td>
<td>6.02</td>
<td>4.77</td>
</tr>
<tr>
<td>#3 Traffic Analysis</td>
<td>5.62</td>
<td>6.82</td>
<td>6.22</td>
<td>5.67</td>
<td>3.89</td>
</tr>
<tr>
<td>#4 Advertising Analytics</td>
<td>3.21</td>
<td>5.16</td>
<td>4.13</td>
<td>2.41</td>
<td>1.70</td>
</tr>
<tr>
<td>#5 Sports Tracking</td>
<td>5.08</td>
<td>6.50</td>
<td>5.36</td>
<td>5.02</td>
<td>3.51</td>
</tr>
<tr>
<td>#6 Pedestrian Traffic Analysis</td>
<td>4.24</td>
<td>6.23</td>
<td>4.82</td>
<td>3.82</td>
<td>2.47</td>
</tr>
<tr>
<td>#7 Supermarket Motion Tracking</td>
<td>3.03</td>
<td>5.41</td>
<td>3.33</td>
<td>2.39</td>
<td>1.62</td>
</tr>
<tr>
<td>#8 Shopping Mall Trespass Enforcement</td>
<td>3.79</td>
<td>6.32</td>
<td>4.42</td>
<td>3.23</td>
<td>1.68</td>
</tr>
<tr>
<td>#9 Department Store Shoplifting Detection</td>
<td>4.19</td>
<td>6.45</td>
<td>4.42</td>
<td>4.01</td>
<td>2.13</td>
</tr>
<tr>
<td>#10 Intelligence Agency Person Tracking</td>
<td>3.09</td>
<td>5.18</td>
<td>4.45</td>
<td>2.16</td>
<td>1.19</td>
</tr>
</tbody>
</table>

(1 to 7 scale, from “not comfortable” to “very comfortable”)

| Q3 Care About Privacy                          | 3.64    | 3.09      | 3.65      | 3.52      | 4.36      |

(1 to 5 scale, from “not at all” to “a great deal”)

| Q28 More or Fewer Cameras                      | 2.09    | 1.27      | 1.81      | 2.26      | 2.91      |

(1 to 3 scale, from “more” to “fewer”)

that women feel safer if there is camera surveillance to deter criminals, although it has also been argued that women are wary of camera surveillance being used for voyeuristic purposes [253, 254]. In this survey data, no statistically significant correlations (at the 5% level) were found between the clusters and any of the demographic variables. This included gender, age, level of education, ethnicity, country of origin, country of current residence, occupation, and work experience with surveillance cameras. Respondents in each demographic category were distributed between the four clusters; not necessarily uniformly, but close enough to not be considered a correlative relationship. This would support an argument against the hypothesis; that in fact, no demographic group uniformly perceives privacy and surveillance camera networks in the same way, and that the factors that influence our perceptions of privacy are more nuanced and non-demographic. Perhaps this is an obvious conclusion to draw, that what you are does not necessarily define what you believe, but that has not stopped the state from justifying the installation of surveillance cameras by saying that women prefer to have surveillance cameras in their neighbourhoods for safety reasons. The only exception was those who identified as gender diverse (i.e. non-binary male/female), who were more likely to oppose surveillance cameras, although the number of gender diverse respondents was relatively small, so further work could be done to validate this.

6.2.3 Factor Analysis

Since there are a sufficiently large number of respondents in each cluster group (more than 40), the impact of the self-selection bias can be reduced by analysing these groups independently
without assuming what proportion of the population they represent. Table 6.4 shows the means for each of the scenarios and calibration questions, both in terms of the overall survey sample and for each cluster. From this data, it can be seen that overall there is some variation in means between the scenarios, and that they are not in exact order from least comfortable to most comfortable. However, this becomes more complicated when the respondents are separated out into the cluster groups. Then, the qualitative part of the survey was analysed based on the optional comments/feedback for each scenario inviting respondents to justify their choice(s). It is important to note that there may be some participation bias since not all respondents wrote comments, although if they wrote a comment for one scenario then generally they wrote comments for all ten, so factors can be compared within the same observation.

Cluster 1 has relatively low variation between the different scenarios, generally finding most of the scenarios comfortable with few concerns. When analysing the qualitative comments given for why these respondents felt comfortable, there were two main factors: that the benefit or positive value is strong enough to justify the existence of the surveillance system, and/or that these systems already exist and insufficient harm has accrued to these individuals. Some respondents saw commercial uses of extracted data as being a natural extension from existing public safety camera surveillance networks. Many respondents in this cluster mentioned that they do not have an expectation of privacy while in public, and that if they are not doing anything wrong then they have nothing to worry about from the state. In general, there is high trust of both corporations and governments to be able to run these surveillance camera systems responsibly and effectively. One particular comment summed up many of the responses: “this is a common sense use of camera tech for everyone’s benefit!”

Cluster 2 was slightly more cautious than Cluster 1, but still relatively consistent across most of the scenarios. While many of the comments were still supportive, there were more concerns about potential abuse or misuse of camera systems, such as the potential for discriminatory profiling of individuals during shoplifting detection. One of the main outliers was the traffic analysis scenario, which said that information about individual vehicles would not be stored and humans would only see a “report with the number of vehicles on each road at certain times” at an aggregate level. Many respondents highlighted that they felt more comfortable in this case because the data is not personally identifiable, and saw potential for large benefits to society without much cost to their personal privacy. The main outlier scenario in the opposite direction was the supermarket motion tracking; respondents in this cluster noted that the benefits seemed to only be for the supermarket, and felt that making the tracking data personally identifiable for advertising purposes was intrusive and could lead to behaviour manipulation. These two outliers show that Cluster 2 was somewhat influenced by whether they could be identified in any camera surveillance network, and were generally okay with these systems if data was sufficiently anonymised.

Cluster 3 had some scenario means that were close to Cluster 2, but also a few where the respondents were significantly less comfortable. The commonality in scenarios 4 and 7 was that the corporations that owned the camera networks would be deriving significant commercial value out of the data extracted from these networks, while providing little to no direct benefit
to the individuals being observed. Concerns were raised about the collected data being on-sold, as well as the lack of explicit consent being given by the observed for analysis to occur about them. Underlying this was a deep sense of mistrust about the motives of corporations, believing that promises such as “the footage will not be stored” were merely facades, and that data would be used for other, more nefarious purposes. A few noted that this type of surveillance already happens online, but that in these cases there is no incentive for the observed to give up their privacy. The other scenario that caused concern among the respondents in this cluster was the Intelligence Agency Person Tracking system; with many references to Orwell’s 1984 and Big Brother, respondents in this cluster said that intelligence agencies regularly break the law, and that such a system would be very susceptible to abuse/misuse. Court warrants were seen as being an ineffective safeguard because they were granted too easily, whereas Clusters 1 and 2 had more faith in the judiciary. A small number of respondents were worried that such a system could be hacked, with a wide range of potential alternative uses if in the wrong hands.

Cluster 4 were generally uncomfortable with most uses of surveillance cameras. The main theme was about trust; respondents did not trust surveillance camera operators (human observers) to follow processes and behave professionally, they did not trust camera network owners to be honest about the stated purposes or characteristics of their networks, they did not trust data to be stored securely, they did not trust safeguards or checks and balances to operate successfully, they did not trust algorithms to be functional or non-discriminatory, they did not trust governments to be accountable or competent, they did not trust corporations to not sell their data, and they did not trust anonymised data to remain anonymised. It was surprising to find a number of respondents who did not believe the scenario as written, who assumed that the system owners would be lying about their intentions. A number of the scenarios were described as “intrusive”, “exploitable”, “unnecessary”, “manipulative”, “a civil rights issue”, and “deeply uncomfortable”. Many commented on the apparent power disparity between camera network owners and those being observed, including that in a number of the scenarios, individuals have no choice but to be surveilled if they want to function normally in society, essentially negating the concept of consent. A few respondents were concerned about “side effects” or secondary effects of camera surveillance, with our sensitivity to pervasive surveillance dulled over time. Some claimed that the camera networks were not necessary to achieve the stated intended purposes, suggesting that lower fidelity sensors or humans could collect less data. The one exception was the disaster recovery scenario, where drones were used to survey occupied housing areas for damage after a natural disaster. Similar to the other clusters, most respondents were willing to lose some privacy in an emergency situation. The potential to save lives or provide help was deemed a sufficiently high enough benefit, even if it didn’t benefit the observed individual directly. The fact that these cameras would only be used temporarily rather than becoming fixed infrastructure was also seen as a positive. The traffic analysis scenario was also viewed slightly more positively than the other scenarios, mainly because identities are irrelevant and hidden when only reporting vehicle counts.

This analysis shows that simply looking at a population mean hides the diversity of perceptions about privacy, and that there are clear ideological themes that can influence how a person
perceives and thinks about surveillance cameras. However, the exceptions in almost every cluster also show that the context is very significant in influencing perceptions, and that they can drive a person away from their baseline ideology and dominate their thinking. Even the most cynical respondents found some merits in using cameras in a disaster recovery scenario. Even the most pro-camera respondents had some concerns about tracking for commercial purposes or pervasive intelligence agency person tracking.

In summarising the qualitative evidence, five significant factors were found between the scenarios that most significantly influenced the respondents:

- **Access**: Who has access to the video feed or footage, including secondary data derived from the cameras? Perceptions changed if only three trusted government officials can view the footage, vs any one of ten thousand employees in a large corporation.
- **Human Influence**: Is there a person-in-the-loop? Will the footage be recorded and watched by humans? Generally in a public safety context, people felt better if a human is watching or the footage is recorded so that evidence was recorded, but in a commercial or corporate setting, people felt better if a computer processed the footage and no human ever saw it.
- **Anonymity**: Are the observed people in the footage personally identifiable or anonymous? Will there be personally targeted actions as a result? In most scenarios, respondents felt uncomfortable if they were not anonymous.
- **Data Use**: How will the data be used? Is the purpose in the public good or providing benefit to the observed? Are there secret secondary uses of the data? The least popular scenario was not the intelligence agency person tracking system – it was the one where the supermarket tracked consumers and tried to sell them more stuff, which is perhaps a surprising result that is contrary to the portrayal of surveillance in the media.
- **Trust**: Do we trust the owner of the surveillance camera network? Are they competent? Trust was the hardest factor to understand, because respondents trusted different entities in different ways; there was a wide diversity in the levels of trust for private and public entities, with contradictory reasons for trust between the respondents. But the underlying message was the same – if there is a trust deficit, where people simply do not believe what the system owner is telling them, or people do not believe that they have good intentions, then people feel uncomfortable.

While these identified factors are largely consistent with the existing privacy literature [232, 252, 255, 256], there are a few important differences. For example, being able to see and correct any personal data was not raised as a particularly important factor, and very few respondents mentioned anything about consent. This may be due to the nature of the scenarios being presented in a way that did not make it seem like respondents had a choice to interact with these systems or not, although a few respondents mentioned that they would try to avoid some of these camera systems. This is an important factor to consider, because in some cases the observed genuinely have little to no choice - for example, if they need to buy groceries but all of the nearby supermarkets have camera surveillance networks, then
there is no real choice about participation. People may even knowingly accept the privacy trade-off in exchange for a service and more convenience or for safety, but they often have no bargaining power and have to accept the terms of whatever is offered with no room for negotiation or proper assessment of value. The issues around consent are particularly thorny from a legal enforcement perspective, and regulation is far behind the technology in terms of establishing meaningful consent. An alternative explanation for why these factors were less important may be due to changing and shifting expectations around privacy causing older philosophical principles around access to data and consent to become outdated. It may be that people have already lost their expectations of consent in the digital age.

It is also important to understand the data in the context that many people simply do not understand the downside risks of privacy loss. Often the standard that people use is "would you be embarrassed by some information about you becoming public", when perhaps a better question is "what can a company or the government do with that information, and how would it affect you?". The fact that anonymity is an important factor for many people partly speaks to this - people do not want personally targeted actions, but it may not always be clear how being observed by a camera leads to those targeted actions if they are not communicated to those being observed. Under the status quo, many people are simply unaware of these implications, and being further educated about these issues may change their perceptions of privacy.

Lastly it is necessary to acknowledge the privacy paradox that may limit the utility of this research. The paradox is that while people say that privacy is very important to them and that they are concerned, they behave in a way that does not reflect this, and are generally not motivated to pay or otherwise inconvenience themselves to protect their privacy. This often stems from a lack of understanding about the consequences, but also because privacy is relatively low in the hierarchy of rights. How survey participants respond to hypothetical scenarios can differ significantly to their behaviour in real-life. This is the justification that is sometimes given for why privacy has not been prioritised by existing system owners, because the privacy paradox clashes with the commercial imperatives that require corporations and governments to reduce costs and avoid unnecessary spending. At the same time, the paradox may not matter because democratic responses to system owners are often based on the perceptions of individuals rather than their actual behaviour. In order to convince the public that a surveillance camera system is safe, they may need to appeal to the more principled and philosophical parts of the public psyche, rather than the pragmatic and practical elements.

The challenge for protecting privacy through regulation of camera surveillance networks is twofold: the population or electorate do not hold universal views towards these surveillance networks, and perceptions differ depending on the specific application and use case. Context is King, meaning that context overrides personal factors like demographics or ideology when shaping these privacy perceptions. Ultimately, these factors need to be considered carefully.
by system designers, network owners, and regulators, in order to design camera surveillance networks that are accepted by the surveilled. Establishing trust is critical for co-operation and participation, requiring transparency about how these systems are used in order to provide enough context for the observed. Only then can we build camera systems that deliver beneficial value for all parties.

6.3 Protecting Privacy

There are two main approaches to protecting privacy. The first is the regulatory or legislative pathway, which generally restricts the use of surveillance and how data can be used. Governments can pass laws that require system owners to play by rules such as restricting access to camera systems to only necessary staff, anonymising footage by default, banning unconsented secondary uses of data, requiring footage to be deleted within a set timeframe if unused, requiring opt-in rather than opt-out approaches to consent, requiring transparency or reliability tests for algorithmic processing of footage, and so on. The difficult part is actually enforcing these laws, regularly auditing these surveillance systems to ensure that they do what they say they do, checking that they are compliant, and punishing those that turn out to be infringing upon the privacy rights of individuals.

But governments are slow, and they simply cannot respond to the pace of technological development that creates these threats and dangers. Legislators often are not expert enough in these areas, and rely on outside information that is amplified by money, which means that the information that they get is more likely to be in the interests of malicious system owners than in the interests of the general population. Additionally, public opinion surveys over the last decade have shown that camera-based surveillance is less of a concern than other forms of privacy infringement, such as internet surveillance or social media monitoring, which has caused camera-based surveillance to become less of a priority for regulators. However, recent privacy breaches have shown that system owners can prove to be malicious or incompetent, and once privacy loss has occurred, it is generally very difficult to return documented information back to an undocumented state. Businesses may not have the technical capacity to select good technical choices that allow them to protect privacy, tending to use off-the-shelf products where possible, even though they are actually liable for any harm caused by these systems.

The second approach is the technical pathway, where the people who develop the systems ensure that privacy is “baked in”. This is the vision of Privacy-by-Design, where legislation is complemented by ethical system design that proactively ensures that privacy is protected. As discussed earlier, this has mostly manifested in camera-based systems using privacy-aware frameworks that censor parts of an image so that observed people are not identifiable. But this approach seems to miss the point of privacy. When discussing privacy in computer vision the discussion should go beyond whether an individual is identifiable in any camera footage. What information is being received about a person in any footage? What information genuinely
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needs to be collected about that person? What other undocumented information might be inadvertently recorded?

In contrast to most PETs, rather than taking all of the image data and using computer vision to remove a small amount of it before giving it to a human operator, perhaps the opposite privacy-affirming proposition is better: taking all of the information and using computer vision to extract only the necessary data and giving that to the human operator, as shown in Figure 6.1. Privacy-aware and privacy-affirming are somewhat analogous to black-listing and white-listing; rather than censoring some unwanted information, explicitly only delivering the desired or necessary information may be a better approach. Under the status quo, the privacy chain of accountability ends with a human, but perhaps machines can help absolve humans of that responsibility.

It should be acknowledged that this may not be possible for all computer vision applications with current-day technology, but as computer vision continues to improve, system designers should consider the merits of an abstractive approach to protecting privacy.
6.3.1 Hiding Information

Abstraction is one of the key concepts in computing; by moving to higher and higher levels of abstraction, developers can save time (and therefore money) by hiding unnecessary information and focusing on high-level processes. This concept could be applied to video analytics too. Rather than requiring human operators to interact in some way with the raw data (i.e. the video footage), that information can be hidden with higher-level information and statistics presented instead. Hiding unnecessary information from humans follows naturally from common privacy principles; in New Zealand, the Privacy Act lists twelve privacy principles, the first of which requires that personal information not be collected unless “the collection of the information is necessary for that purpose” [263]. Similar legislative principles or requirements exist in other jurisdictions [264]. Data minimisation has been proposed as a fundamental principle for protecting privacy, and can also be pitched as a risk minimisation strategy by reducing the amount of information an organisation has to store and manage [265]. Under the status quo, by collecting camera footage and presenting that directly to human users, far more information is recorded than is necessary for the relatively narrow specific purposes used to justify the existence of these systems.

Images are incredibly rich in information in comparison to other forms of sensory data like audio or text. When humans look at an image, our brains abstract many of the details away from ourselves (also known as encoding), allowing us to focus on high-level features such as where objects of interest are, classifying those objects, identifying specific objects or people, and determining the context of the image [266]. Memory is also important, and our brains do not normally make an exact record of the past footage that has entered our eyes. We may be able to store images in short-term memory, we may remember high-level details for longer, and we may be able to reconstruct what the scene looked like with our imagination based on those details, but long-term memory does not store the vast majority of what we see [267]. It would be simply inefficient to do so, when the majority of the information that enters our eyes has little meaning or bearing on our future decisions, so our brains have learnt to discard that information. This presents a justification for how we can ask machines to abstract away information in images through the use of computer vision.

Naturally, system designers may feel uneasy at the idea of throwing away image information when it may be useful for debugging or as a backup in case of system failure. However, there are two types of machines that we already trust to discard unnecessary sensory information. Firstly, we can consider machines that are monitoring the environment, but discard data until they are activated. For example, personal assistant devices such as Amazon’s Alexa utilise microphones to pick up human speech. They are actually constantly listening because they need to hear the activation/command word that enables the system. Developers trust that the system will hear that word correctly and that all other information that may be inadvertently collected while the device is listening can be discarded. At the same time, human users of these devices trust that audio not relevant to the operation of the device is discarded.

Secondly, we can consider machines where delivering raw data would be unhelpful to
human users. For example, complex algorithms are used in driver-assistance systems to process LIDAR and camera data to identify hazards, but these systems do not show raw outputs to the human user (i.e. the driver). Instead, humans trust the car to process the sensory information and draw usable conclusions, such as indicating to the driver that there is a hazard that requires the driver to slow down or stop the car. System designers would not expect the human driver to be able to interpret raw data while also driving, so the car abstracts the low-level sensor data away from the human and only presents high-level summaries (in this case, an alert). Clearly, abstraction is already an acceptable concept when it comes to dealing with machines which discard unnecessary information and hide other information from human users.

Combining these two examples presents ideas suitable for use in surveillance camera systems. For example, surveillance cameras could be always watching but do not record the footage until trigger conditions occur, such as a target individual being identified or a violent action being detected. Those cameras could also hide the raw footage away from humans, and simply present a report. For example, if police are trying to track a suspect across a camera network, the report could just list the times and positions where that particular person was detected, or show this on a map. This prevents the human operator from accessing more information than strictly necessary for the system objective to be achieved, fulfilling the promise of the principle of least privilege [268]. This can be considered to be the least intrusive form of camera surveillance, assuming that surveillance has to occur.

6.3.2 Creating a Privacy Barrier

In traditional surveillance systems, cameras are simply sensor devices; they capture images at a fixed location and transmit that footage to a central location for processing and storage. However, the centralised approach presents several challenges: as the number of cameras increases in the network, the amount of computation required by any central computer or human operator increases, and the network can become saturated as the amount of data exceeds the network capacity. Additionally, there are security concerns as a central computer is a single point of failure, so by compromising that single computer (or operator), an attacker has control and access to the entire network’s data. As hardware capabilities continue to improve, and computer vision algorithms become further optimised for computational efficiency, smart cameras have become more popular; essentially cameras with some on-board processing capacity [269, 270]. These smart cameras can be used in a distributed manner, alleviating processing load on a central computer and improving security by eliminating the single point of failure. Camera surveillance research has already started to incorporate different types of smart cameras, balancing computational capacity with power and energy limitations [35, 36]. These advantages can be complementary to the objective of preserving the privacy of observed individuals.

Figure 6.2 shows a potential distributed computing layout, where smart cameras do some of the processing at the point of image capture. Smart cameras generally have constrained computational resources, so it may be inappropriate to execute a complete algorithm there,
and some central processing capability may be helpful for reducing the computational load on the smart cameras. Additionally, the presence of some central co-ordinator can simplify the communication protocols significantly, avoiding complex data sharing procedures. The role of the smart camera is therefore to process the image initially, extract some top-level features, and then pass those to the central co-ordinator for further processing. Importantly, the human operator only interacts with the central co-ordinator and never directly with any of the smart cameras, therefore preventing them from ever seeing the raw captured image. Additionally, the cameras have no notion of identity at the point of image capture, so if an individual camera is compromised, there is no assigned identity information available. This creates a privacy barrier, a term used to indicate a separation of access that means that private information cannot cross that boundary, in this case from the smart camera to the central controller.

Let us take the motivating scenario for this thesis as an example, where a large supermarket wants to track individuals as they move through a large store. The person tracking system presented thus far can be used to achieve this task, but at this stage it is all centralised. With the use of smart cameras, one potential system architecture (as shown in Figure 6.2) is for the background subtraction, person detection, and feature extraction modules to be executed on the camera itself. Feature vectors (including the person location) are then sent to the
central co-ordinator for more computationally expensive matching against a large database, and rectification between multiple camera views to centrally determine the person track. With this architecture, the smart cameras never send the raw image to the central co-ordinator, only feature vectors, which are the only information necessary from the raw image for completing the person re-identification and tracking objective of the system. The image therefore only exists in the memory of the smart camera, and can be immediately deleted after processing while still retaining the utility of the overall system. Additional security precautions such as hardware-enforced memory access control [271] can be used to restrict access to the image by foreign processes, and images are never transmitted across any networking interface, making it harder for hackers to steal those images before deletion. This has the added benefit of significantly reducing network bandwidth requirements, which is particularly important in wireless systems [35, 272]. The distributed nature of the system architecture allows for a natural separation of responsibilities in a way that also eliminates the unintentional collection of undocumented information.

This is not to say that distributed computing is a necessity for privacy-affirming frameworks. While distributed architectures may more naturally fit with privacy-affirming principles, centralised systems can still be designed to reduce the likelihood of leaking the raw image to a human user. This may be important in less modularised computer vision methods, such as state-of-the-art Convolutional Neural Networks (CNN) that may require the entire raw image as an input. If significant processing resources are required, it may not be possible to split a complicated CNN into separate modules for distributed processing without expensive co-ordination. In these types of scenarios, the system can be designed so that the raw image is processed and then discarded, with only processed outputs/statistics shown to the user, rather than overlaying that on top of the raw image as is currently often the case. However, recent advancements have allowed the separation of deep learning layers, such that some preliminary layers can be computed at the edge, with the rest of the layers completed centrally at the host [273]. When doing this, ensuring that the original image cannot be reconstructed from the partially processed features being transmitted between the edge and the host is critically important.

Jana et al [236] describe a system that intercepts video frames before they are processed (via image library APIs such as OpenCV) called Darkly, which vastly reduces the amount of information made available for processing. This is based on user-selected levels of privacy, and privacy transforms which use various pre-processing algorithms, such as thresholding and clustering, depending on the API call(s). Darkly is perhaps a seminal example of a system that moves towards privacy-affirming principles, abstracting away data and not only hiding it from the human user, but also potentially untrustworthy computers, in a similar way to our proposed distributed computing architecture. The Darkly paper reports that for the relatively simple applications tested, these principles can be applied successfully without significant loss of accuracy in the overall application. The challenge comes in applying these principles to more complex tasks with unspecified or broad application needs as computer vision techniques continue to evolve. Further steps such as deleting the raw image data immediately after privacy
transforms have been applied, or further abstracting away results for display to human users, could also improve Darkly’s ability to affirm privacy.

The privacy-affirming architecture proposed here does not comprehensively address all privacy concerns, but it does go some way towards protecting the private information of those being observed. This can be tested using the factors identified from the survey presented earlier in Section 6.2.3. As can be seen below, how comfortable people feel about the presence of the camera system is still strongly dependent on the decisions and actions of the system owners.

- Access: Since the footage is deleted upon initial processing, no human has access to it. Access to the derived data is dependent on the system owners.
- Human Influence: In a commercial setting, people tend to feel more comfortable if the footage is processed automatically by computers, and never seen by a human.
- Anonymity: Depending on the specific video analytics application, anonymity could be enforced, although global identification can also be applied by computers.
- Data Use: This architecture is agnostic to the data use, so whether this factor is considered depends on the choices of the system owners.
- Trust: While using a privacy-affirming architecture can help improve trust, utilising this and communicating the value to those being observed is up to the system owners.

6.4 A Test for Privacy-Oriented Systems

In 2005, a team from IBM proposed a framework that used smart cameras to extract information at the point of image capture, and produce outputs at different levels of abstraction [232]. The primary limitation of their framework is that it promotes the use of permissions, providing access to data at different levels of the abstraction hierarchy. Other papers have also supported the use of access controls or usage controls to limit access to raw data to only trustworthy individuals [274, 275]. Unfortunately, this still allows for potential abuse, either by the human operators themselves who may find ways to circumvent access controls, or by external hackers who can use social engineering or network-based exploits to gain access to user accounts. Instead, the privacy-affirming architecture removes permissions entirely (whenever it is appropriate to do so) by making it so that no human, regardless of their role or rank, can have access to potentially privacy-infringing material.

But clearly there are situations when a privacy-affirming architecture is not suitable, because there are applications where it is not appropriate to abstract away information in this manner. A simple test is proposed that system designers can use when developing surveillance camera systems, in order to help decide whether a privacy-affirming approach is appropriate for a given application. There are two main factors to consider: whether the footage is required for visual evidence, and whether the footage requires human processing as part of achieving the main objective of the surveillance system. These factors are shown in Table 6.5.

Archive-critical scenarios are ones where the raw video footage is actually a requirement for meeting the principal objective or purpose of the surveillance system. For example, a law
enforcement camera system may require the raw footage for the purposes of evidence in court trials. Even though we already trust other types of machines to produce processed results for evidential purposes (e.g. DNA tests, GPS-based electronic monitoring of offenders, phone call metadata), the high fidelity of visual information means that it is considered to be extremely valuable, and any intentional degradation of that fidelity could be considered destruction of evidence. This is a reflection of our reliance on visual information, and in a sense people expect raw footage for court trials because that is what has been available in the past. As computer vision technologies improve, it is possible that new privacy legislation could be introduced that forces a shift in these expectations. It is often said that privacy legislation is “contagious”, in that once one jurisdiction introduces new privacy legislations it is often copied by others after a few years\textsuperscript{29}. However, under the status quo, a permissions-based system may be the only way to mitigate unintentional privacy breaches for archive-critical scenarios, especially if a human is required for processing the data. If the majority of the processing can be done by a machine (i.e. computer), then privacy-aware techniques can be used to produce anonymised footage for general use \[240\], while keeping the raw footage accessible via permissions-based systems for use in archive-critical applications \[232\].

Archive-free scenarios are ones where the raw video footage can be discarded, and the main objective is to extract high-level processed data and statistics. For example, in an urban planning application where a city council wants to measure the flow of people through a public space, retaining access to recorded footage is not necessary as long as accurate statistics can be calculated. If some human processing is required (because computer vision is not accurate or fast enough), then privacy-aware post-processing should be applied before the footage is provided for human interpretation. If the computer vision approach is accurate and fast enough, then the proposed privacy-affirming approach should be used, eliminating any exposure of the raw footage to humans. Even under existing legislation, such as the “Right to Privacy” in the European Union \[276\], it could be argued that the privacy-affirming approach is required wherever possible to avoid collecting information superfluous to the primary objective.

Currently, the vast majority of surveillance camera applications still require some human processing, and most large-scale networks are implemented with public safety or law enforcement objectives, so they are archive-critical. It may be that privacy-affirming approaches are not suitable for most current-day scenarios. However, two trends may tip this balance in
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favour of privacy-affirming principles. Firstly, the number of archive-free applications will continue to grow as the cost of camera systems fall and more businesses become aware of new opportunities enabled by smart cameras, such as market research. Secondly, our expectations of what evidence is genuinely required for archive-critical applications may change, especially if privacy-conscious activists and governments promote higher standards of protection. In the past, privacy-affirming frameworks were not technologically possible, but that barrier is quickly eroding, and since they can lead to better privacy outcomes for individuals and for society as a whole, they should be carefully considered for adoption as a baseline standard.

For privacy-affirming methods to become more popular, trust must be established with the computer in computer vision. This trust can only be earned over time, through repeated demonstrations of the validity and accuracy of computer vision applications, as has been seen with other technologies such as assembly line automation and aeroplanes. Currently, machine processing may not be accurate or fast enough for many applications, and because of that, humans may not be able to trust machines with their camera footage. High accuracy will need to be proven beyond minimum thresholds, and a certification and auditing regime may be necessary to build public confidence in these systems. Computer vision systems will need to develop sufficient robustness against adversaries that seek to generate false negatives or false positives during processing.

Human operators will need to become used to the idea of making decisions informed only by processed algorithm outputs rather than seeing the raw footage themselves. Public education and marketing campaigns will be needed to convince the public that certain camera systems are privacy-affirming, and that these may protect their privacy better than privacy-aware systems (or systems with no privacy protections at all). There are (justified) concerns that integrating computer vision with surveillance may enable more information to be extracted than possible by humans, so privacy-conscious surveillance camera network owners and operators will need to become much more transparent about how their systems work, what data is being collected, how that data is being used, and what data is not being collected. Only then will we be able to empirically measure the impacts of a privacy-affirming framework, and whether it reduces unintentional privacy breaches in reality. Ultimately, whether privacy is respected by surveillance camera systems is dependent on the humans involved in creating that system - privacy-aware and privacy-affirming frameworks can never comprehensively protect against individuals, corporations, or states with malicious intentions.

In the late 1990s, futurist David Brin suggested two choices for managing privacy in surveillance camera systems: trusting human authorities to act with the interest of the citizenry at heart, or to democratise access by allowing the human public to “watch the watchers” in order for everyone to trust everyone else. Perhaps there is a third option - to trust machines to process and extract exactly the right amount of information needed to serve human objectives, reducing the power imbalance between the observers and the observed, and thus preserving privacy from unintended and unnecessary vulnerability.

---
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6.5 Conclusions

In this Chapter, the notion of privacy in video analytics systems is investigated. Rather than defining a philosophical or psychological ideal of privacy, a mixed-methods survey is used to identify significant factors that influence public perceptions of privacy. It is concluded that contextual factors dominate these perceptions, more strongly than ideology or demographics. Five main factors were determined that affect how people feel about surveillance cameras: access, human influence, anonymity, data use, and trust.

Then, the privacy-affirming architecture is presented, which abstracts away unnecessary information and allows only the required information to pass through a privacy barrier for further processing and human interaction. This protects privacy much more completely and consistently than censorship-based privacy-aware approaches. This particularly targets the human influence and anonymity factors that were identified in the survey analysis. While this architecture does not solve all of the privacy problems, it can go a long way towards reducing privacy loss among people who are observed by video analytics systems. Privacy-affirming approaches can be combined with other privacy-conscious steps, such as encryption of transmitted data, event-based triggering to avoid unnecessary recording, deleting unneeded data by default after a certain time period, and using relative IDs where possible to preserve anonymity, as well as other general security precautions such as those presented in [279]. The limitations of when the privacy-affirming architecture can be used are discussed in this Chapter as well. Even though privacy-affirmed data is safer than privacy-aware data, it should still be treated as privileged and not immune from exploitation.

The person tracking system that has been described in previous Chapters is compatible with the privacy-affirming architecture proposed here. In the next Chapter, distributed computing will be used to implement parts of the pipeline on smart cameras, such that a privacy barrier blocks raw images from being seen by any human.
Chapter 7

Distributed Image Processing

One of the distinct advantages of using a modular pipeline approach over an end-to-end Convolutional Neural Network to solve the entire video analytics task is that having modules better supports meaningful distributed processing, where separate computers are used to take on some of the computation load in parallel. In the case of the video analytics system presented here, the idea is to use smart cameras that can do some of the processing at the point of image capture, with each camera sending extracted feature vectors through to a central co-ordinating server. As discussed in the previous Chapter, this can also help support ethical aims of protecting the privacy of people by helping reduce secondary privacy loss. The work in this Chapter shows how the prototype video analytics system can be implemented using low-cost smart cameras, and reports on performance statistics collected from experiments.

7.1 Smart Cameras

There are a variety of smart camera products that are now available on the market. However, many of the devices that are marketed as “smart cameras” are not actually that smart; they simply capture the image, potentially perform some basic pre-processing like distortion correction or noise filtering, and then send the footage to the cloud for further processing. They may be “smart” in other ways, such as being connected to other internet-of-things devices to automatically unlock doors for example, but that uses the term with a different type of intention. The smart cameras used in this prototype system aim to perform significant amounts of processing at the camera, reducing the load on any central computation platform and supporting the aims of high scalability, better parallelism, and faster decision making. Smart cameras have been available since the 1980s, but they still sit in the resource-constrained embedded systems space, usually due to limited form factors and the need to minimise energy consumption and cost [280]. It is common for modern smart cameras to use a simple ARM processor or similar computational device, although there has recently been more focus on hardware acceleration, such as through the use of FPGAs [281, 282]; this is discussed in Chapter 8. These computational constraints have meant that the types of applications for smart cameras have been relatively simple, such as detecting motion, reading vehicle number plates, or tracking lights [283, 284].
Smart cameras have become increasingly popular in both surveillance and video analytics systems as the need to support larger and larger networks puts more strain on central computing resources, with a push towards smart cameras becoming pervasive and ubiquitous [285, 286]. Implementing this in a scalable way requires treating the camera network as a distributed system [287], which presents different challenges around synchronisation and networking. A thorough discussion of the issues facing distributed smart camera design is available in [288].

In the prototype video analytics system presented in this thesis, a low-cost Single Board Computer (SBC) and a consumer-grade webcam are combined to form a smart camera, shown in Figures 7.1 and 7.2. This is comprised of an ODROID-C2 SBC (similar to a Raspberry Pi 3), which has a quad-core 1.5GHz ARM Cortex-A53 (ARMv8) processor on board along with 2GB of RAM, and a Logitech C920 webcam. Along with a memory card, a case for the SBC, and a 3D-printed mount, the total cost of the smart camera is approximately USD$150. The intention was to keep this cost low so that the results may be applicable in a wider variety of contexts; it is easier to buy faster and more expensive hardware to accelerate computation than to develop within tight resource constraints, as long as the higher cost is acceptable to the system owner. The SBCs offer a full Ubuntu operating system, which allows the previously developed code to be easily ported and recompiled for the simpler processor architecture. The desktop PC used for the central server in this implementation was running Ubuntu 16.04 with an i7-6700 CPU, which has four 3.40GHz cores that can be utilised concurrently (as allocated by the scheduler) and 16GB of RAM.

The next step is to separate the responsibilities between the smart cameras and the central server. As shown in Figures 1.1 and 6.2, the proposed architecture makes the smart camera extract feature vectors that correspond to each detected person, and then perform matching
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Figure 7.2: A photo of the prototype smart camera used in the video analytics system. The cables leading out of the figure only provide power.

Figure 7.3: A flowchart of the separation of responsibilities between the smart camera (blue) and the central server (red) and classification at the central server, as well as any further data analytics. This is shown in a flowchart in terms of the order of sequential execution (rather than the flow of data) in Figure 7.3. The communication is assisted with the use of a web framework at the central server, which allows the smart cameras to send the feature vectors across HTTP communication links.
While using a lower layer of the communication stack could be more efficient (such as TCP sockets), the feature vectors can be quite long, and the risk of packet drop over a wireless connection is quite high, so more robust error checking is needed. Allowing for the use of arguments/parameters also offers more flexibility; for example, the same web server can deal with smart cameras running DPM or ACF for person detection, depending on an argument value being reported alongside the feature vector. The code for the smart camera is written in C++ with the help of OpenCV to reduce the computation time as much as possible, while the code on the central server is developed in Python to allow for more developer-friendly prototyping and library availability for data analytics. JSON encoding is used to structure the payload, which is sent using the curlpp and json-c libraries on the smart camera side, and received using CherryPy on the central server side. Each smart camera is connected to the central server through a Wi-Fi connection, allowing for a local connection to be created without needing to expose the system to the external internet. A Python script was written to start the server first, and then start each of the cameras automatically and initialise the system.

An advantage of using a mature and established web framework is that it can handle requests from multiple sources and execute them in multiple threads, which helps avoid connections timing out and losing data; it is important to remember in Figure 7.3 that there are actually multiple smart cameras sending data through to the central server in parallel. However, in the prototype system developed, feature vectors are reported to the central server and then queued for processing, with a mutex to prevent race conditions from multiple feature vectors being processed concurrently (since the model update is part of the processing of each feature vector). The central server is also used for some rudimentary synchronisation of the cameras. This is particularly important in the case of processing dataset footage, since if one camera is many frames ahead of another camera, then the position of the person will vary significantly and thus affect the accuracy of the spatio-temporal model. Synchronisation is achieved by each smart camera sending a heartbeat to the central server for each frame processed, and the central server waiting for all cameras to report in before releasing the cameras to process the next frame. A timeout is used to cover the case where a camera becomes non-responsive or crashes, so that the system does not wait forever. While this may slow down the processing speed overall, it is important to maintain synchronicity for the spatio-temporal model. Due to a combination of a slower clock speed and simpler processor architecture, the smart camera is likely to be many times slower than the Desktop PC used for previous experiments.

### 7.2 Experimental Results

The proposed system was implemented with four smart cameras replacing the four cameras in the UoA-Indoor environment, and experiments run to obtain performance metrics. The cameras captured footage at an image resolution of 1920x1080, although the image processing pipeline downsample to reduce processing load. The results in Table 7.1 show that the smart camera system is about 15x slower than everything running on the Desktop PC. This is a somewhat expected but still disappointing result, as the speed is well below the requirement for real-time
processing. Interestingly, the SuperBE computation time has decreased significantly, indicating that there were some compiler and processor optimisations that were available on the Desktop CPU that are not available on the embedded ARM CPU. Since the computation time of the entire pipeline is limited by the background estimation module, this has a significant impact on the overall computation time. The worst computation times presented in Table 7.1 generally represent cases where the entire image is designated foreground after background estimation, and thus person detection has to process the most amount of data under that condition. In UoA-Indoor this case is relatively rare, but could be more common in crowded scenes where there are many people.

One potential way to improve the speed of the smart camera is to take advantage of the multiple processor cores and parallelise. However, since the processing steps are largely dependent and sequential (for example, background estimation has to be completed before person detection, which has to be completed before feature extraction), manually partitioning the code and finding parallelism targets can be difficult and costly. A simpler approach is to pipeline the images being captured, such that up to \( N \) images are being processed at the same time but at different stages of processing, where \( N \) is the number of cores. Since there are four cores in the ARM Cortex-A53 CPU, up to four images could be processed in parallel, with each image delayed by 1/4 of the processing time for each frame. While a 4x speed-up should not be expected due to co-ordination costs and other background tasks needing computational resources, it would be likely that a 3-3.5x speed-up in the frame rate could be achieved, even though the actual time to process one frame would remain the same.

In terms of scalability, since the matching and classification processes are not too computationally expensive (as shown in the results of Chapter 5), the central server can potentially support a large number of cameras. However, the wireless communication bandwidth is likely
to saturate well before the central server hits a processing capacity limit. The communication
time between the smart camera and the central server was measured to be 60ms on average
(with a payload of approximately 32kB), although in the worst case this extended to 300ms
even though it is a local network. This adds a significant amount of latency to the system as
well, although since only the feature vectors are sent this should be better than if the entire
image was transmitted. The latency could potentially be reduced by using a shorter feature
vector or applying PCA on the smart camera to reduce the number of dimensions, although
the majority of the timing cost is due to the routing of packets between the camera and the
server and is unavoidable. There have also traditionally been challenges around commercial
webcam devices introducing latency through slow pre-processing steps, such as automatically
correcting lens distortion or providing contrast balancing that cannot be switched off. Recently,
stacked image sensor systems have been proposed as an idea to help combat these latency
issues while maintaining low power consumption [289].

7.3 Conclusions

Once the algorithms for the video analytics system have been selected, a distributed architecture
can help to improve scalability, reduce costs, and protect privacy. This Chapter presents the real-
world implementation of this system, including the development of a prototype smart camera
and networking infrastructure to demonstrate the viability of the architecture on live data. It
demonstrates that it is feasible to organise a video analytics system in this way, particularly in
terms of incorporating the privacy-affirming architecture. However, the experimental results
show that there is a significant loss of speed when using the smart camera with fewer computing
resources, well below what would be acceptable in a real-world application. In the next Chapter,
acceleration while remaining in a resource-constrained embedded context is discussed. The
use of Hardware/Software Co-Design allows the introduction of hardware that can further
parallelise parts of the system, improving the execution speed.
Chapter 8

Hardware/Software Co-Design

The abilities of embedded computers are limited by their relatively low computational power. The most obvious target for improvement is the processor - these are often low-power, low-cost chips that have a small number of cores running at a low clock frequency. However, computer vision algorithms are often well suited for parallelism - dividing the computation up into independent threads and processing them on dedicated hardware at the same time. This is because images are made up of discrete pixels, which can be treated as separate units of information and in some cases processed independently. Unfortunately, general purpose CPUs running software are not well suited for large-scale parallelism especially at the data-level, often with a small number of cores. Instead, designers can take advantage of hardware, where specialised circuits can be designed to maximise speed.

In general, having a limited range of parallel computation options is better suited for hardware execution, while a broad range of sequential computation options is better suited for software execution. Hardware/Software Co-Design (HW/SW Co-Design) offers a balance between speed and flexibility by combining traditional software execution on CPUs or GPUs with more customised hardware accelerators on FPGAs, DSPs, or ASICs, as shown in Figure 8.1. HW/SW Co-Design has been applied in system design for embedded electronics in automobiles, avionics, and industrial automation [290], yet it is underutilised in embedded computer vision applications. There is the potential to accelerate the smart cameras in the person tracking video analytics system with HW/SW Co-Design techniques. In this Chapter, a case study for accelerating embedded vision is presented, based on the SuperBE algorithm presented in Chapter 2. Optimisations in both software and hardware are pursued systematically, with the speed and accuracy trade-off carefully considered.

8.1 Accelerating SuperBE

Many computer vision applications rely on scanning an image by applying a sliding window across the image, whether it is a simple filter operation or a more complex object detection and recognition challenge. The use of multi-scale image pyramids may mean that the entire image is effectively scanned multiple times. This is often wasteful because the regions or
Background estimation (also known as background subtraction, background modelling, or foreground detection) is a popular method of segmenting images in order to isolate foreground regions of interest. This allows for further analysis with subsequent algorithms, saving computation time by processing a smaller image with less data and therefore iterating over fewer window positions.

However, using background estimation has two limitations. Firstly, sequential frames in a video are usually required in order to compare frames to each other and classify similar parts of the images as background, and there is a general assumption that objects of interest are moving between frames. This eliminates the applicability of background estimation in some offline image processing applications where the images contain no notion of time or may be entirely independent, but for most real-world applications there is some continuous monitoring where multiple frames of the same view are captured. Secondly, background estimation is not free; it still requires some computation time, and that computation time must be sufficiently low to justify introducing background estimation before running more complex algorithms.

While basic background estimation algorithms such as frame differences, running averages, and median filters are very fast, they tend to suffer from an inability to deal with high-frequency salt and pepper noise as well as low-frequency environmental changes such as lighting variations over time [291]. First popularised by Stauffer and Grimson [292] in 1999 and improved upon by others including [76, 293, 294], the Gaussian Mixture Model (GMM) remains one of the most popular background estimation algorithms today, primarily because of its simplicity and wide availability as one of the default algorithms available in most image processing libraries. In many applications, a GMM approach is “good enough” for background estimation, even though it still produces a substantial amount of noise from false positives and negatives. For applications where false positives or negatives are costly, such as safety-critical systems, acceptable error rates will depend on the requirements of the specific application and may need to be further reduced. This can somewhat be alleviated through the use of post-processing filters, but this adds further computation time. On the challenging CDW2014 [74] dataset, the Zivkovic GMM [76] misclassifies just under 4% of all pixels across the 11 categories and 53 video sequences. Figure 8.2 shows the difference in segmentation quality between different levels of PWC (Percentage of Wrong Classifications) on different video sequences. The figure
Even though computation time is a critical factor for justifying background estimation, most of the literature focuses on incrementally improving accuracy with new algorithms at any cost. While popular pixel-level models have been around for decades, recent approaches have included applying adaptive weights and parameters [61, 295], deep convolutional neural networks [56, 296, 297], and ensemble models with stochastic model optimisation [298], all of which significantly increase computation time while only marginally improving accuracy, failing to address the challenges of real-world implementation.

Instead of blindly pursuing gains in accuracy, once a sufficient level of accuracy has been reached we should focus on accelerating those approaches, in order to minimise the impact of background estimation in more complex image processing pipelines with multiple stages. In
Chapter 2, superpixels were applied to ViBE [60], a popular background estimation algorithm, and some further optimisations of computation time were incorporated to develop an algorithm called SuperBE. The algorithm was able to reach 135fps on 320x240 images on an i7 CPU using only one core, while achieving an error rate of between 0.4 and 3% depending on the type of video. This is fast enough for real-time processing, while maintaining comparable accuracy to other state-of-the-art algorithms.

To further improve the speed while targeting embedded devices, this Chapter explores further acceleration in two directions. Firstly, since the original SuperBE algorithm used RGB images with floating-point mathematics, software acceleration can be targeted by investigating the effect of reducing the amount of information being processed, using greyscale and integer-only versions of SuperBE. Secondly, hardware acceleration can be targeted by developing an embedded system implementation of the algorithm with constrained computational resources for a real-world use case, using Hardware/Software Co-Design techniques to partition the algorithm on a System-on-Chip (SoC) with an ARM processor and connected FPGA fabric. In both cases, quantitative results justifying our acceleration strategies are presented, while also detailing the effects on accuracy. The SuperBE algorithm is described in detail in Chapter 2, so it is not repeated here.

8.2 Literature Review

8.2.1 Hardware/Software Co-design

HW/SW Co-Design is a growing field of interest because it offers a path forward for system implementations that have to be both fast and correct, while satisfying the design constraints and requirements [290, 299]. Pure software solutions tend to be more flexible, but the sequential bottlenecks may prevent real-time execution and lead to inefficient energy use. Pure hardware solutions can be very fast, but this comes at the cost of less flexibility, as well as a need to balance the accuracy (especially for floating-point arithmetic) and implementation cost. In addition, it may require significant development costs due to the high cost of hardware fabrication and the shortage of sufficiently skilled hardware engineers. By combining the software and hardware worlds, we can strike a balance between execution speed and execution flexibility in order to achieve real-time performance with sufficient accuracy.

A number of existing papers have revealed how Hardware/Software Co-Design can accelerate algorithm execution in an embedded vision context, particularly taking advantage of the parallelism often found in image processing scenarios. For example, a vehicle detection algorithm based on the detection of taillights and finding pairs of lights was accelerated using an FPGA and PowerPC HW/SW Co-Design system, achieving a 12-20x speedup in comparison to the PowerPC alone [300]. Harris Corner Detection (HCD) and Histogram of Oriented Gradient (HOG) feature calculations were implemented on a Xilinx Zynq system that included an ARM processor and FPGA fabric, achieving a 15x speedup in comparison to an octo-core i7 CPU [301]. A recent pedestrian detection implementation used an ARM processor for control and
reconfigured an FPGA on the fly, achieving a 120x speedup over a PC-only implementation [302]. While not all HW/SW Co-Design approaches lead to speedups as impressive as the above cases, the examples serve to show that in the quest for real-time image processing, HW/SW Co-Design is a valuable tool in the developers design options.

In a previous case study completed early in the Doctoral research program, Hardware/Software Co-design approaches were applied to a convolutional neural network (CNN) for a gender recognition application. In that case, a 2.9x speedup was achieved using these techniques on a three-layer network, with most of the effort put towards accelerating the Gabor filter operation in hardware. While SuperBE does not use a CNN, a number of lessons were transferrable to this context. This includes following four key steps: using execution profiling to identify bottlenecks in the algorithm for partitioning between hardware and software, using data quantisation techniques to remove floating-point operations, alleviating communication bottlenecks using data packing and smart windowing, and leveraging system parallelism where possible. In particular, being aware of the communication requirements between the hardware and software worlds allowed for better partitioning decisions to be made earlier in the development process, and more effort was put towards leveraging shared memory. For more information about the gender recognition case study, readers are referred to [303].

### 8.2.2 Background Estimation

Some literature does exist for describing systems that implement various background estimation algorithms on hardware platforms with the goal of achieving real-time speeds. Pham et al. [304] implement a GMM algorithm on a high-end Graphics Processing Unit (GPU) device, achieving speeds of over 50fps for high-definition video. Carr [305] reported that their GPU implementation of GMM has a 5x speed-up over CPU implementations, reaching 58.1fps for 352x288 resolution images. A competing FPGA implementation of GMM reported 20fps at a 1920x1080 resolution [306], while an FPGA implementation of ViBe achieved 60fps on 640x480 resolution images [307]. Alternatively, instead of taking an existing background estimation algorithm and merely porting it to a hardware device, algorithm designers could take the hardware architecture into account to leverage memory structures and parallelism. An algorithm that is highly optimised for hardware using a codebook implementation on an FPGA achieved 50fps on 768x576 resolution images [308]. Using a simple convolutional filter as the main processing step in their algorithm, [309] reports 60fps on 800x480 images, although the simplicity of their approach is likely to lead to low accuracy on large images, which was unreported.

Unfortunately, the largest challenge with hardware design has generally been the high level of skill needed, and the associated high development time and cost required for well-optimised designs. While pure hardware designs can be very fast, this continuing challenge impedes adoption of these hardware systems. This can partly be addressed through the use of Hardware/Software Co-Design. In these systems, the algorithm is still predominantly software-based and controlled on a standard CPU, but parts of the processing are offloaded to specialised
hardware accelerator components that can decrease the computation time significantly. In [310], shared memory resources are leveraged to compute multi-modal background masks based on a GMM approach on an FPGA, achieving 38fps on 1024x1024 resolution images. In [311], a kernel based tracking system is implemented on an FPGA with a soft-core processor, reporting hundreds of frames per second based on a window size of 64x64 pixels, using pipelining to process multiple frames at the same time. In [312], the Mixture of Gaussians (MoG) algorithm was implemented using many pipeline stages in hardware alongside an ARM processor to achieve real-time background estimation on Full-HD images. Nevertheless, there are relatively few HW/SW Co-Design systems for background estimation published in the literature, and most of these use either the Gaussian Mixture Model (GMM) or Mixture of Gaussians (MoG), instead of more modern and sophisticated background estimation techniques.

8.3 Software Acceleration

The main strategy for reducing computation time in software is to reduce the amount of information that needs to be processed while maintaining a sufficiently high accuracy. Three new versions of SuperBE were produced: greyscale-only, integer-only, and a combined greyscale + integer version. In [60], it is reported that a greyscale variant of ViBE is approximately 15% faster than the RGB version, with a less than one percentage point increase in the error rate. In the case of SuperBE, each superpixel is described by its colour means and colour covariance matrices, and since there are three colour channels, this results in three mean values and a 3x3 matrix for each superpixel. In a greyscale version, the superpixel still needs to be described in terms of its mean and variance, but this becomes much simpler as there is only one channel. While reducing the colour means from three to one would not have a large impact on time, replacing the colour covariance matrix calculation and the covariance matrix similarity calculation with a simple single-variable variance leads to a much lower computational complexity. Removing the covariance matrix similarity calculation also means that a number of logarithm operations can be removed, which could lead to a positive effect on the accuracy because they can produce undesirable results at extreme values. In addition to this, histogram equalisation tends to make smaller changes on greyscale images than colour images, so this step was removed from greyscale versions of SuperBE to further reduce computation time.

Since the eventual target is a hardware device, it is also worth considering the effect of casting/rounding all numbers in an integer-only version of the algorithm, otherwise known as quantisation. For a standard desktop CPU, floating-point mathematics is well optimised, so there may not be a large speed improvement. On many smaller processors used in embedded devices, simpler processor architectures may not include specialised hardware for floating-point operations, causing these operations to be extremely costly. This was seen in the results presented in Chapter 7, where the slow-down between the desktop CPU and the embedded CPU was more than just the difference in clock frequency. Implementing floating-point mathematics on hardware is also much more resource-intensive than fixed-point mathematics, restricting
Table 8.1: Software Acceleration Results

<table>
<thead>
<tr>
<th>Version</th>
<th>PWC (%)</th>
<th>Speed (FPS)</th>
<th>Relative Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Without Post-processing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>1.75</td>
<td>53.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Integer-only</td>
<td>1.23</td>
<td>81.25</td>
<td>1.53</td>
</tr>
<tr>
<td>Grayscale</td>
<td>1.88</td>
<td>184.65</td>
<td>3.48</td>
</tr>
<tr>
<td>Grayscale + Integer</td>
<td>2.33</td>
<td>232.39</td>
<td>4.38</td>
</tr>
<tr>
<td><strong>With Post-processing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>1.66</td>
<td>28.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Integer-only</td>
<td>1.08</td>
<td>37.35</td>
<td>1.08</td>
</tr>
<tr>
<td>Grayscale</td>
<td>2.42</td>
<td>53.12</td>
<td>1.83</td>
</tr>
<tr>
<td>Grayscale + Integer</td>
<td>2.51</td>
<td>52.12</td>
<td>1.80</td>
</tr>
</tbody>
</table>

most designs to fixed-point or integer-based arithmetic [313]. It should be expected that there will be some increase in error as a result of losing precision [314], but it is likely to be small since background estimation is generally looking for relatively large changes in features. However, casting or rounding of the numbers is not the only effect of moving towards an integer-only version of the algorithm; operators such as log and square root also need to be approximated with integers, which could potentially lead to larger errors in output.

8.3.1 Software Evaluation

The effect of these optimisations was tested on the CDW2014 dataset [74], excluding the three categories PTZ, intermittent object motion, and thermal, which were also omitted in Chapter 2 as SuperBE is unsuitable for these video types without regular re-initialisation of the background model. The tested video sequences included low frame rates, shaky cameras, poor image quality, and a variety of image resolutions ranging from 320x240 to 720x576. As shown in Table 8.1, experiments were conducted both with and without post-processing, where the “reference algorithm” is the unmodified algorithm from Chapter 2. The main metric that used for accuracy was the Percentage of Wrong Classifications (PWC), which is equivalent to the error rate, calculated by dividing the number of incorrectly classified pixels by the total number of pixels and converting to a percentage. The speeds given in FPS are normalised for 320x240 resolution images; since the dataset is comprised of multiple video sequences of varying resolutions, it is important to normalise the results to a common resolution for fair comparison. The relative speed for each version is given relative to the reference version. All experiments were conducted on the same laptop computer, with a 2.4GHz i7-4700HQ CPU, 16GB of RAM, running Linux Kubuntu 17.04. The algorithms are implemented in C++, compiled with -O3.

As expected, the software optimisations significantly increased the speed of the algorithm.
In the integer-only case, there is an unexpected improvement to the accuracy as well - this was identified to be due to the approximated log function in the integer version, which was clamped to not return negative values, whereas the reference version included a log function that would sometimes give very negative values that could cause misclassification of superpixels. The grayscale version does increase the error rate, but this is still low enough to be suitable for many applications. It appears that the grayscale optimisation has a much larger impact on speed than the integer optimisation, although this is probably because the CPU in the laptop has specialised floating-point operation hardware, which may not be available in a simpler processor.

It should be noted that with post-processing, the grayscale and grayscale + integer cases have very similar error rates and speeds, performing far worse than without post-processing. This would suggest that the current post-processing scheme of morphologically closing and then opening the background mask may not be as suitable when applied to an output derived from grayscale data. It appears that this post-processing method also does not justify itself in terms of the computation time, as in the reference and integer-only cases it only reduces the error rate by about 0.1 to 0.2% but slows down the algorithm by 45 to 55%.
Table 8.2: Runtime Analysis of SuperBE

<table>
<thead>
<tr>
<th>Task</th>
<th>Percentage Runtime (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Blurring</td>
<td>4.17</td>
</tr>
<tr>
<td>Superpixel Classification</td>
<td></td>
</tr>
<tr>
<td>Mean/Variance Calculation</td>
<td>50.58</td>
</tr>
<tr>
<td>Similarity Calculation</td>
<td>8.35</td>
</tr>
<tr>
<td>Superpixel Classification</td>
<td>0.12</td>
</tr>
<tr>
<td>Model Updating</td>
<td>0.17</td>
</tr>
</tbody>
</table>

For a standard case where SuperBE is being used on a desktop PC or in the cloud, the grayscale version without post-processing is likely to be sufficient in terms of accuracy while delivering very fast speeds. If it is desirable to add the integer optimisation on top for hardware implementation, then the effect on accuracy is relatively limited and likely to be acceptable in exchange for the further improvement in speed. Based on these results, the grayscale + integer version without post-processing was selected for embedded implementation and hardware acceleration. A flowchart of the resultant simplified algorithm is shown in Figure 8.3.

8.4 Hardware Acceleration

In order to execute SuperBE in real-time in an embedded context, hardware can be used to accelerate execution. One option is to implement the entire algorithm using hardware only, such as on an FPGA or in an ASIC. However, this presents the immediate problem of a high cost barrier, both in terms of development time and hardware cost. Both of these cost factors can be significantly reduced by utilising Hardware/Software Co-Design principles. For this case study, an FPGA chip with an embedded hard core processor is used to demonstrate how the algorithm can be partitioned between hardware and software; these techniques can be applied to other applications and Hardware/Software combinations to also achieve speed-ups in an embedded context. The FPGA acts as reconfigurable hardware fabric, which can be programmed to implement digital circuits.

8.4.1 Algorithm Partitioning

Given that there are both hardware resources in the form of FPGA fabric and software resources in the form of a typical processor, the main question to be addressed is how to partition the overall algorithm between hardware and software. A management decision has to be made about the amount of time and other resources available to the developer(s). As part of this decision, designers should understand where the most efficient performance gains are, i.e. which parts of the algorithm can be implemented in hardware the most easily for the most speed improvement. Execution profiling allows developers to identify bottlenecks in the algorithm.
This requires an initial implementation of the algorithm in software; in this case, the algorithm from the previous Section was passed through Valgrind with Callgrind to perform execution profiling across a few thousand frames. The results are shown in Table 8.2. Note that the values in this table do not sum to 100% because the steps that cannot be accelerated in this system have not been included, such as reading the image from memory, or initialising matrices and vectors.

In addition to a timing analysis, the communication requirements need to be taken into consideration. While the FPGA may be able to process data in parallel, it must receive that data in, and output it afterwards. The communication link(s) between the HPS and FPGA can become a bottleneck when large amounts of data need to be transmitted, as is common in image processing applications [315]. In this case study, the target execution platform is the DE1-SoC development board, which has an Altera Cyclone V 5CSEMA5F31C6 System-on-Chip (SOC) device. This device includes a dual-core ARM Cortex A9 (which is referred to as the hard processor system or HPS) and FPGA logic cells, DSP blocks, and memory resources. A conceptual diagram of the HPS-FPGA system is shown in Figure 8.4, where the AMBA AXI bridges between the HPS and FPGA are shown in bold arrows. These bridges allow two-way communication, so that the master side can send an instruction to request data and have the result returned on the same bridge. Therefore, communication between the HPS and FPGA is not single-cycle, creating an overhead for each transaction. For example, a write transaction requires at least six clock cycles, which add up quickly when there are millions of pixels in each frame. If the link between the HW and SW is poorly designed, then the communication channels can easily become the bottleneck that prevent faster speeds from being achieved. If multiple non-sequential tasks are partitioned onto the hardware, then data needs to be passed between the HW and SW units multiple times. Therefore, it is desirable, where possible, to complete a contiguous block of the algorithm together on the HW accelerator, and then pass
Taking the computation and communication times into account, the decision was made to accelerate the two earliest stages of the algorithm: Gaussian blurring and the mean/variance calculation. It makes sense that these are the stages that may require the most computation time because they process the largest amount of data - after the mean/variance calculation, the algorithm represents each superpixel with two numbers, rather than all of the pixel values within the superpixel, essentially reducing the amount of data that needs to be processed in subsequent steps. The similarity calculation step was not accelerated because there would be significant communication and memory overheads, as the background model values would need to be either transferred between the HPS and FPGA regularly or duplicated and updated on the FPGA side as well as the HPS side. A high-level block diagram of the hardware partition is shown in Figure 8.5, showing the data flow between the HPS and FPGA as well as the different hardware components. The hardware components are described in VHDL, and then synthesised onto the FPGA fabric. The buffers shown are modular Scatter Gather DMA (mSGDMA) IP blocks from Intel (Altera) that provide interfacing between the HPS and FPGA, allowing the memory-mapped interface of the HPS to feed into a streaming FIFO buffer on the FPGA. There are some savings in communication time by interfacing the FPGA with the RAM module so that image data can be read directly [301, 316], rather than transferring the data from the RAM to the HPS and then through the HPS-to-FPGA bridge. Control signals are omitted, since the only control signal comes from the HPS to the FPGA to tell the components to reset and start again when a new image is being transferred across.

The Gaussian blur component was implemented using a sliding window approach [317], shown in Figure 8.6. A shifting (or sliding) window significantly reduces the amount of data that needs to be provided to the FPGA, at the cost of a few hardware resources for control. When windows from an image are passed from the HPS to FPGA, it makes sense to iterate from the top-left corner to the bottom-right corner. As the window moves across a row of pixels, the windows are overlapping; out of 25 pixels, only 5 are actually new. This can be
Figure 8.6: A block diagram showing a 5x5 Gaussian blur operator in hardware, where >> indicates a right shift and G is a matrix representing the Gaussian kernel

exploited by adding shift registers into the filter on the FPGA so that redundant transactions can be avoided. An additional transaction is required in order to control the FPGA and indicate that a shift should occur, but overall this reduces the number of required memory transactions significantly. To further reduce hardware resource consumption, instead of implementing floating-point multipliers (since a standard Gaussian kernel has floating-point values), the kernel was approximated with powers of two so that the appropriate right shifts could be applied to the binary values instead of using combinational logic. While this is not a perfect Gaussian blur, it can sufficiently filter out high frequency noise, while remaining a single-cycle operation with a small hardware footprint.

The mean and variance calculation was more challenging to implement in hardware, as it needs to iterate through all of the pixel values within each superpixel. Traditionally, a two-pass method is used, where the first pass calculates the mean, and then the second pass uses the previously computed mean to determine the variance. This has a critical drawback in that either all of the pixels have to be transferred between the SW and HW subsystems twice (once for each pass) to stream the data through, or a substantial amount of memory is needed on the HW side to store an entire image worth of pixels. As an approximation, the modified Welford algorithm [318, 319], shown in Algorithm 3, can compute mean and variance in a single pass. However, this comes at the cost of introducing some error as it is only an approximation. With
uniformly random pixel values between 0 and 255, empirical experiments showed that the Modified Welford algorithm has an error of approximately 20% from the true mean and 5% from the true variance for each superpixel. This could be problematic since the errors are relatively large, except that the variance on the errors is very small, meaning that they are usually in the same direction and have a similar magnitude (i.e. consistently wrong). Therefore, for the purposes of classification of the superpixel, as long as the errors are relatively consistent, then the overall classification accuracy may not be affected too strongly.

**Algorithm 3** Modified Welford algorithm for calculating mean and variance in a single pass  

1: n = 0, mean = 0, var = 0  
2: for pixel in superpixel do  
3: \hspace{1em} n += 1  
4: \hspace{1em} delta1 = pixel - mean  
5: \hspace{1em} mean += delta1 / n  
6: \hspace{1em} delta2 = pixel - mean  
7: \hspace{1em} var += delta1 * delta2  
8: end for  
9: var /= n-1

This method does require the use of division, which normally requires multiple clock cycles and is a relatively computationally expensive operation in comparison to addition or multiplication operations. To simplify the division operator, a multiply-shift approach was used with a Look Up Table (LUT) for all possible division values, since it is known *a priori* that the operation is limited to integer values between 1 and 255. Empirically, it was found that for the image resolutions in the CDW2014 dataset, the largest superpixel contained 165 pixels, so a safe upper bound of 255 was set for the denominator, making it easy to store a finite number of multiply-shift parameters. Using the LUT, any division operation can be approximated by multiplying the numbers together and then shifting right, which is the same as dividing by a power of two. While this method does introduce some error since it is an integer approximation, it can be completed in a single pass of all the pixels in a superpixel and is much faster than a standard division operation.

To summarise the communication requirements between the FPGA and HPS shown in Figure 8.5, for each image being processed, the image data input stream receives one value per pixel (the greyscale intensity of that pixel), the superpixel labels register receives one value per pixel (representing the superpixel number for that pixel), and the mean and variance outputs register returns two numbers per superpixel (a mean and a variance). Since the pixels are provided in image order (from the top-left to the bottom right in rows), the superpixel labels are generally not in order (since the superpixels span across multiple rows of the image). The mean and variance registers hold values for all of the superpixels and are iteratively updated as pixels are fed into the HPS, and wait for the entire image to be processed before sending the computed values back to the HPS. In order to make full use of the communication buses between the FPGA fabric and HPS, the full-size 128-bit bridge is used. It would be wasteful to use this wide bridge to send single integers, so data packing [320] is used to concatenate as
much data together before transmission in order to minimise the number of transactions and therefore the communication overheads. The FPGA was clocked at 50MHz during testing, with interconnect logic clocked at 150MHz, although the system could potentially be run at a higher clock frequency depending on the device, which would further improve the computation speed.

### 8.4.2 Hardware Evaluation

As shown in Table 8.3, running SuperBE in software alone (using the HPS only) is much slower than on a Laptop PC (Table 8.1). This is predominantly caused by the fact that the embedded processor is much slower, running at 800MHz with a simpler architecture in comparison to the 2.4GHz+ CPU on a laptop or desktop. The HPS-only version is used as the reference embedded benchmark against which hardware accelerated versions should be compared. Firstly, parallelising the Gaussian blur operator has a negligible effect on speed, as the speed gain through parallelisation in hardware barely covers the added communication overheads. It is theoretically possible to increase the throughput of the Gaussian blur component further by instantiating multiple copies of the component and dividing the image into blocks for processing in parallel [321], but this further increases the hardware cost and is likely to still be constrained by the communication bandwidth between the HPS and FPGA.

The hardware versions of the mean and variance operations add speed to the system, although this is at the cost of also introducing some error, which should be expected since there are multiple approximations in that calculation. This is an approximate computing trade-off, where there could be a higher level of accuracy, but this would require more hardware resources and likely reduce the speed. The final HW/SW Co-Design version with both Gaussian blurring and the mean/variance calculation accelerated on FPGA in one contiguous block yields a speed of 37.91 fps (normalised for 320x240 resolution images), a 2x increase from the HPS-only Grayscale + Integer version. This comes at the cost of approximately 1% extra error introduced into the system, which is likely to be acceptable for most purposes. More importantly, this can be compared to the final version to the original colour SuperBE algorithm being run on the HPS to find the overall improvement from both the software and hardware optimisations on the same test platform. The overall 9x speed improvement more than justifies the 1.4% higher

### Table 8.3: Hardware Acceleration Results

<table>
<thead>
<tr>
<th>Version</th>
<th>PWC (%)</th>
<th>Speed (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Reference, HPS-only</td>
<td>1.49</td>
<td>4.18</td>
</tr>
<tr>
<td>Grayscale + Integer, HPS-only</td>
<td>1.74</td>
<td>18.31</td>
</tr>
<tr>
<td>Gaussian Blurring on FPGA</td>
<td>1.55</td>
<td>18.56</td>
</tr>
<tr>
<td>Mean/Variance on FPGA</td>
<td>3.22</td>
<td>29.16</td>
</tr>
<tr>
<td>Gaussian Blurring + Mean/Variance on FPGA</td>
<td>2.88</td>
<td>37.91</td>
</tr>
</tbody>
</table>
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Table 8.4: Hardware Resource Consumption on a Cyclone V 5CSEMA5F31C6 FPGA device

<table>
<thead>
<tr>
<th>Logic Utilization (in ALMs)</th>
<th>10,316 / 32,070 (32%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block Memory Bits</td>
<td>750,840 / 4,065,280 (18%)</td>
</tr>
<tr>
<td>DSP Blocks</td>
<td>7 / 87 (8%)</td>
</tr>
<tr>
<td>Clock Frequency</td>
<td>50MHz</td>
</tr>
</tbody>
</table>

Table 8.5: Average Computation Times on Selected Sequences from CDW2014

<table>
<thead>
<tr>
<th>Image Resolution and Sequence</th>
<th>ms</th>
<th>fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>320 x 240 on backdoor</td>
<td>15.3</td>
<td>65.2</td>
</tr>
<tr>
<td>352 x 240 on peopleInShade</td>
<td>16.9</td>
<td>59.3</td>
</tr>
<tr>
<td>360 x 240 on bungalows</td>
<td>17.3</td>
<td>58.0</td>
</tr>
<tr>
<td>380 x 244 on copyMachine</td>
<td>18.5</td>
<td>54.0</td>
</tr>
<tr>
<td>432 x 288 on fountain02</td>
<td>30.8</td>
<td>32.5</td>
</tr>
<tr>
<td>540 x 360 on skating</td>
<td>74.6</td>
<td>13.4</td>
</tr>
<tr>
<td>645 x 315 on turbulence2</td>
<td>75.7</td>
<td>13.2</td>
</tr>
<tr>
<td>720 x 480 on cubicle</td>
<td>69.0</td>
<td>14.5</td>
</tr>
<tr>
<td>720 x 576 on PETS2006</td>
<td>89.9</td>
<td>11.1</td>
</tr>
<tr>
<td>720 x 480 on blizzard</td>
<td>132.5</td>
<td>7.5</td>
</tr>
<tr>
<td>720 x 540 on wetsnow</td>
<td>149.1</td>
<td>6.7</td>
</tr>
<tr>
<td>320 x 240 on turnpike</td>
<td>57.0</td>
<td>17.6</td>
</tr>
<tr>
<td>480 x 295 on tramStation</td>
<td>97.7</td>
<td>10.2</td>
</tr>
<tr>
<td>595 x 245 on streetCornerAtNight</td>
<td>100.6</td>
<td>9.9</td>
</tr>
<tr>
<td>640 x 350 on tramCrossroad</td>
<td>166.2</td>
<td>6.0</td>
</tr>
<tr>
<td>700 x 450 on fluidHighway</td>
<td>217.4</td>
<td>4.6</td>
</tr>
</tbody>
</table>

error. Future designers can choose different positions in the accuracy-speed trade-off, with higher accuracy possible if a slower speed is acceptable.

The hardware resource consumption for the final HW/SW Co-Design system is shown in Table 8.4. While there is still some space for further hardware components, the bottleneck in communication between the HW and SW systems needs to be addressed first before adding further hardware parallelism.

In all previous results in this Chapter, the computation times have been normalised for a 320x240 image size. In the first part of Table 8.5, it is shown how that time varies as the image resolution becomes larger, reaching 720p. As the image becomes larger, the computation time will increase, which is due to the fact that there are more pixels to process when calculating the mean and variance of each superpixel. As the modified Welford algorithm allows this to be done in one pass, the increase in computation time is linear, or in other words, this part of the algorithm is $O(n)$ complex. Since this algorithm is superpixel-based, the classification and model
update steps do not increase based on the image resolution, since the number of superpixels remains relatively similar. However, the resolution is not the only factor that influences the computation time; the more dominating factor is how much of the image is foreground, since SuperBE has to spend more time comparing superpixel values to past model values to confirm that the superpixel is foreground. This is reflected in the second part of Table 8.5, where the sequences with a grey background are from the lowFramerate and nightVideos categories, and the processing time per frame is considerably slower for the same image resolutions in the first part of the Table. This is the primary reason that the normalised 320x240 speed is so much lower than the computation time for the backdoor sequence even though it is also 320x240 resolution - the more computationally expensive sequences pull the average computation time up (and therefore push the fps down).

While this work focuses on SuperBE, it would be generally useful to compare the performance of this system against other hardware-accelerated background estimation systems. However, this is surprisingly difficult for three reasons. Firstly, different papers use different datasets to perform their experiments, which can have implications on variation between the ways that results are reported. For example, SuperBE requires more computation time to verify that superpixels are foreground than it does to classify superpixels as background, so it naturally takes longer on datasets with more moving objects in the video sequences. Secondly, different computation platforms can have significant effects on the speed of the system; as shown in Section 8.2.2, some may use GPUs, others use FPGAs, and every implementation can be clocked differently, which has to be taken into account when trying to compare the effectiveness and quality of the underlying engineering work. Lastly, while many background estimation algorithm papers report accuracy, many do not report computation time at all. Papers focusing on hardware implementations of background estimation report fast computation times, but not accuracy. Some works, such as [312], only report accuracy in comparison to the accuracy in “simulation” i.e. a desktop CPU, not based on the ground truth. In some cases, accuracy evaluation is only through visual inspection, for example in [311]. The lack of accuracy results is likely because actually running the system against a large test dataset and evaluating the accuracy can be quite challenging for embedded implementations and require long test times. This makes it impossible to determine where those works sit on the accuracy-speed trade-off, and do not tell the full story when impressive speed or accuracy results are reported alone.

8.5 Conclusions

This Chapter presents the acceleration of a background estimation algorithm, SuperBE, in both the software and hardware worlds, through a systematic approach towards improving speed while maintaining acceptable levels of accuracy. In software, the main optimisations focused on reducing the amount of data to be processed by converting the algorithm into greyscale and integer-only versions, yielding a 4.38x speed improvement over the original algorithm (without post-processing) at the cost of a 0.6% higher error rate. In hardware, the main optimisations focused on accelerating the Gaussian blur and mean/variance calculation
8.5 Conclusions

steps, parallelising these steps and adding more specialised computation units. This resulted in a further 2x speed improvement within the embedded implementation. When combined, there is a 9x speed improvement over the original SuperBE algorithm when executed on an embedded processor. This work shows that Hardware/Software Co-Design is a valid approach for improving the performance of algorithms, without needing to invest significant resources to develop a pure hardware design. This work also provides evidence that SuperBE can be accelerated sufficiently to be used in embedded real-time processing contexts, especially where background estimation is used as a first step in an image processing pipeline to reduce the workload of subsequent algorithms. The case study in this Chapter demonstrates the potential of using Hardware/Software Co-Design techniques to accelerate video analytics algorithms without significantly compromising accuracy levels. Some general principles are shown:

- Intelligently partition algorithms between the software and hardware subsystems using execution profiling
- Reduce the amount of information that needs to be processed through techniques like quantisation and reducing the number of dimensions used to describe the data
- Use integer or fixed-point mathematics to keep the hardware system simple
- Reduce communications overheads with data packing and shared memory
- Understand the accuracy vs. speed trade-offs that are acceptable for the target application

When computer vision algorithms are first placed on embedded computers, they may seem hopelessly slow in comparison to standard desktop computers or servers with powerful computational resources. The extreme option is to spend a lot of time and effort implementing the algorithm in pure hardware. Hardware/Software Co-Design offers a compromise - significant speedups can be achieved by intelligently accelerating only the parts of the algorithm that will have the largest impact. This is an underutilised solution, perhaps because the level of knowledge required to combine both software and hardware worlds is perceived to be too much of a barrier for most programmers and developers. There is a lot more research to be done in this space, particularly in the areas of high-level synthesis and in the development of open-source IP blocks, before these practices can become mainstream. In the meantime, this case study aims to demonstrate that applying these techniques and principles to even a small part of an algorithm can have large impacts on the computation time, mitigating the fear of spending large amounts of developer resources on pursuing small gains in speed.

In future work, there is opportunity for improvements to be made to both speed and accuracy if needed. Further reducing the usage of the HPS-FPGA bridges would decrease the communication time, which could be done by directly loading images onto the FPGA and completing preliminary processing there, and then only sending the mean and variance values for each superpixel back across to the CPU for model comparison and updating. This may be challenging, as the first frame still needs to be provided to the CPU for model initialisation, as it would be very difficult to implement superpixel segmentation in hardware. Additionally, the value of doing so would be limited since it is only executed once, during initialisation. There is also potential for further parallelisation - the SOC CPU has more than one core, and multiple
copies of the hardware components could be made to allow independent superpixels to be processed simultaneously if more hardware resourcing was available on a larger device. Line buffers could also be used to allow for multiple pixels in the same window to be processed in parallel, although the hardware is not the bottleneck in the system at this stage. This partitioning process could also be further automated [322], depending on the library of hardware units available for parametrisation and automatic instantiation on the FPGA. Lastly, accuracy could be improved by further investigating the effect of different data widths in the hardware components; increasing the bit widths of the mean/variance component would likely make the results more accurate, but would also consume more hardware resources. Investigating more suitable post-processing schemes that clean up the output background masks, particularly in hardware, would also improve accuracy but introduce additional computational complexity. Judging whether the additional effort and cost required is worth the accuracy gain is a design and management decision, dependent on the end application. In the context of the person tracking system in this thesis, now that SuperBE has been accelerated using HW/SW Co-Design techniques, the person detection module is the next obvious target for acceleration since it consumes the most computation time on the smart camera portion of the pipeline. While the techniques in this Chapter have only been applied to SuperBE, the positive results provide some promise that these techniques could be applied to the rest of the pipeline in order to achieve good speeds on embedded platforms.
Chapter 9

Conclusions and Future Work

9.1 Summary of Contributions

A lot of research into computer vision and video analytics focuses myopically on accuracy, losing sight of the real-world issues that developers face when implementing these systems. The research presented in this thesis explored the engineering development of a video analytics system for person tracking that is practical, in the sense that it is able to run in real-time on embedded computers with constrained resources, and is ethical, in the sense that the system is designed, by default, to help protect the privacy of people being observed. The combination of both practicality and ethics is what makes this system more suitable for real world use. Achieving this required a multi-disciplinary approach that brought together methods and ideas from a wide variety of fields, including computer vision, artificial intelligence and machine learning, embedded system design, optimisation, computer networking, statistics, social sciences, and philosophy.

The work presented in this thesis started with a motivating scenario and short literature review of person tracking systems, before introducing a proposed modular pipeline for a novel person tracking system. Making this entire pipeline a reality involved the development of each module, and forming new ways of solving each task when existing solutions were insufficient. A new background estimation algorithm based on superpixels called SuperBE was developed, with better speed and comparable accuracy to other state-of-the-art approaches. Several person detection algorithms were discussed and compared, leading to the selection of the Deformable Parts Model (DPM) and Aggregate Channel Features (ACF) methods for use in this system. Feature selection was also discussed, along with dimensionality reduction and metric learning as methods of helping make extracted feature vectors easier to classify. A new dataset called UoA-Indoor was introduced, which contained individuals walking around an office environment, captured by four overlapping cameras. Appearance-based re-identification was discussed for classifying the identities of people across multiple camera views. This included the finding that the use of a covariance metric transformation was more generalisable than more sophisticated metric learning algorithms that tend to overfit to the training data. A number of re-identification approaches were compared, particularly focusing on one-shot
learning approaches, resulting in the novel formulation of Sequential k-Means for one-shot and unsupervised classification. A spatio-temporal model was developed to further aid the classification of detected individuals into identity classes, using Kalman Filters to predict the future positions of people. The appearance and spatio-temporal models were then combined using a model fusion approach that incorporated linear weighting with a decay function and rule-based system, leading to demonstrably higher accuracy rates with the fused models.

This concluded the main development of the algorithms used in the person tracking system from a software perspective. Further practical and ethical considerations were then taken into account for the implementation of the system. Firstly, this involved identifying the types of privacy risks that can exist in a person tracking system, and a survey was conducted to better understand public perceptions of privacy in different camera-based surveillance contexts. This led to the development of the privacy-affirming architecture, which uses computer vision technology to help protect the privacy of individuals being observed by cameras. This architecture took advantage of the increasing popularity of smart cameras, which allow for some processing to be conducted at the point of image capture. The architecture was implemented, with the use of single board computers to help emulate an embedded smart camera, and the impacts of using the much slower computing hardware were presented and discussed. Since the implemented system was significantly lower in speed and insufficient for real-time purposes, further methods of acceleration were explored. Hardware/Software Co-design was applied to SuperBE to demonstrate how hardware acceleration using FPGAs alongside software optimisations can help improve the speed of the system within an embedded context, without significantly affecting the accuracy.

However, even with all these efforts, the system developed still falls short of what is necessary for real-world implementation. While 60-70% accuracy may be considered to be quite good for person re-identification and tracking in an academic context, real-world customers have different expectations. They tend to assume that computers always work, and therefore demand accuracy rates closer to 95%\(^\text{31}\), which are yet to be achieved by any academic or commercial systems in uncontrolled environments. The speed of the developed system also needs to be improved, as the use of distributed smart cameras significantly constrains the available computing resources. There are therefore many opportunities for future work.

9.2 Future Work

The bulk of the algorithm selection and development has focused on the accuracy-speed trade-off that is critical for practical implementation. Keeping in mind that the eventual target was to deploy parts of the algorithm on embedded hardware, improving speed by reducing computational complexity was prioritised. However, the timing analysis of the different modules in Chapter 5, combined with the final separation of responsibilities between the smart cameras and the central co-ordinating server, revealed that this could be rebalanced. The person detection algorithm remains the bottleneck in the system, and since it is performed on the smart

\(^{31}\)Everett Berry, Perceive Inc, Interview on 12 December 2018
camera, more effort is needed to reduce the computation cost involved. With an understanding of the types of errors that are more acceptable or less acceptable (i.e. false negatives are more acceptable than false positives), much simpler techniques such as blob detection [19] and intelligent object segmentation [65] could be used to reduce the computation time while maintaining acceptable accuracy rates. Alternatively, a suitable deep learning candidate could be the recently released MobileNets [104], which are streamlined deep convolutional neural networks that have been shown to be very fast while achieving relatively good accuracy rates. Utilising Hardware/Software Co-Design techniques to further accelerate person detection could also be helpful. At the same time, the appearance-based re-identification and spatio-temporal modules were also designed to be computationally efficient, even though ultimately they were executed on the central server where the computational constraints are much less of a concern. Since these two modules have the largest impact on the final accuracy, it therefore makes sense that more complex methods could be explored here as long as the computation time remains acceptable. For example, transfer learning approaches can be combined with neural networks or component analysis to improve re-identification [153], while methods such as particle filters [203], local binary tracklets [323], and kernalised correlation filters [38] could be explored for the spatio-temporal module. Using more specific parts for feature extraction [142] or using soft biometric descriptors [190, 324, 325] may also help improve the accuracy of re-identification.

There is also potential for further improvements to be made to the other modules as well. SuperBE could be further improved by better understanding alternative feature choices that may provide better accuracy or may be simpler to calculate in comparison to the colour means and covariance matrices [326]. Recent advances in the formation of superpixels such as SNIC [63] could also be introduced instead of SLICO. Calibration and mapping are important parts of installing a multi-camera video analytics system in a real-world environment and would currently be very time-consuming and costly to perform for each new environment. There is the potential to better automate this process, using overlapping camera views to computationally determine the topology of the cameras by finding common feature points, and then forming a homography that can serve as a ground plane map. This could have the additional advantage of improving the accuracy of person localisation after person detection. The model fusion algorithm is relatively limited in the current implementation, as it is difficult to obtain proper probabilities for statistical inference; more effort towards quantifying the errors on the measurements would be helpful for obtaining a more statistically robust result [327]. Alternatively, a loss function could be implemented to help learn the best way to fuse the spatio-temporal position and appearance features [328], although this would need to be imbued with some notion of time. Improvements could also be made to the data analytics module at the last stage of the system. In the system presented in this thesis, the visualisations were restricted to maps showing the positions of individual people, and a heatmap of the areas where individuals have spent the most time. End users may want different types of visualisations that can help create alternative insights, such as saliency maps, time-series trend graphs, and analyses of inter-person interactions. This has to be done in a way that avoids information overload for the end user as well as excessive computation time, but would be
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necessary for the development of a commercial product. Lastly, there is still a lot of potential work to be done in better understanding privacy, and how the relationships between the observed and system owners change when the contexts change. Technological advancements in the digital age have meant that researchers in surveillance studies has shifted the focus from governments to corporations, and new forms of rights may need to be developed to provide appropriate protection for consumers. Developing frameworks that help both system designers and regulators understand the impacts of video analytics systems are necessary for the ethical and responsible use of this new technology.

Overall, this thesis has shown how different technologies and methods can be brought together to work towards video analytics systems for person tracking that aim to be both practical and ethical. It is important for engineers and developers to not lose sight of the bigger picture, focusing too narrowly in one area without considering the impacts and effects more broadly. Computer vision technologies will rapidly advance in the coming years, and real-world video analytics systems are already emerging. Holistic system design is required for the development of functional systems that meet the requirements of system owners while minimising the harm accrued to those being observed. It is a difficult balance, defined by the fact that the parties have differing and potentially contradictory incentives and needs. The aim must be to find solutions that can be positive-sum; solutions where all parties can benefit, to bring this technological change through in a way that is net positive for our communities and societies.

“We need the best and the brightest thinkers, strategists, coders, surveillance experts, tech geeks, and disruptors to utilise all of the tools we have available to us to build the world that we want to see.” - Alicia Garza, Civil Rights Activist
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