Integrating spatial configuration into heatmap regression based CNNs for landmark localization
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\begin{abstract}
In many medical image analysis applications, only a limited amount of training data is available due to the costs of image acquisition and the large manual annotation effort required from experts. Training recent state-of-the-art machine learning methods like convolutional neural networks (CNNs) from small datasets is a challenging task. In this work on anatomical landmark localization, we propose a CNN architecture that learns to split the localization task into two simpler sub-problems, reducing the overall need for large training datasets. Our fully convolutional SpatialConfiguration-Net (SCN) learns this simplification due to multiplying the heatmap predictions of its two components and by training the network in an end-to-end manner. Thus, the SCN dedicates one component to locally accurate but ambiguous candidate predictions, while the other component improves robustness to ambiguities by incorporating the spatial configuration of landmarks. In our extensive experimental evaluation, we show that the proposed SCN outperforms related methods in terms of landmark localization error on a variety of size-limited 2D and 3D landmark localization datasets, i.e., hand radiographs, lateral cephalograms, hand MRIs, and spine CTs.
\end{abstract}

1. Introduction

Localization of anatomical landmarks is an important step in medical image analysis, e.g., to perform segmentation based on deformable statistical models (Beichel et al., 2005; Heimann and Meinzer, 2009), to initialize feature-based image registration (Johnson and Christensen, 2002; Urschler et al., 2006), or to parametrically model detected anatomical structures like vertebrae (Štern et al., 2011). Unfortunately, locally similar structures often introduce difficulties due to ambiguity into landmark localization. Such ambiguities make it hard to achieve low landmark localization error, defined as both high robustness towards landmark misidentification as well as high accuracy locally at each identified landmark. To deal with these difficulties, machine learning based approaches are predominantly used to automatically localize anatomical landmarks in images. These approaches often combine local landmark predictions with explicit handcrafted graphical models, aiming to restrict predictions to feasible spatial configurations as seen in the training data. Thus, the landmark localization problem is simplified by separating the task into two successive steps. The first step is dedicated to locally accurate but potentially ambiguous candidate predictions, while in the second step graphical models (Cootes et al., 1995; Felzenszwalb and Huttenlocher, 2005) eliminate ambiguities to improve robustness towards landmark misidentification.

Recent advances in computer vision have mainly been driven by deep convolutional neural networks (CNNs) due to their superior capabilities to automatically learn important features from images (LeCun et al., 1998, 2015). They have improved the state-of-the-art not only in many computer vision tasks (Krizhevsky et al., 2012; He et al., 2015), but also in a number of medical image analysis applications (Ciresan et al., 2013; Sirinukunwattana et al., 2017). Contrary to previous methods that use prior knowledge to build handcrafted models of landmark configuration, deep CNN architectures rely on large amounts of training data to automatically learn a model that restricts predictions to feasible ones. Especially in the medical image domain, the requirement for large amounts of training data is challenging to fulfill for two reasons. Firstly, ethical and financial concerns hinder large-scale acquisition of...
medical images. Secondly, in supervised settings trained specialists are needed to create ground truth annotations, which is often dif-
ficult, costly and time consuming. Thus, compared to computer vi-
sion tasks, CNN-based approaches in medical image analysis have
be to able to cope with significantly smaller quantities of anno-
tated training data.

We hypothesize that the need for a large amount of train-
ing data can be reduced for CNNs by following the idea explored
with handcrafted graphical models. Such models incorporate prior
knowledge that the feasible location of a landmark is not dis-
tributed uniformly in image space, but is constrained by the lo-
cations of other anatomical landmarks. Thus, the hypothesis is
that this prior knowledge on spatial configuration of landmarks
could enable the network to simplify the modeling of the under-
lying distribution of feasible anatomical configurations and there-
fore less training data is required. Although constraints on spa-
tial configuration have previously been used in computer vision,
e.g., for semantic segmentation (Zheng et al., 2015) or to recog-
nize poses (Tompson et al., 2014), they were only utilized to im-
prove CNN-based predictions regarding robustness towards land-
mark misidentification, but not to simplify the prediction task
based on prior knowledge. In medical image analysis tasks, where
high local accuracy is considered equally as important as ro-
 bustness towards landmark misidentification, incorporating spa-
tial configuration of anatomical landmarks into CNNs to enable
learning from limited amounts of training data has not yet been
investigated.

In this paper, we show that our proposed two-component CNN
is capable to achieve low landmark localization error by learning
to benefit from spatial configuration, even with a limited amount
of training data. Our SpatialConfiguration-Net (SCN) learns to dedi-
cate one component to deliver locally accurate but potentially am-
biguous candidate predictions, and the other component to focus
on incorporating spatial configuration to improve robustness to-
wards landmark misidentification by eliminating ambiguities. Thus,
the localization task is split into two simpler sub-problems, reduc-
ing the overall need for large datasets. In our quantitative evalua-
tion, we show that our proposed approach is widely applicable
and outperforms the state-of-the-art on four size-limited 2D and
3D medical image analysis datasets from various modalities, i.e.,
hand radiographs, lateral cephalograms, hand MRIs, and spine CTs.

1.1. Related work

A prominent strategy for anatomical landmark localization com-
bines local feature responses with handcrafted graphical models
encoding the global spatial configuration of landmarks. Such ap-
proaches are extensively used in medical image analysis, since
they efficiently capture anatomical variation without depending on
the size of training datasets, as long as training data is repre-
sentative. For example, Liu et al. (2010) successively restrict the
search space of a landmark based on the relative positions of
predictions for other landmarks. They show that this restriction
greatly reduces runtime, while also delivering competitive perfor-
ance. A widely used way of incorporating global shape infor-
mation is to use point distribution models (Cootes et al., 1995).
Lindner et al. (2015) extend upon this strategy by using a con-
strained local model that iteratively refines global landmark con-
figuration on top of local feature responses generated from ran-
dom forests (Breiman, 2001), showing state-of-the-art performance
on 2D hand and skull radiographs. Other frequently used graphi-
cal models in medical image analysis are Markov Random Fields
(MRFs). They have been used successfully to localize landmarks
in many applications, like lung segmentation (Ibragimov et al.,
2012), brain registration (Toews and Arbel, 2007), detection of the
spinal column (Glocker et al., 2012), and analysis of whole body CT
scans (Potesil et al., 2015), hand radiographs (Donner et al., 2013)
or teeth MRI (Štern et al., 2016a). While many of these recent
works use the random forest framework solely for generating lo-
cal appearance feature responses (e.g., Glocker et al., 2012; Donner
et al., 2013; Lindner et al., 2015), Ebner et al. (2014) have adapted
the seminal work of Criminisi et al. (2013) on organ bounding
box localization to first robustly restrict the predicted region based
on global appearance features, followed by accurate localization
based on local features. However, their performance is highly de-
pendent on whether the first cascade stage delivers robust predic-
tions, since in the second stage only accuracy can be improved.
Later, to eliminate false positive predictions from local appearance
feature responses, Urschler et al. (2018) integrated spatial configu-
ration of landmarks into a random forest that uses global appear-
ance as well as geometric features. Thus, they mimicked an MRF
within a single, unified random regression forest framework.

With the help of large annotated training datasets like Ima-
geNet (Russakovsky et al., 2015), computer vision methods have
recently seen a disruptive shift towards deep learning and CNNs.
Despite the usually limited amount of annotated training images
in the medical imaging domain, some recent methods using CNNs
showed success also in anatomical landmark localization. For ver-
tebre localization and identification, Chen et al. (2015) proposed a
three-stage framework combining a random forest used for coarse
landmark localization, a shape model incorporating the informa-
tion of neighboring landmarks for refining their positions, and
CNNs for identification of landmarks. A drawback of their method
is that they solely use 2D CNNs, thus not benefitting from the full
potential of volumetric information possible with 3D CNNs. Zhang
et al. (2017) detect thousands of anatomical landmarks si-
multaneously from a limited amount of MR volumes of the brain,
by first registering all volumes to a template volume, and sub-
sequently regressing all landmark coordinates with a single CNN.
However, as also observed by methods for human pose estimation
(e.g., Toshev and Szegedy, 2014), regressing the coordinates directly
involves a highly nonlinear mapping from input images to point
coordinates (Pfister et al., 2015).

Instead of regressing coordinates, Tompson et al. (2014) pro-
posed a simpler, image-to-image mapping based on regressing
heatmap images, which encode the pseudo-probability of a land-
mark being located at a certain pixel position. Thus, their network
for human pose estimation learns to generate high responses on
locations close to the target landmarks, while responses on wrong
locations are being suppressed. Their work also integrates the bi-
ary term of an MRF model inside the CNN architecture. However,
Tompson et al. (2014) show shortcomings in landmark localization
error due to their method being trained on image patches to pre-
dict heatmaps and their separately trained stages being fine-tuned
together solely in the end. In our preliminary work (Payer et al.,
2016) we also used the heatmap regression framework, however,
we integrated spatial information of landmarks directly into an
end-to-end trained, fully-convolutional network. There, we showed
the potential to achieve good performance even in the presence
of very limited amounts of training data. Building upon our pro-
posed approach from Payer et al. (2016), Yang et al. (2017) used
the heatmap regression framework to generate predictions for
landmarks with missing responses, by incorporating a pretrained
model of neighboring landmarks into their CNN. However, in con-
tact to our method, which directly reduces false positive responses
on similar looking landmarks, their method needs an additional
postprocessing step to remove false positive responses. Aiming for
vertebrae identification and localization, Liao et al. (2018) pro-
posed a three stage method. They pretrained a network to clas-
sify and localize vertebrae simultaneously, use the learned weights
to generate responses with a fully convolutional network, and fi-
nally remove false positive responses with a bidirectional recurrent
neural network. Very recently, a different strategy was investigated by Ghesu et al. (2018, 2019). They proposed the use of reinforcement learning to generate navigation trajectories that point towards the sought for landmarks. Limitations of their method are the computationally extensive training and the need for very large datasets.

The aforementioned CNN methods either need lots of training data, sophisticated postprocessing, or do not generalize to both 2D and 3D data. In this paper, we propose a single end-to-end trained fully convolutional network that works well in both 2D and 3D applications with limited amounts of training data, and does not need any dataset specific postprocessing.

1.2. Contributions

We propose to incorporate spatial configuration of anatomical landmarks into a CNN-based heatmap regression framework providing low landmark localization error even in the presence of limited training datasets. In our single stage approach, the network itself learns to dedicate one component to locally accurate but possibly ambiguous candidate predictions, while the other component solely has the task of eliminating ambiguities to improve robustness towards landmark misidentification. Trained with a single optimization process and in an end-to-end manner, both local appearance and spatial configuration components of our fully convolutional SCN focus on two simpler sub-problems that individually require less training data. Thus, the overall need to learn from large datasets is reduced.

The proposed method in this work extends our preliminary MICCAI paper (Payer et al., 2016) as follows:

- We modify the objective function to allow learning of the optimal heatmap target function for each landmark separately, depending on the prediction confidences of the network (see Section 2.1).
- We change the CNN structure of the local appearance component to better take into account image appearance features at different scales for regressing heatmaps that generate locally accurate candidate predictions (see Section 2.2.2).
- We improve the spatial configuration component to allow more variation among landmark configurations, showing benefits in disambiguating locally similar structures especially needed for challenging tasks like vertebrae identification and localization (see Section 2.2.3).
- We show the wide applicability of the SCN on multiple diverse medical imaging datasets in both 2D, i.e., hand radiographs and lateral cephalograms, as well as 3D, i.e., hand MRIs and spine CTs.

- We report new state-of-the-art results in terms of landmark localization error on all investigated datasets, including the ISBI 2015 Cephalometric X-ray Image Analysis Challenge (Wang et al., 2016) and the MICCAI CSI 2014 Vertebrae Localization and Identification Challenge involving pathological spine CTs from Glocker et al. (2013).

2. Method

Aiming for low landmark localization error in the presence of limited training datasets, our proposed SCN architecture directly combines the corresponding outputs of two interacting components. As illustrated in Fig. 1, the interaction of these components is made possible by multiplying the predictions from both components, when our fully convolutional network architecture based on heatmap regression (Section 2.1) is trained in an end-to-end manner. Due to this interaction, our SCN learns to dedicate its local appearance component to deliver locally accurate but potentially ambiguous candidate predictions, and its spatial configuration component to focus on the improvement of robustness towards landmark misidentification by eliminating ambiguities (see Section 2.2). When combined through multiplication, this interaction results in low landmark localization error, i.e. both high robustness towards landmark misidentification as well as high local accuracy at each identified landmark.

2.1. Using CNNs for regressing heatmaps

While CNNs that directly regress landmark coordinates (Toshev and Szegedy, 2014; Zhang et al., 2017) require dense layers with many network parameters to model the highly nonlinear and difficult to learn image to coordinate mapping, our method is based on regressing heatmap images (Tompson et al., 2014), which encode the pseudo-probability of a landmark being located at a certain pixel position. By enabling an image to image mapping, we therefore benefit from the use of fully convolutional networks (Shelhamer et al., 2017), since the number of network weights and thus computational complexity is reduced.

With N being the total number of landmarks, a d-dimensional heatmap image \( g_\text{r}(x) : \mathbb{R}^d \rightarrow \mathbb{R} \) of a target landmark \( l_i \), \( i = \{1, \ldots , N \} \) with coordinate \( \hat{x}_i \in \mathbb{R}^d \) is defined as the Gaussian function

\[
g_\text{r}(x; \sigma_i) = \frac{\gamma}{(2\pi)^{d/2}2\sigma_i^d} \exp \left(-\frac{\|x - \hat{x}_i\|^2}{2\sigma_i^2} \right). \tag{1}
\]

Thus, heatmap pixels near the target coordinate \( \hat{x}_i \in \mathbb{R}^d \) have high values, which smoothly but rapidly decrease farther away from \( \hat{x}_i \).
We introduce a scaling factor $\gamma$ to avoid numerical instabilities during training due to otherwise very small values of the Gaussian function. Equal for each dimension $d$, the standard deviation $\sigma_i$ defines the peak width of the Gaussian function in the heatmap image for landmark $L_i$.

Differently not only from our previous work (Payer et al., 2016), but also from other heatmap based methods (e.g., Tompson et al., 2014), we treat $\sigma_i$ as an unknown parameter of $g_i$ to allow it to be learned in addition to the network weights $w$ and biases $b$ during training the CNN. Thus, we enable learning of the optimal heatmap peak width separately for each landmark, depending on the prediction confidences of the network.

The network learns to regress $N$ heatmaps simultaneously by minimizing the differences between the predicted heatmaps $h_i(x; w, b)$ and the corresponding target heatmaps $g_i(x; \sigma_i)$ for all landmarks $L_i$: 

$$\min_{w, b, \sigma} \sum_{i=1}^N \sum_x \|h_i(x; w, b) - g_i(x; \sigma_i)\|^2_2 + \alpha \|\sigma\|^2_2 + \lambda \|w\|^2_2. \quad (2)$$

This novel objective function extends upon (Payer et al., 2016) by a regularization term involving the $L_2$ norm of the heatmap peak widths $\sigma = (\sigma_1, \ldots, \sigma_N)^T$. As $\sigma$ are learnable network parameters, this term avoids the trivial solution when $\sigma_i \to \infty$ leading to $g_i(x; \sigma_i) \approx 0$. The factor $\alpha$ defines how strong the heatmap peak widths $\sigma$ are being penalized, and $\lambda$ controls the influence of the $L_2$ norm of the network weights $w$.

In (2), the $L_2$ distance of $h_i(x; w, b)$ and $g_i(x; \sigma_i)$ and the term penalizing $\sigma$ work against each other. To minimize (2), the former term prefers larger $\sigma$, whereas the latter term urges $\sigma$ to be as small as possible. The network predicts narrower heatmap peak widths for landmarks, where it is confident that the prediction is correct, and wider peak widths for more uncertain landmarks, originating e.g., from landmarks that are hard to specify exactly. Thus, as shown in Fig. 2, the network learns the optimal tradeoff between large $\sigma_i$ generating oversmoothed, potentially inaccurate predictions, and small $\sigma_i$ leading to potentially highly accurate responses but with multiple peaks in close proximity.

In network inference, we obtain the predicted coordinate $\hat{x}_i \in \mathbb{R}^2$ of each landmark $L_i$ by taking the coordinate where the heatmap has its highest value: 

$$\hat{x}_i = \arg \max_x h_i(x; w, b). \quad (3)$$

### 2.2. SpatialConfiguration-Net

The fundamental concept of the SCN for heatmap regression is the interaction between its two components, representing local appearance and spatial configuration, respectively (see Fig. 3). In Section 2.2.1, we explain how the two components interact in order to simplify the localization task into two sub-problems. Although the two interacting components are in principle flexible regarding their architectures, in Section 2.2.2 and 2.2.3, we describe our specifically proposed architectures for both components.

#### 2.2.1. Local appearance ↔ spatial configuration

For $N$ landmarks, the set of predicted heatmaps $H = \{h_i(x) \mid i = 1 \ldots N\}$ is obtained by element-wise multiplication

![Fig. 2. Example heatmap output for different $\sigma_i$ for the zoomed region of landmark $L_i$. Top image shows multiple peaks when choosing fixed $\sigma_i$ too small; middle image shows responses for learned $\sigma_i = 2.16$; bottom image shows an oversmoothed response for too large fixed $\sigma_i$. The target coordinate $x_i$ is depicted by $\times$, predicted coordinates $\hat{x}_i$ by $\hat{x}$.](image)

![Fig. 3. Schematic representation of our proposed SCN. In the local appearance component, the input image $I$ is transformed into $H^{LA}$, representing local appearance heatmaps for each of the $N$ landmarks. The dashed black line indicates that $H^{LA}$ is used as an input for the spatial configuration component, where $H^{SC}$ is transformed into the spatial configuration heatmaps $H^{SC}$. A multiplication of $H^{LA}$ and $H^{SC}$ results in the final heatmaps $H$. Empty boxes represent intermediate images; arrows represent connections, i.e., $\rightarrow$ convolution, $\downarrow$ downsampling, $\uparrow$ upsampling; $\oplus$ represents pixel-wise addition, $\otimes$ represents pixel-wise multiplication.](image)
○ of the corresponding heatmap outputs of the two components:

\[ h_1(x) = h_{L}^{SC}(x) \cap h_{L}^{SC}(x), \]

where network weights \( w \) and biases \( b \) are omitted from here on due to ease of notation. The heatmaps \( h_{L}^{SC}(x) \) and \( h_{L}^{SC}(x) \) are the outputs of the local appearance and the spatial configuration components for each landmark \( L \), respectively.

The two components interact through the multiplication in \( (4) \). This multiplication is crucial for the SCN to learn the simplification of the localization task, as it forces both components to generate a response on the location of the target landmark \( \hat{x} \), i.e., both \( h_{L}^{SC}(x) \) and \( h_{L}^{SC}(x) \) deliver responses for \( x \) close to \( \hat{x} \), while on all other locations one component can have a response as long as the other one does not have one. Thus, as long as the spatial configuration component does not have a response on locations of locally similar structures, the local appearance component can concentrate on transforming the input image to a locally highly accurate response at the location of the target landmark \( \hat{x} \), without the need for suppressing locally similar structures. On the other hand, as long as the local appearance component generates a locally highly accurate response on the location of \( \hat{x} \), the spatial configuration component can focus on discriminating locally similar structures by eliminating false positive responses from the outputs of the local appearance component, without the need to be highly accurate on the location of \( \hat{x} \).

In comparison, previous works (Tompson et al., 2014; Pfister et al., 2015) aim for robustness towards landmark misidentification as well as local accuracy of the identified landmarks in each network component simultaneously, with the drawback of not achieving a simplification of the localization task. On the other hand, our architecture leads to a solution where both components are facing simpler tasks that can be learned from smaller amounts of training data.

2.2.2. Local appearance

Due to the multiplication in \( (4) \), the main focus of the local appearance component is to transform the input image \( I \) into a set of locally accurate but potentially ambiguous heatmaps \( h_{L}^{SC} = \{ h_{L}^{SC}(x) \mid i = 1 \ldots N \} \). Thus, for each landmark \( L \) the local appearance component generates the heatmap output \( h_{L}^{SC}(x) \), resembling the Gaussian target \( g(x) \) solely in the close proximity of the landmark coordinate \( \hat{x} \). This is achieved with a multi-level structure that is inspired by fully convolutional networks (Shelhamer et al., 2017; Ronneberger et al., 2015) and the residual network (He et al., 2016). As shown in the local appearance part of Fig. 3, each level consists of several consecutive convolution layers. In the multi-level structure, an average pooling layer connected before the last convolution layer of each level generates the input for the next lower level at half the resolution in our contracting path. In the expanding path, the outputs of each level are linearly upsampled to double the resolution. These upsampled outputs are added to the outputs of the final convolution layer from the next higher level. The outputs of each level represent a residual to the next lower levels, thus an intermediate heatmap is iteratively refined and at the same time resolution is increased until the original resolution is reached again. A last convolution layer at the highest level with the original resolution generates the set of local appearance heatmaps \( h_{L}^{SC} \).

Compared to other fully convolutional network architectures like Ronneberger et al. (2015), the expanding path of our local appearance component uses less parameters making the SCN faster to train.

2.2.3. Spatial configuration

Due to the multiplication in \( (4) \), the main focus of the spatial configuration component is to disambiguate locally accurate but ambiguous heatmaps \( h_{L}^{SC} \) from the local appearance component, thus providing robustness towards landmark misidentification for localization. Using only local appearance heatmaps \( h_{L}^{SC} \) as its input, the spatial configuration component implicitly incorporates a geometric model of the spatial configuration of landmarks by learning how to robustly predict the position of a single landmark from local position predictions \( h_{L}^{CS} \) of all landmarks. By transforming the whole set of local appearance heatmaps \( h_{L}^{CS} \) into a single heatmap \( h_{L}^{SC}(x) \) for each landmark \( L \), \( h_{L}^{SC}(x) \) delivers responses on coordinates \( x \) close to the target \( \hat{x} \) and suppresses responses elsewhere. Thus, within our spatial configuration component, false positive responses in \( h_{L}^{SC} \) are suppressed by constraining responses to feasible landmark configurations.

As shown in the spatial configuration part of Fig. 3, we model the transformations from \( h_{L}^{SC} \) to \( h_{L}^{CS} = \{ h_{L}^{CS}(x) \mid i = 1 \ldots N \} \) with consecutive convolution layers. To cover the space among landmarks, these convolution layers need to have a large receptive field. As there is no need for high local accuracy in the spatial configuration component, the convolution layers can be calculated on a lower resolution compared to the local appearance component, which additionally enables keeping the convolution kernel sizes and the computational complexity reasonably small. After downsampling \( h_{L}^{SC} \), the consecutive convolution layers generate the downsampled version of the heatmap \( h_{L}^{CS} \), which is resized to \( h_{L}^{CS} \) with an upsampling layer. Thus, \( h_{L}^{CS} \) and \( h_{L}^{SC} \) have the same size to enable the element-wise multiplication given in \( (4) \).

In contrast to our previous work (Payer et al., 2016) as well as (Tompson et al., 2014), which only allow modeling of pairwise relationships as in the MRF model, multiple convolution layers are able to model more complex relationships between landmarks. This greatly increases the variability of landmark configurations representable by the network. Additionally, multiple layers capture the same receptive field with smaller kernel sizes, thus reducing the number of parameters needed to capture the spatial configuration of landmarks. Therefore, our consecutive convolution layers increase potential representation capabilities of the network, while keeping network parameters and computational effort low.

3. Experimental setup and training details

Training and testing of the network was done in Tensorflow. Preprocessing of the input images for the network is performed as follows. We keep the network input image and output heatmap size in pixels constant for every image of the dataset. Input images are rescaled with fixed aspect-ratio to fit the image size of the network inputs, while network outputs are rescaled back to the original input image size before using \( (3) \) to generate final landmark coordinate predictions \( \hat{x} \). Resampling uses bi/tricubic interpolation. Furthermore, the intensity range of each dataset is scaled to be within \([-1, 1]\) by shifting and scaling each pixel/voxel of an image with the same values derived from the minimum and maximum intensity of the dataset. In contrast to our previous work (Payer et al., 2016), we neither subtract the mean nor normalize the standard deviation of the input images.

We perform on-the-fly data augmentation using SimpleITK. The intensity values are randomly multiplied with [0.75, 1.25] and shifted by \([-0.25, 0.25]\). The images are randomly translated by \([-20, 20]\) pixels, rotated by \([-15\ldots 15\ldots\]) and scaled by \([-0.6, 1.4]\). We additionally employ elastic deformations by randomly moving

1 https://www.tensorflow.org/.
2 http://www.simpleitk.org/.
points on a regular 12 × 12 pixel grid by 5 pixels, and interpolating with 3rd order B-splines. All augmentation operations sample randomly from a uniform distribution within the specified intervals. The code of our on-the-fly training tool and the implemented CNN architectures are publicly available3.

Unless otherwise stated, we set the parameters of the SCN as follows. The local appearance component has four levels, each consisting of three consecutive 3 × 3 (3D: 3 × 3 × 3) convolution layers having 128 outputs, while a 2 × 2 (3D: 2 × 2 × 2) average pooling after the second convolution layer generates the level below. We include dropout (Srivastava et al., 2014) of 0.5 after the first convolution layer at each level to improve generalization. The local appearance heatmaps \( H_{\text{LA}} \) are generated from a 3 × 3 (3D: 3 × 3 × 3) convolution layer having a number of outputs equal to the number of landmarks. The spatial configuration component is calculated at \( \frac{1}{16} \) (3D: \( \frac{1}{4} \)) of the input resolution. It consists of three consecutive 11 × 11 (3D: 7 × 7 × 7) convolution layers with 128 outputs and an additional 11 × 11 (3D: 7 × 7 × 7) convolution layer having a number of outputs equal to the number of landmarks. These outputs are upsampled back to the input resolution with bi-/tricubic interpolation to generate \( H_{\text{SC}} \). Each intermediate convolution layer of the whole SCN has a LeakyReLU (Maas et al., 2013) activation function with a negative slope of 0.1 to ease convergence at training. The convolution layer generating \( H_{\text{LA}} \) has a linear activation function; the convolution layer generating \( H_{\text{SC}} \) has a TanH activation function to restrict the outputs between \([-1, 1]\). The biases of the convolution layers are initialized with 0, the weights with the method described in (He et al., 2015), except the layers generating heatmaps \( H_{\text{LA}} \) and \( H_{\text{SC}} \). Here, initial weights are drawn from a Gaussian distribution with standard deviation of 0.001. These small weights are needed to generate initial heatmap responses close to 0, as otherwise network training would not converge.

For training the networks, we use the objective function (2) with parameters \( y = 100 \) (3D: \( y = 1000 \)), and \( \lambda = 0.0005 \) that were empirically determined during initial experiments. To determine parameter \( \alpha = 20 \) we perform an experiment on our hand radiograph dataset that is described in Section 4.1. For the 3D datasets, we set \( \alpha = 1000 \), which we determined empirically. We minimize the objective function with Nesterov’s Accelerated Gradient (Nesterov, 1983) with learning rate 10−6 and momentum 0.99. We use a mini-batch size of 1, since with larger mini-batch sizes we have not seen improvements in results, but only an increase in training time and memory consumption. These parameters remain unchanged for all our tested datasets.

We determine the number of solver iterations for each evaluated dataset by training the network on 80% of the training images and using the remaining 20% of the training images as a validation set to assess when the validation error has reached a plateau. For the datasets evaluated with cross validation, we determine the number of training iterations with initial experiments by evaluating the validation loss on the first fold. All folds of the dataset are then trained for the determined number of iterations.

3.1. Localization U-Net

For a comparison of our proposed SCN to a fully convolutional architecture, we used a U-Net (Ronneberger et al., 2015) based architecture due to its state-of-the-art performance in various segmentation applications, e.g., Sirinukunwattana et al. (2017). Adapting its multi-scale architecture for the landmark localization task based on heatmap regression, we set up our Localization U-Net with 5 levels and 128 outputs for all intermediate convolution layers, thus resembling a deeper architecture than the local appearance component of our SCN. Dropout is implemented in the deepest two levels, as proposed by the authors in Ronneberger et al. (2015). We use padded convolutions to keep input and output image size the same. Furthermore, we use average instead of max pooling and fixed linear upsampling instead of deconvolutions. In a number of parameter tuning experiments with our Localization U-Net implementation, we found that these modifications of the original implementation of Ronneberger et al. (2015) lead to both faster training and improved results. Moreover, further increasing the number of levels and convolution outputs, i.e., the depth of the Localization U-Net, showed no improvements. We train the Localization U-Net with the same loss function as the SCN, which also learns the optimal heatmap parameter \( \sigma \).

3.2. Evaluation metrics

The performance of landmark localization methods was evaluated with several commonly used metrics from the literature, describing localization error in terms of both local accuracy and robustness towards landmark misidentification. The point-to-point error for each landmark \( l_i \) in image \( j \) is defined as the Euclidean distance between the target coordinate \( \mathbf{x}_{l_i}^{(j)} \in \mathbb{R}^d \) and the predicted coordinate \( \hat{\mathbf{x}}_{l_i}^{(j)} \in \mathbb{R}^d \). To compensate for unknown or varying scale in the datasets, the point-to-point error is multiplied with an image-specific normalization factor \( s(l_i) \), based on the Euclidean distances of specifically selected landmarks. For landmark \( l_i \) in an image \( j \), the normalized point-to-point error is defined as

\[
PE_{l_i}^{(j)} = s(l_i) \left\| \mathbf{x}_{l_i}^{(j)} - \hat{\mathbf{x}}_{l_i}^{(j)} \right\|_2. 
\]

This allows calculation of the median, mean and standard deviation (SD) of the point-to-point error for all images over all landmarks, i.e., \( PE_{\text{all}} \). We also report the number of predicted landmarks \( l_{\text{pred}} \) that are outside a certain point-to-point error radius \( r \) for all images, i.e., number of outliers

\[
\#O_r = \left| \{ (j, i) | PE_{l_i}^{(j)} > r \} \right|. 
\]

Computed for all landmarks of a single image \( j \), we define the image-specific point-to-point error \( IPE^{(j)} \) as

\[
IPE^{(j)} = \frac{1}{N} \sum_{i=1}^{N} PE_{l_i}^{(j)}, 
\]

where \( N \) is the number of landmarks. Differently from \#O_r, that gives general insights on total number of outliers for all landmarks in all images, IPE provides information on the number of images in which outliers of a certain error radius occur. We present plots of the cumulative IPE distributions, which give the proportion of tested images that achieve a certain IPE.

To compare to other methods on the dataset of spine CT scans, we calculate the number of correctly identified landmarks. As defined by Glocker et al. (2013), a predicted landmark is correctly identified, if the closest groundtruth landmark is the correct one, and the distance from predicted to groundtruth position is less than 20 mm.

The number of correctly identified landmarks is defined as

\[
\#ID = \left| \{ (j, i) | \arg \min_k \left\| \mathbf{x}_{l_i}^{(j)} - \hat{\mathbf{x}}_{k}^{(j)} \right\|_2 = i \land PE_{l_i}^{(j)} \leq 20 \} \right|. 
\]

For comparison with other methods, the ID rate is defined as the percentage of correctly identified landmarks over all landmarks.

4. Evaluation and quantitative results

We compare our proposed SCN architecture to various state-of-the-art localization methods on four datasets from the
medical imaging domain, i.e., radiographs of left hands (2DHand), volumetric MR scans of left hands (3DHand), lateral cephalograms (2DSkull), and volumetric CT scans of the spine (3DSpine). Fig. 4 shows representative examples for all datasets.

We trained and tested our networks with an NVIDIA GeForce Titan Xp with 12 GB RAM. Training a single network took approximately 4 h for 2DSkull, 6 h for 2DHand and 3DHand, and 20 h for 3DSpine. Testing 2D images took approximately 2 s, testing 3D volumes approximately 5 s.

4.1. Hand radiographs (2DHand)

We use a publicly available dataset of hand radiographs⁴ for comparison with state-of-the-art anatomical landmark localization algorithms and to investigate in detail a number of hyperparameters of our SCN. The dataset consists of 895 radiographs of left

Table 1
Localization results from a three-fold cross validation on 895 images from the 2DHandFull dataset with 37 annotated landmarks.

<table>
<thead>
<tr>
<th>Method</th>
<th>Input Size (in px)</th>
<th>PE_all (in mm)</th>
<th>#O_e (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Median ± SD</td>
<td>r = 2 mm</td>
</tr>
<tr>
<td>SCN:</td>
<td>512 × 512</td>
<td>0.43 ± 0.74</td>
<td>1659 (5.01%)</td>
</tr>
<tr>
<td>Localization U-Net:</td>
<td>512 × 512</td>
<td>0.44 ± 2.18</td>
<td>1703 (5.14%)</td>
</tr>
<tr>
<td>Payer et al. (2016):</td>
<td>256 × 256</td>
<td>1.13 ± 0.98</td>
<td>4109 (12.4%)</td>
</tr>
<tr>
<td>Urschler et al. (2018):</td>
<td>1250 × 1250</td>
<td>0.80 ± 0.93</td>
<td>2586 (7.81%)</td>
</tr>
<tr>
<td>Stern et al. (2016a):</td>
<td>1250 × 1250</td>
<td>0.80 ± 0.91</td>
<td>2582 (7.80%)</td>
</tr>
<tr>
<td>Ebner et al. (2014):</td>
<td>1250 × 1250</td>
<td>0.97 ± 2.45</td>
<td>2781 (8.40%)</td>
</tr>
<tr>
<td>Lindner et al. (2015):</td>
<td>1250 × 1250</td>
<td>0.85 ± 1.01</td>
<td>2054 (6.32%)</td>
</tr>
</tbody>
</table>

Hands with an average size of 1563 × 2169 pixels, acquired with different X-ray scanners. We performed a manual annotation of 37 characteristic landmarks on finger tips and bone joints. As the images lack information about physical pixel resolution, we calculate an image-specific normalization factor $s^{(j)}$. Using the same normalization as in (Lindner et al., 2015; Stern et al., 2016a; Payer et al., 2016), we assume a wrist width of 50 mm determined by two of the annotated landmarks at the wrist, i.e., $s^{(j)} = 50 \|x^{(j)}_{\text{wrist}} - x^{(j)}_{\text{wrist}}\|_2$. We use the same three-fold cross validation setup as described in (Stern et al., 2016a; Payer et al., 2016), who split the 895 input images into three folds with equal number of images, resulting in approximately 600 training and 300 testing images per fold. Moreover, we use the same preprocessing of the input images as (Stern et al., 2016a; Payer et al., 2016), by performing histogram matching to a reference image solely inside the outline of the hand as computed by Otsu thresholding. We train the network for 30,000 iterations.

4.1.1. Full set of hand radiographs (2DHandFull)

We show the results of comparing our SCN to our preliminary work (Payer et al., 2016) and other state-of-the-art methods on the 2DHandFull dataset in Table 1, which states the point-to-point error (PE_all) for landmark localization error. Additionally, we also report the number of outliers given different error radii (#O_e) to assess robustness towards landmark misidentification. Local accuracy of the identified landmarks can be best seen from the cumulative distribution of the image specific point-to-point error (IPE), which is illustrated graphically in Fig. 5.

From Table 1 and Fig. 5, we see a significant improvement in terms of landmark localization error of our proposed SCN that uses an input/heatmap target image size of 512 × 512 pixels compared to our previous work in Payer et al. (2016). To enable a fair comparison to Payer et al. (2016) that used 256 × 256 pixels as input image size and to investigate the influence of this input size hyperparameter, we perform an experiment on the 2D hand dataset varying the input/heatmap target size between 128 and 512 pixels. The result of this experiment is shown as a cumulative IPE distribution in Fig. 6, demonstrating that we outperform our previous work even if the input/heatmap target size is reduced to 128 × 128 pixels. Thus, our observed improvement compared to Payer et al. (2016) does not come from the increased input/heatmap target size, but instead from the following two extensions.

Firstly, our modified local appearance component uses a wider receptive field due to the additional depth levels enabled by the residual architecture (He et al., 2016). We analyzed the effect of different numbers of convolution outputs for this component, obtaining only small differences when varying the number of outputs between 32 and 256, with the difference of 128 and 256 being indistinguishable. Therefore, we use 128 convolution outputs for all our further experiments, since this choice allows faster training.
Secondly, improvements in localization performance also come from our novel objective function involving learnable heatmap peak widths $\sigma$ for each landmark. To investigate the behavior of this extension, we perform an experiment comparing different fixed values for all $\sigma_i$ as proposed in Payer et al. (2016), with the variant where $\sigma$ is learned independently per landmark, and weighting factor $\alpha$ is varied. Fig. 7 shows the results of this experiment, which confirms that varying $\sigma$ independently outperforms the variants with the same fixed $\sigma_i$ for all landmarks $L$, while the difference in localization performance for varied values of $\alpha$ is small, indicating that this is an uncritcal parameter. With independently learned $\sigma$ values, the heatmap peak widths adapt to the data by encoding the uncertainty of network predictions, see Fig. 2. Landmarks that are easier to predict unambiguously develop a smaller $\sigma_i$ than those that show more variation or ambiguity in the training dataset. Thus, in contrast to fixed $\sigma_i$ values, no pre-determined tradeoff between large $\sigma_i$ generating oversmoothed, potentially inaccurate predictions, and small $\sigma_i$ leading to potentially highly accurate responses but with multiple peaks in close proximity has to be made.

When comparing our proposed SCN to other state-of-the-art algorithms, Fig. 5 and Table 1 show that it significantly outperforms all our previous methods, i.e., methods that either solely rely on random regression forests (Ebner et al., 2014; Urschler et al., 2018), or that additionally incorporate explicit graphical models (Stern et al., 2016a), as well as our previous CNN-based method (Payer et al., 2016). Moreover, our SCN also outperforms the state-of-the-art landmark localization method of Lindner et al. (2016), who applied their algorithm to our preprocessed 2DHandFull dataset with the same cross-validation split. Overall, our SCN achieves an unprecedented low number of three outliers at 10 mm for this dataset. Interestingly, in terms of $\#O$, our optimized Localization U-Net implementation performs nearly as good as the SCN on the 2DHandFull dataset (see Table 1). This presumably is a consequence of the comparatively large amount of training data that were available for such a deep architecture derived from the U-Net to be trained. However, from the cumulative IPE distribution in Fig. 5, we see that already at an error radius of 1.25 mm, Localization U-Net shows a drop in performance compared to most of the other state-of-the-art methods. Thus, from results of $\#O$ and IPE it can be concluded that Localization U-Net leads to a few outliers in many images, while methods incorporating graphical models like Lindner et al. (2015) or Urschler et al. (2018) lead to less images with outliers, but more of them per respective image.

### 4.1.2. Reduced set of hand radiographs (2DHandReduced)

In this experiment, we use the 2DHandFull dataset with its total of 895 images to systematically evaluate how our proposed SCN performs when decreasing the number of training images, while still using the same three-fold cross validation setup as before. Thus, to generate 2DHandReduced, instead of using all 600 training images per fold, we solely train on a random subset of 10, 50, or 100 images, while we test on the same 300 images per fold, such that still every image is tested exactly once. Other training hyperparameters remain the same as in Section 4.1.1. For each cross validation round of 10, 50, and 100 training images, we report our evaluation metrics as averages from three experiments to compensate for randomly selected subsets of images.

Results of this experiment in Fig. 8 and Table 2 show that for smaller training datasets, our SCN performs much better than Localization U-Net, since our SCN-10 has 30 outliers at $r = 10$ mm when trained from solely 10 images, while Localization U-Net-10 trained from 10 images has 633 outliers for the same error radius. Even trained on 100 images, Localization U-Net-100 still has 151 outliers. Interestingly, already when training with 50 images, landmark localization performance of our SCN-50 is almost the same as the original SCN trained on the 2DHandFull dataset. This experiment shows that increasing the number of training images leads to better localization performance of CNN based methods in general, while it also confirms our hypothesis that by incorporating spatial configuration inside our SCN, a smaller amount of data is sufficient for training.

### 4.1.3. Local appearance ⇔ spatial configuration

As shown in the experiments on 2DHandFull and 2DHandReduced, in our work it is not necessary to provide a large amount of training data to achieve a low landmark localization error. This is due to splitting the localization problem into two simpler tasks by multiplying the predictions from the local appearance and spatial configuration components, as shown in Fig. 3. Again, we used the 2DHandFull dataset to show this simplification in an experiment, where we separately extract the maxima of the heatmaps of both components $\delta^L$ and $\delta^S$ of the normally trained SCN. Results of this experiment are given in Fig. 9 as cumulative distributions of IPE for LA and SC, respectively.

To show that the increased performance of the SCN is not solely caused by the improved LA component, we performed an experiment, where a network consisting only of the LA component (LA-Net) was trained. Due to the reduced receptive field of the LA-Net and the missing spatial configuration component, it performs

![Fig. 7. Cumulative distribution of IPE on 2DHandFull dataset for fixed $\sigma$ and different weighting factors $\alpha$ when learning $\sigma$ in our SCN.](image)

![Fig. 8. Cumulative distribution of IPE on 2DHandReduced dataset for different numbers of training images.](image)
Table 2
Cross-validation results on 895 images from 2DHandReduced dataset, averaged from three random selections of training images.

<table>
<thead>
<tr>
<th># Training Images</th>
<th>Method</th>
<th>PE_{\text{L}} (in mm)</th>
<th>#O_{\text{r}} (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>SCN:</td>
<td>0.55 ± 0.133</td>
<td>3564 (10.76%)</td>
</tr>
<tr>
<td></td>
<td>Localization U-Net:</td>
<td>0.71 ± 0.131</td>
<td>4585 (14.66%)</td>
</tr>
<tr>
<td>50</td>
<td>SCN:</td>
<td>0.45 ± 0.084</td>
<td>2204 (6.66%)</td>
</tr>
<tr>
<td></td>
<td>Localization U-Net:</td>
<td>0.59 ± 0.140</td>
<td>2977 (8.99%)</td>
</tr>
<tr>
<td>100</td>
<td>SCN:</td>
<td>0.44 ± 0.069</td>
<td>1895 (5.72%)</td>
</tr>
<tr>
<td></td>
<td>Localization U-Net:</td>
<td>0.59 ± 0.106</td>
<td>2766 (8.35%)</td>
</tr>
</tbody>
</table>

worse not only compared to the SCN (see Fig. 9), but also to the Localization U-Net (compare to Fig. 5).

Furthermore, we artificially generate results for the local appearance component of our SCN by making available the ground truth landmark locations during testing. Thus, in Fig. 9, the dashed line LAroundGT shows that there is a locally accurate prediction around the ground truth locations within a radius of 10 mm. However, due to ambiguous structures these predictions are neither the only ones nor the strongest ones that generate a response in the local appearance heatmap \( \mathbf{h} \), as visualized in Fig. 3 and also shown by the low values of the cumulative error distribution for LA in Fig. 9. Still, when combining the locally accurate but ambiguous candidate predictions from the local appearance heatmap \( \mathbf{h} \), the ambiguities from the local appearance component are eliminated, while the local accuracy of our proposed SCN remains the same as for LAroundGT.

4.2. Hand MRIs (3DHand)

To show the applicability of our SCN to volumetric MR data and to compare to our previously published results, we use an in-house dataset of 60 T1-weighted 3D gradient echo hand MR scans with 28 annotated landmarks, which is intended for automatic forensic age estimation (Štern et al., 2016b). The average volume size is 294 \( \times \) 512 \( \times \) 72 with a voxel resolution of 0.45 \( \times \) 0.45 \( \times \) 0.9 mm\(^3\). Input and heatmap target size of the volumes is 96 \( \times \) 128 \( \times \) 32 voxels. The SCN uses 3 \( \times \) 3 \( \times \) 3 kernels in the local appearance block; for the spatial configuration block, we use a downsampling factor of \( \frac{1}{4} \), and \( 7 \times 7 \times 7 \) kernels. For the U-Net implementation we use 3 \( \times \) 3 \( \times \) 3 kernels and four depth levels. The number of filter outputs for each intermediate convolution layer is set to 64 for both SCN and U-Net. We use the same five-fold cross validation setup as Ebner et al. (2014); Payer et al. (2016); Urschler et al. (2018), with each round consisting of 43 training and 17 testing images. We train the networks for 20,000 iterations. As we know the physical voxel resolution of each image, \( s_{\text{v}} \) is set to 1.

In Table 3, we compare the results to our previous works Ebner et al. (2014); Payer et al. (2016); Urschler et al. (2018). Our results demonstrate that our 3D SCN gives best localization performance of all compared methods also for 3D MR images. We clearly outperform our preliminary work from Payer et al. (2016) in terms of landmark localization error (\( \text{PE}_{\text{L}} \)) using the same voxel resolution in both approaches. We are also significantly better in terms of localization error compared to the approaches based on random forest regression forests (Ebner et al., 2014; Urschler et al., 2018), although these methods use double the voxel resolution in each dimension. Interestingly, besides our proposed method, the only other method that achieves a perfect outlier rate at \( r = 10 \) mm on this dataset also makes extensive use of information on spatial configuration of landmarks (Urschler et al., 2018). Additionally to our proposed 3D SCN that shows the best localization performance, also Localization U-Net outperforms all our previous methods on this small dataset comprised of only 60 volumes. We presume that this good performance comes from our 3D data augmentation scheme involving elastic and intensity transformations, which is highly beneficial for training such deep CNNs.

4.3. Lateral cephalograms (2DSkull)

To compare our proposed SCN in the context of a landmark localization challenge, we apply it on the publicly available dataset that was used for the ISBI 2015 Cephalometric X-ray Image Analysis Challenge (Wang et al., 2016). It consists of 400 lateral cephalograms from 400 different subjects, with 19
annotated landmarks. The 2D images have a size of 1935 × 2400 with a physical resolution of 0.1 × 0.1 mm² per pixel. We set up the networks with 512 × 512 pixels input/heatmap target size. We use the train/test split (150 training, 250 testing images) and evaluation protocol described in Wang et al. (2016). We train the networks for 30,000 iterations. As the results presented in Wang et al. (2016) lack cumulative distribution graphs, we only compare the reported values of the best performing methods from Ibragimov et al. (2014) and Lindner et al. (2015).

As shown in Table 4, our proposed SCN outperforms previous winners of this challenge. With Lindner et al. (2015) resembling the current state-of-the-art on this dataset, our results demonstrate that our method is more accurate locally (#O₄ with r = 2 mm), while robustness towards landmark misidentification is the same (#O₄ with r = 4 mm). We found that most problems of our method on this particularly challenging dataset are at anatomically ill-defined landmarks (e.g., the anterior landmark at the chin in Fig. 4c), whose position are hard to estimate without strong geometric constraints from handcrafted graphical models. This can also be seen by comparing the performance of other methods in terms of outliers with r = 4 mm in Table 4. While the method of Lindner et al. (2015) based on a variant of the statistical shape model shows an increase in performance with increasing error radius, Localization U-Nettach learns geometric constraints solely from data shows the largest drop in performance.

### 4.4. Spine CTs (3Dspine)

To compare our proposed SCN with other recent methods, we also evaluate on a publicly available volumetric dataset of pathological spine CT scans (Glocker et al., 2013) used for the MICCAI CSI 2014 Vertebræ Localization and Identification Challenge. This dataset includes various challenges such as scoliotic spines, vertebral fractures, metal insertions causing severe image artifacts, and highly restrictive field of views. Thus, due to a significant variation in local appearance, as well as repetitive structures in the spine CT scans, the spatial configuration of landmarks has to be learned to distinguish different vertebrae. In line with previously reported results, we split the evaluation on this dataset into two sets: In Set1, the 224 CT scans of the challenge training set are evaluated with two-fold cross-validation. In Set2, the networks are trained on all 224 CT scans plus additional 18 CT scans and evaluated on the challenge test set, which consists of 60 CT scans. The average volume size is 512 × 512 × 160 with a voxel resolution of 0.34 × 0.34 × 2.06 mm³. Input and heatmap target size of the volumes are 96 × 96 × 192 voxels; we resample the input images to have an isotropic spacing of 2 mm per dimension. With these input sizes, the network can process volumes with a physical extent up to 192 × 192 × 384 mm³. As some volumes have a larger extent in the z-axis (i.e., the axis perpendicular to the axial plane) that would not fit into the network, we process such volumes as follows: During training, we crop a subvolume at a random position at the z-axis. During testing, we split the volumes at the z-axis into multiple subvolumes that overlap for 96 pixels, and process them one after another. Then, we merge the network predictions of the overlapping subvolumes by taking the maximum response over all predictions. The network architectures are the same as for the 3DHand dataset. We train the networks for 40,000 iterations. As we know the physical voxel resolution of each image, we set the normalization factor \( s^{(j)} = 1 \).

We compare our network predictions with the latest reported results on this highly difficult dataset, see Table 5. Our approach outperforms all state-of-the-art methods evaluated on this challenge dataset, on both cross validation set (Set1) and challenge test set (Set2). Although the Localization U-Nets show overall good results on this dataset, neither landmark localization error (PE_all) in general, nor robustness towards landmark misidentification (IDate) specifically are as good as for our SCN. Due to the lack of explicitly modeling the spatial configuration of landmarks, the Localization U-Nets show a significant decrease of 8.5% in IDate for Set2. As compared to random forests (Glocker et al., 2013) and other CNNs (Chen et al., 2015; Yang et al., 2017; Liao et al., 2018), our SCN performing heatmap regression shows the best localization performance. In the very recent work of Sekuboyina et al. (2018), the authors propose to project the 3D information of spine anatomy into 2D sagittal and coronal views, and solely use these views as input for their CNN. Although their method is tailored towards spine datasets, where the landmarks are situated along the axis orthogonal to the axial plane, our generic SCN that directly processes 3D information outperforms their method. Overall, we show that our SCN outperforms all state-of-the-art methods, without the need for sophisticated training procedures (e.g., Liao et al. (2018)) or pre/postprocessing (e.g., Yang et al., 2017; Sekuboyina et al., 2018).

### 5. Discussion and conclusion

In this work we have shown that by incorporating spatial configuration into a CNN based deep learning architecture that...
regresses heatmaps for landmark localization, we achieve high localization performance even in the presence of limited training datasets. We have evaluated localization performance of our proposed SCN method on four size-limited datasets that contain 2D radiographs and 3D MRIs and CTs of different anatomical structures, demonstrating the generic applicability of our proposed method. Our results show that when training on 43 hand MRI volumes (Section 4.2), 112 spine CT images (Section 4.4), 150 skull radiographs (Section 4.3), or 600 hand radiographs (Section 4.1), our method outperforms the state-of-the-art approaches. In Section 4.1.2, where we purposely limited the 2DHand training images up to an extremely low number of 10 images, our proposed network still achieves results that are comparable to the state-of-the-art, when evaluated on the same images as in Section 4.1.1 (i.e., 2DHandFull).

Inspired by the use of prior knowledge to constrain landmark configurations to anatomically feasible ones, in our proposed SCN constraints on the relative position of landmarks are automatically learned from training data and integrated inside its spatial configuration component. Previous state-of-the-art approaches in medical image analysis (Donner et al., 2013; Lindner et al., 2015) introduce appearance features and handcrafted models resembling anatomical constraints in separate components. Instead of using a handcrafted model, in (Urschler et al., 2018) we have shown a possibility of learning the automatic integration of appearance information and geometric configuration into a single random forest framework for localization. Nevertheless, differently to all these previous methods that require the two separate components to be trained sequentially without any interaction between them, in our end-to-end trained SCN, the local appearance and spatial configuration components are simultaneously optimized, together providing both high robustness towards landmark misidentification as well as high accuracy locally at each identified landmark.

By simultaneously optimizing the two components, the problem of landmark localization is separated into two simpler sub-problems that can be modeled from a low amount of training data, as shown in our experiments. Such a simplification is only possible when the regression objective, which is calculated by multiplying the output of the two network components, is optimized in a single process and in an end-to-end manner. This is different to the methods of Tompson et al. (2014) and Pfister et al. (2015), where each of their network components has to be locally accurate and robust towards misidentification simultaneously. It is important to notice that when the multiplication given in (4) is replaced by additional convolutional layers, as Pfister et al. (2015) used for human pose estimation in videos, this does not lead to the simplification of the localization problem, thus the need for large amounts of training data remains. Furthermore, our proposed network architecture learns to dedicate the local appearance component to locally accurate candidate predictions, without the need to distinguish locally similar structures, while the spatial configuration component solely focuses on eliminating ambiguities to improve robustness towards landmark misidentification, without the need for being locally accurate (see Fig. 9). Although there is no theoretical guarantee that the optimization process will lead to such a separation, we have observed this behavior in all our experiments, and we have shown it in more detail for the 2DHandFull experiment in Section 4.1.3.

Intrigued by the recent success of the fully convolutional U-Net (Ronneberger et al., 2015) in segmentation problems, we adapted this architecture for landmark localization using heatmap regression. After extensively tuning it for this task, our Localization U-Net achieved competitive localization performance in the experiments, often being outperformed only by our proposed SCN. However, when evaluated only regarding robustness towards landmark misidentification, Localization U-Net is not showing state-of-the-art results. This can be seen especially in the 3DSpine experiment with its large anatomical and pathological variation, where our SCN is 8.5% better in the IDRae evaluation. We think that this drop in performance is due to the multi-scale Localization U-Net architecture not using the prior knowledge that landmarks are not uniformly distributed in image space but are constrained by other anatomical landmarks. Thus, without prior knowledge of the existence of such constraints on spatial configuration, Localization U-Net requires a large amount of training data to learn these constraints on multiple scales solely from the data. This can be best seen from the 3DSpine and 2DHandReduced experiments, where our proposed SCN benefits from this prior knowledge when learning the same anatomical variation from a limited amount of training data.

When comparing our SCN to other state-of-the-art approaches, on our two in-house datasets 2DHandFull and 3DHand we outperform all our previously reported random forest based results (Ebner et al., 2014; Stern et al., 2016a; Urschler et al., 2018), and also our preliminary results based on CNNs (Payer et al., 2016). Moreover, on the 2DHandFull dataset, we show better results than the current state-of-the-art localization method based on random forests of Lindner et al. (2015), who applied their method on the same cross-validation split, using our landmark annotation. On the 2Dskull dataset, which was used for two public challenges in previous years, we also outperform both challenge winners, Lindner et al. (2015) as well as Ibrigimov et al. (2014). For 3DSpine, Chen et al. (2015) use both random forest and CNN predictions to significantly improve results compared to the pure random forest based method of Glocker et al. (2013). Similar results were obtained by the complex method of Yang et al. (2017) using only CNNs. Recently, they both were outperformed by CNN methods that are highly tailored to this dataset (Sekuboyina et al., 2018; Liao et al., 2018). However, our SCN outperforms all these methods in terms of landmark localization error on this challenging dataset, without the need for complex or tailored implementations.

In conclusion, we have shown how to combine information of local appearance and spatial configuration into a single end-to-end trained network for anatomical landmark localization. Our generic architecture does not require any postprocessing step for achieving state-of-the-art results in terms of landmark localization error on different 2D and 3D datasets, even when limited amounts of training images are available. In future work, we intend to compare our SCN with the recently presented Attention U-Net (Oktay et al., 2018) that shows some similarities in suppressing irrelevant features for segmentation tasks. Furthermore, we are currently looking into extending our SCN regarding occluded structures and multi-object localization, and into adapting our SCN for semantic segmentation problems (see Payer et al., 2018 for preliminary results), where structural constraints may be used in a similar manner.
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