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Highlights

• Complex syntax and simple words contribute to misunderstandings in lis-
tening to unfamiliar synthetic speech

• Created phonetic complexity measure for perception from production based
measures

• Effect of how phonetically distinctive the word is is greater than the effect
from word occurring frequency in the language on word comprehension

• Significant difference between native and non-native speakers on synthetic
speech understanding
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Abstract

With the rise of robotics and artificial intelligence, good communication between
humans and machines becomes more important. However, users with language
and hearing disadvantages may find synthetic speech systems to be difficult to
understand. In this study, we explore the types of sentence structure and level of
word complexity that affect intelligibility of speech in unfamiliar context. Using
semantically unpredictable sentences, we found that sentence with more complex
syntax such as relative pronouns and question words are harder to comprehend,
while on the word level, it is the shorter and simpler words that contribute to
misunderstandings. We found that although word frequency affects how well a
word is recognised, the effect from the occurring frequency is much less than
the effect of how phonetically distinctive the word is. There was also evidence
of significant difference between native speakers and non-native speakers on
how well they could understand the sentences. These results may help us in
designing better dialogue system for machine to human interactions, especially
in the healthcare arena, where often users have disadvantages in language and
hearing abilities.

Keywords: dialogue design, speech perception, speech synthesis, machine to
human communications

1. Introduction

Dialogue design and intelligibility in synthetic speech have long been a sub-
ject of interest for human to machine interaction with the rise in robotic study.
Studies have mainly concentrated on how to make dialogue spoken by systems
more natural and human-like, mimicking human-to-human dialogue in human-
to-robot communication (see e.g. Fong et al., 2001; Bartneck and Forlizzi, 2004;
Edlund et al., 2008).
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The studies focus on understanding humans and responding in a more human-
like way, with the assumption that users can understand the robots without
much problem. However, it has also been reported that hearing and language
abilities can affect this other side of the interaction, where listeners have trouble
interpreting the synthetic speech. Wolters et al. (2007a,b) conducted perception
tests on how intelligible synthetic voice in the healthcare context is for hearing
impaired participants, and found that elevated auditory threshold greatly af-
fected their understanding of the voices, especially with unfamiliar words and
context. Similarly, Igic et al. (2010) have investigated the perception of robotic
speech and the importance of familiar accent in the synthetic voice in a health-
care environment. In another study, Watson et al. (2013) found that non-native
language status of the listeners greatly affected their understanding of synthetic
speech, even when no difference can be seen between the groups for natural
speech. These studies suggest the importance of designing synthetic speech for
those with disadvantage in listening and second language abilities.

In this study, we explore how different types of sentence structure and word
complexity can affect the intelligibility of speech in a semantically unpredictable
environment. This may provide guidance for future dialogue design, especially
in the healthcare industry where there may be a large percentage of users having
the disadvantage from age, hearing loss and second language. While we know
that the difficulties in understanding speech from hearing loss and age differ
greatly from being a non-native listener, we believe that by increasing the ac-
cessibility of dialogue in human-to-machine interactions, we can address these
intelligibility related disadvantages and reach out to a wider audience. The cur-
rent study focuses on the effect of nativity, namely New Zealand English in this
case, with future plans to extend the research into age and hearing loss.

2. Methodology

The current paper examines the results from an intelligibility perception
test carried out as part of a bigger study to evaluate newly developed synthetic
voices in New Zealand English (NZE) (Jain, 2015). The test was conducted
over an online platform which involves participants listening to semantically
unpredictable sentences (SUS) and typing in what they heard. A web-based
approach was chosen to reach out to more participants and the uncontrolled
sound environment was deemed acceptable as the synthetic voices are purposed
for robots’ speakers, where sound quality may be restricted. This is also the
default evaluation method carried out for the Blizzard challenges, an annual
international competition for building synthetic voices (Fraser and King, 2007).
Eight synthetic voices created with recordings from four NZE speakers were
used as the stimuli of the sentences. These voices were created in the same way,
modelled using Hidden Markov Models on OpenMARY, a text-to-speech (TTS)
engine (Schröder and Trouvain, 2003). The two synthetic voices from each
speaker differ in training parameters and no significant difference was found
between them, and therefore we evaluated the results on a speaker basis instead
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of each voice. In this paper while the effect of speaker will be taken into account,
we will focus the effect from sentence and word complexity.

2.1. Participants
Sixty-two participants carried out the test, with twenty-one female partici-

pants and forty-one male participants, age eighteen to seventy-five. The major-
ity of the participants are younger than 45 (95%) and based in New Zealand.
Forty participants are identified as native New Zealand English (NZE) speakers
(65%) and rest were not native speakers of NZE. We determine a participant
to be a native NZE speaker if they were either born in New Zealand, or have
moved to New Zealand before the age of ten.

Nativity for the current study is defined as being native to New Zealand
English (NZE). New Zealand English is the variety of English spoken by people
of European descent in New Zealand Bauer et al. (2007). In general, the phonetic
system of New Zealand English is similar to other non-rhotic standard varieties
of English, but it also has distinctive features from other English’s, such as the
centralised New Zealand /I/ vowel (as in "kit") to be the same phoneme as the
/@/ vowel (as in second syllable of "comma"), and a I@/e@ (as in "near/square")
merger for the younger generation.

While other research have focused on non-native speaker being a second
language learner compared to native speakers of English, in the current study,
we focused on native speakers of one variety of English as all our participants are
considered to have a fair command of English. In addition, previous literature
have found foreign accent to affect both young and elderly listeners’ perception
of speech, and in particular, elderly listeners having trouble adapting to foreign
accent (Adank and Janse, 2010; Ferguson et al., 2010). With our motivation
the healthcare industry, we considered it crucial to investigate from a English
variety point of view as both the carers and patients may not be adapted to
NZE. Despite varying English experiences and native language in our non-native
group, all participants are familiar with English, but not NZE. While we did not
have records of any official English assessment scores for language proficiency,
88% of the participants considered themselves to have above-average to excellent
command of English, and the rest were either born in New Zealand (and thus
were most likely being humble) or university students in New Zealand, and
therefore would have passed the English prerequisite for university entrance.

2.2. Semantically Unpredictable Sentences (SUS)
The semantically unpredictable sentence (SUS) test described in the current

paper was inspired by the Blizzard Challenge (Fraser and King, 2007; King,
2014; King and Karaiskos, 2016), and was constructed based on the specifica-
tions in Benoît et al. (1996). Being in its fourteenth year at the time of writing,
the Blizzard challenge is a well established international speech synthesis com-
petition to systematically compare different text-to-speech systems. The SUS
test is used in the Blizzard challenges to examine the intelligibility part of the
system, that is, how well the synthetic voices can be understood. The sentences

4



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

are created to be meaningless and hard to comprehend in order to control the
semantic information and contextual cues in the stimuli (Benoît et al., 1996;
King, 2014). The idea behind using nonsense sentences, according to the Bliz-
zard organisers, is that if the synthesiser is as intelligible as natural speech
when using difficult, meaningless sentences then the synthesiser should be at
least as intelligible using normal sentences in less than optimal environments
and comprehension abilities (Fraser and King, 2007; King, 2014).

The sentences being tested were generated in the format shown by the sam-
ple sentences in Table 1. Benoît et al. (1996) developed these 5 sentence types,
intending for the sentences to be simple and applicable to other European lan-
guages such as Dutch and German. While the Blizzard challenge took their SUS
test from Benoît et al. (1996), they used a simpler sentence type in the form of
det-adj-noun-verb-det-adj-noun. Other studies have also used SUS to evaluate
intelligibility for applications other than synthetic speech evaluation, e.g. cue
enhancement in noisy environment (Hazan and Simpson, 1998). However, there
does not seem to be any literature comparing all five sentence types.

There were 21 sentence variations overall, and each sentence type has 3 to
5 variations. The participants were given eight sentences randomly, and by the
end of the trial, the number of each sentence type tested were 107 for Type 1,
84 for Type 2, 100 for Type 3, 91 for Type 4 and 80 for Type 5. In total, we
obtained 462 trials, with an average of 22 trials per sentence variation. Each
participant listened to one sentence at a time and typed in what they heard
into the web survey. The participants were told prior to the experiment that
the sentences may not make sense. The words that made up the sentences
were randomly chosen from the top 5000 words in the Corpus of Contemporary
American English (Davies, 2010), making sure they were also common words in
NZE, for example using "footpath" instead of "pavement".

While the SUS test has been shown to be a good indicator of intelligibility
compared with other kinds of intelligibility tests (Benoît et al., 1996), a number
of participants in our study expressed concern at only being able to listen to the
SUS once, and forgetting the sentence by the time they had finished listening.
This suggests that the complexity of the SUS impacted on the intelligibility.
In the following sections we investigate intelligibility by describing two factors
for analysing the results obtained on these sentences: sentence complexity and
word complexity.

3. Sentence complexity

Sentence complexity is one of the more common ways to evaluate the intel-
ligibility of a synthetic voice, analysed using the word error rate as shown in
the Blizzard challenges (King, 2014) and other speech recognition evaluations
(Benoît et al., 1996) .

3.1. Results
Each sentence was analysed for their word error rate, and three sources of

errors were identified:
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Table 1: Structure of SUS used in the survey, with an example of each sentence type given

Type Word 1 Word 2 Word 3 Word 4 Word 5

1 Noun Intr Verb Preposition Adj Noun

The meaning travelled with the strong solution

2 Adj Noun Tran Verb Noun

An important location fought an investment

3 Tran Verb Noun Conjunction Noun

Clean a story or the payment

4 Question Noun Tran Verb Adj Noun

Where does the secretary turn an interesting television

5 Noun Tran Verb Noun Rel Pronoun Intr Verb

A message removed a paper who waited

• Substitutions - words substituted for an incorrect word

• Deletions - words not recorded

• Insertions - words incorrectly inserted

The following word error rate (WER) metric was used to quantify the proportion
of words incorrectly recorded by participants:

WER =
S +D + I

N
(1)

Where WER is the word error rate, S the number of substitutions, D the
number of deletions, I the number of insertions, and N the total number of
expected words in the SUS. A WER was calculated for each sentence the par-
ticipant listenered to according to Equation 1, resulting is 462 WER scores to
evaluate.

In order to look at sentence complexity, we must first define what we mean
by the term complexity. We examine two sources of sentence complexity in this
paper, the sentence type according to how the sentence is structured grammat-
ically, and the number of words in the sentence.

3.1.1. Sentence Type
As described in Table 1, each sentence type differed in their grammatical

structure. Figure 1 shows the results for each sentence type and we can see that
there is a strong implication that Type 1 sentences are more intelligible than
the other sentence types.
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Figure 1: Word error rates relative to sentence type

We used R (R Core Team, 2015) and lme4 (Bates et al., 2015) to perform a
linear mixed effects analysis of the relationship between WER and sentence type.
As fixed effects, we entered the sentence type and the speaker of the voice into
the model. Visual inspection of the residual plots did not reveal any obvious de-
viations from homoscedasticity or normality, satisfying assumptions. Evidence
of significant differences (χ2(4) = 111.71, p<0.001) was obtained by a likeli-
hood ratio test. A Tukey multiple comparisons of means test showed significant
differences between sentence type 1 and all other sentence types (z1−2=6.07;
z1−3=8.81; z1−4=9.8; z1−5=8.77, p<0.001).

Benoît et al. (1996) regarded all SUS types to be simple sentence structures
easy enough for non-natives to comprehend. Referring to Table 1, we can see
that Type 1 sentences employ a "subject-verb-object" formula, which is more
straightforward syntactically compared to Type 3, 4 and 5, where the sentences
start with a verb, a question word, or consist of a relative pronoun. It is in-
teresting to note that Type 2 also follows the "subject-verb-object" formula.
While there is no evidence of significant differences between Type 2 and the
other sentence types, we can observe a lower median compared to the other
sentences from Figure 1 .

3.1.2. Words in Sentence
We saw in the previous section that the sentence type affects how well the

participants could hear the sentences. As each sentence variation has different
number of words, this may also contribute to how well participants performed,
where we would expect a longer sentence to be more difficult. Figure 2 shows
the result for the number of words in a sentence. This shows that overall, partic-
ipants found sentences with six or eight words the most difficult to understand,
with a median WER of around 0.5. We performed a linear mixed effects anal-
ysis for the relationship between WER and number of words in a sentence. As
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fixed effects, we entered the number of words and speaker of the voice into the
model. As the random effect, we had intercepts for the participants. Evidence
of significant difference (χ2(2) = 37.79, p<0.001) was obtained by likelihood ra-
tio tests comparing the full model with both fixed effects against a model with
the speaker fixed effect only. A multiple comparisons of Tukey contrasts showed
significant differences between 6 and 7 words (z=4.4, p<0.001), between 7 and
8 (z=5.9, p<0.001), but not between 6 and 8 words (z=2.3, p=.055). Therefore,
the number of words in the sentence cannot be used to explain how well the
participant can understand the stimuli, as opposed to the sentence structure.
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Figure 2: Word error rates relative to number of Words

3.2. Discussion
From Table 2 we can see that the results for seven words in a sentence was

affected partially by Type 1 sentences. This suggests that sentence structure
affects intelligibility more than the number of words; the simpler the sentence
is, the easier it is to perceive in an unfamiliar environment.

Table 2: Number of words for each sentence type

Type 1 2 3 4 5

Words 7 6 6 8 7

While we concluded that simple grammar makes the sentences more intelli-
gible, there was evidence of significant difference between Type 1 and Type 2
sentences, which share a similar grammatical structure. Taking a look at the
errors made by the listeners and the stimulus sentences suggest that the tran-
sitive verb with a subject and object (e.g. "a pregnant combination terrified
an advice ") seem to be more difficult to comprehend than the sentence with
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an intransitive verb followed by a verb-less clause (e.g. "the meaning travelled
with the strong solution"). This could be partly because the sentence can be
separated into two shorter clauses, which may be easier to identify despite its
meaninglessness, and therefore easier to capture in memory. We did however try
to prevent memory saturation by limiting the sentences to 6 to 8 words (Benoît
et al., 1996).

Wolters et al. (2007b) found that the position of the words affect how well
the participant can comprehend the words and certain positions are easier to
understand than others, especially via synthetic voices. While the sentence
structure in Wolters’ study was not the same as our study, this supports the
fact that especially for listening to synthetic voices, there is a heavier load from
processing grammar, and the structure of the sentences affect intelligibility.

4. On Word and Phonetic Complexity

The word error rate allowed us to examine the intelligibility of the sentences
on a whole. However, we are also interested in how well participants were able
to hear each word in the sentences, and this may give us an idea of the type
of words that can be easily recognised. To examine word complexity effect on
intelligibility, we used word correct rate (WCR) to analyse the results. WCR
is simply the number of words the participants correctly answered compared
to the total number of words. A higher WCR indicates that there are more
participants understanding the words. There were two factors we explored, the
number of syllables in the word and how phonetically complex the word is. We
created our own measure for this using a similar measure to the word complexity
measure (WCM) as developed by Stoel-Gammon (2010) and Jakielski (1998)’s
index of Phonetic Complexity (IPC). In total, we had 85 number of unique
words in our analysis excluding articles, 2087 responses from the participants,
and on average, 25 number of responses per word.

4.1. Results
4.1.1. Number of Syllables in Word

Previous studies have defined phonetic complexity using bisyllabic and mono-
syllabic words (Lass et al., 1979; Francis and Nusbaum, 1999), with the assump-
tion that the more syllables a word consists of, the more complex phonetically
it is. Following this idea, we then analysed the results according to the number
of each syllables, excluding articles ’a’, ’an’ and ’the’, and conjunctions ’and’
and ’or’. The results can be seen in Figure 3. We can see a clear trend where
the more syllables in a word, the higher the accuracy rate.

Figure 4 shows the actual words the participants heard according to the
correct rate relative to the number of syllables. (Articles and conjunctions are
included in the figures for completeness.) We can observe that some of the
monosyllabic words with higher correction rate, such as "strong", are more
’phonetically complex’ than ’burn’ due to the consonant cluster at the start of
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Figure 3: Correct word rate relative to number of syllables

the word. This implies that we need a more phonetically motivated measure to
analyse the results.

Analysing with a linear mixed effect model, we have the number of syllables
and the speaker of the voice as the fixed effects to observe the results from the
binomial data of participant answering correctly or not. Evidence of significant
differences (χ2(4) = 239.89, p<0.001) was obtained between the number of
syllables. Employing a Tukey test showed evidence of significant difference
(z1−2 = 5.15; z1−3= 9.28; z1−4 = 10.78; z1−5 = 5.55;z2−3 = 4.36; z2−4 = 6.94;
z2−5 = 4.44; z3−4 = 3.29;z3−5 = 3.22, p<0.01) between all numbers of syllables
apart from the penultimate and ultimate number of syllables investigated. This
suggests that the more syllables a word has, the easier and less ambiguous it is
for participant to identify in non familiar context.

4.1.2. Word Complexity Measure (WCM)
We realised from our above investigation that the number of syllables in the

word as a measure of word complexity does not account for phonetic information
of the words. At the same time, we can not analyse the words based solely on
its phonemes because while the sentences are semantically unpredictable on a
whole, each word stands on its own semantically. For example, if a word such
as ’pregnant’ results in a high correct rate and can be recognised easily, it does
not necessarily mean that the consonant clusters ’pr’, ’gn’ and ’nt’ are easier to
recognise, but instead, it is the holistic effect of the word as a whole. On the
other hand, when we listen to the word ’pregnant’, while being only 2 syllables,
we can see that the word holds more information phonetically than another 2
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Figure 4: Correct rates of text relative to number of syllables

syllable word such as ’paper’. The phonetic complexity of the word ’pregnant’
came mostly from its clusters and the consonant ending. This brings us to
investigate for a new set of measures in addition to the number of syllables per
word.

Phonetic complexity has been used widely to evaluate the development of
speech in children (Chen and Liu, 2015, e.g.), as well as speech disorders such as
aphasia (Haley and Jacks, 2014, e.g.), stuttering (Coalson and Byrd, 2016, e.g.)
and dyslexia (Bose et al., 2011, e.g.). The two more widely known measures
are Jakielski (1998)’s index of Phonetic Complexity (IPC) and Stoel-Gammon
(2010)’s word complexity measure (WCM), which both describe and evaluate
early acquisition patterns in children’s speech.

The criteria in both measures look at the consonant by place and manner,
for example fricatives being harder to pronounce than stops and dorsals being
harder to say than labials, as well as voicing differences, word shape (whether or
not the word ended in a vowel or consonant), number of syllables and consonant
clusters. For the purpose of our study, we took these measures which were
motivated by speech production, and used some of the criteria for perception
evaluation.

The following three points were chosen as the other criteria were deemed not
relevant for perception. We did not consider the manner or place of articulation
or voicing to affect hearing as much as speaking, and therefore those criteria were
not used to evaluate the words. The number of syllables adds to the complexity
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of the words, as the more syllables the word has, the more phonemes it would
contain, and thus more phonetic information in the word. Having a word-final
consonant, while being more difficult to pronounce, also adds information to the
word, and more difficult to capture as in general it contains less energy than a
vowel ending. Lastly, a cluster combines two or more consonants, holding more
phonetic information than a single consonant.

• 1 point for each syllable

• 1 point for word-final consonant

• 1 point for each consonant cluster
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Figure 5: Correct rates for Word Complex Measure

For example, the word ’strong’ would give a WCM of 3, calculated by adding
1 point for one syllable, 1 point for consonant cluster, and one point for ending
in a word-final consonant.

We can observe here that the more complex phonetically the word is, the
easier it is for listeners to perceive correctly in Figure 5. From Figure 6, we
can see the remaining words in the lower WCM which scored relatively high are
prepositions, relative pronouns and question words. This may be an effect of
occurrence frequency in daily conversation. Analysing with a linear mixed effect
model, with the fixed effects as the WCM and the speaker of the voice, we found
significant differences (χ2(6) = 274.4, p<0.001) between the groups of words
in terms of WCM. A Tukey analysis gave evidence of significant differences
(p<0.05) between all WCM apart from 1 and 3, 4 and 5, 4 and 6, 5 and 6,
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and between 6 and 7. This shows that while participants find words easier to
understand when they are phonetically more complex, the complexity of a word
does not increase intelligibility after a certain point, that is, between WCM of
3 and WCM of 4.
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Figure 6: Correct rates of text for Word Complex Measure

4.2. Discussion
Simple words with ambiguous and similar phonetic structures were perceived

incorrectly more often. For example, comparing ’pregnant’ with ’burn’, we have
a word where /pr/ is followed by /gn/, a relatively unique combination in En-
glish, while ’burn’ has many minimal pairs. Words that have a high WCM but
low accuracy also resemble parts of a minimal pair, for instance ’dramatic’ was
heard as ’grammatical’. This shows that while the word needs to be relatively
phonetically complex, they also need to be unambiguous to be recognised with
ease. The results are not surprising, as phonetically more complex and unam-
biguous words tend to hold more information than less complex words. As part
of analysing the data, we adapted a production focused metric to be used for
perception. There does not seem to be any systematic approach to date to look
at how complex a word is phonetically from a perception point of view. While
most of the literature focused on production and language development, we were
able to apply a similar measure to analyse words in terms of its phonetically
complexity for listening. Some of the criteria used in Stoel-Gammon (2010)’s

13



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

WCM include very specific production properties, such as whether a word in-
cludes a velar final stop. These criteria were deemed less important in terms of
perception. However, this raises the question of listening to sounds the listeners
have difficulty producing, and whether that will make the phonetically complex
word easier or harder to capture. A future study can look at how non-native
listeners respond to words with phones they are not familiar with, for example,
Japanese participants listening to words with /l/ and /r/ such as ’library’ and
see how that compares with another similar phonetically complex word such as
’magazine’.

While WCM can give a more phonetically based metric than number of
syllables for words such as "pregnant", we found number of syllables to predict
similarly to WCM in the current study as seen in Figure 3 and Figure 5. Previous
literature have found listening in adverse environment such as noise and masked
speech to be affected by nativity of the listeners (e.g. Hioka et al., 2017). Hence,
more adverse listening conditions may give advantages to using WCM as a
metric to determine whether a word could be easily perceived but this was not
observable in our results. Further investigations will be needed to examine the
effectiveness of using WCM to predict intelligibility.

5. Effect of the Synthetic Voices

Voices from four speakers were used as stimuli for the perception test. While
there was no significant difference in terms of the training parameters between
the two voices from the same speaker, we saw evidence of speaker effect on how
well the participants could recognise the stimuli (χ2(7) = 71.312, p<0.001). Us-
ing a linear mixed effect model analysis, we found that there was no evidence
of interaction between sentence type with the different speakers (χ2(14) = 15.6,
p=.34). This means that we were able to interpret the results from sentence
complexity independently of the difference in synthetic voices. We also found
that the speaker effect (F(3)=10.64)) was lower comparing to the effect from
the sentence type (F(4)=47.11). This means that while two of voices we used
had higher intelligibility scores than the other two, the sentence effect was con-
siderably stronger.

On the other hand, we observed interaction between the speaker of the
voice with both the number of syllables (χ2(11) = 37.37, p<0.001) and WCM
(χ2(24) = 90.97, p<0.001). This suggests that we may need to reconsider our
interpretation of the results regarding word complexity, although the F value for
the interaction (Fsyl(12) = 2.87;Fwcm(24) = 3.25) is also relatively lower than
number of syllables (F(4) = 41.47), WCM (F(6) = 33.7) and speaker difference
(Fsyl(5) = 12.46; Fwcm(5) = 8.37). As future work, we should concentrate on
one synthetic voice and examine the effect of sentence and word complexity
without the effect of different voices.

6. Effect of English Nativity

Watson et al. (2013) suggests that native NZE speakers are more attuned to
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synthetic NZE speech than non-native NZE speakers. In this section, we com-
pare between the native NZE speaker group with the non-native NZE speakers
in terms of their results with sentence and word complexity.

Native Non native Native Non native Native Non native Native Non native Native Non native

1 2 3 4 5

0

25

50

75

Sentence Type

N
um

be
r 

of
 R

es
po

ns
es

Fully Incorrect Partially Correct Fully Correct

Figure 7: Distribution of responses relative to sentence type for native and non-native speakers

Figure 7 shows the distribution of how well native NZE speakers and non-
native NZE speakers could understand the sentences. Native participants were
more likely to get responses fully correct, especially for Type 1 sentences. Non-
native NZE speakers had more trouble with Type 4 sentences, which starts with
a question word. We also see native speakers comprehending individual words
slightly better than non-native speakers for the lower number of syllables in
Figure 8 and Figure 9.

While there is significant difference between nativity for sentence complexity
(χ2(1) = 5.5, p=.02) and for word complexity (χ2(1) = 6.47, p=0.01), there is no
evidence of interaction between nativity and sentence type, number of syllables
and WCM.

This supports the conclusion from Watson et al. (2013), where while there
was no difference between L1 and L2 speakers in understanding natural speech,
they found a difference when the participants listened to synthetic speech, sug-
gesting that listening to synthetic speech adds extra cognitive load to language
processing for L2 speakers. Past Blizzard challenges have also reported on how
the SUS part of their tests was favoured by native speakers the most, where they
found the nonsense sentences to be amusing. On the other hand, non-natives
found it the most difficult section (Fraser and King, 2007).
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Figure 8: Comparing response correctness of native and non-native speakers relative to word
complex measure
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Figure 9: Comparing response correctness of native and non-native speakers relative to word
complex measure
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7. Effect of Word Frequency

While the sentences were designed to be semantically unpredictable to avoid
any cognitive effect, the frequency of the words themselves may make some
words easier to understand than others. The list of words were put through the
Sublexus database (Brysbaert and New, 2009) and grouped according to their
occurring frequency count to examine word frequency effect on their correct
rate. Using a linear mixed effect model with the frequency groups as fixed
effect, a likelihood ratio test showed that there is significant difference of word
frequency on the correct rate (χ2(1) = 19.81, p<0.001). We then examined the
effect of frequency groups with either number of syllables or WCM, by adding
into the model either of the factors as fixed effect. Inputting the model into
anova() from the lme4 package (Bates et al., 2015) in R however, showed a
much greater F value for number of syllables (F(1)=167.36), than for the word
frequency groups (F(1)=3.9) (and when comparing between WCM (F(1)=121)
and word frequency groups (F(1)=4.37)). We can observe this from the results
where the word ’pregnant’, a relatively rarer word, was easier to perceive than
’burn’, a relatively more common word. This suggests that while word frequency
has an effect on how easy it is for the participants to recognise, the effect is much
smaller than that from the number of syllables or WCM.

It is also interesting to note that from the current study, while frequency
of the word does contribute to how easy the word is to be recognised, it is the
phonetic complexity of the words that have a greater effect. This suggests that
just because a word is frequently used, does not mean that it can be easily
recognised in an unfamiliar environment. However, more testing with a bigger
word dataset is required to verify this. On the other hand, we also observed
words with affricates tend to be recognised fairly easily (e.g. ’jumped’) in the
current dataset. This could be attributed from the rarity of affricates in English,
but again, we have a very limited set of words in the current study to make an
observation. In the previous section we discussed how it may be useful to include
the criteria of consonants from Stoel-Gammon and Jakielski’s measures for L2
speakers.

Similarly, looking at the consonant sound and their occurring frequency may
also give us different insights as the less frequent the sound occurs in the lan-
guage, the more unique a word with the particular sound would be. Also, the
fact that we found lesser frequency effect may be due the current study us-
ing the words from the top 5000 common word list. Nevertheless, due to the
increased cognitive load for processing synthetic speech, we recommend using
familiar words to design the dialogue for synthetic speech systems.

We have mentioned in the beginning of the paper that hearing loss and
age also contribute to difficulty in understanding synthetic speech. There are
obvious differences in the types of difficulties they would experience compared to
L2 speakers and therefore we cannot make any assumptions from our data where
we were only able to look at the effect of nativity. As a next step, the current
study needs to expand to include participants with hearing loss and elderly
participants to investigate how we can make synthetic speech more accessible
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to them. This will be of particular interest especially to the healthcare arena,
where it is vital for robots to communicate intelligibly to their users.

8. Conclusions

Our current findings also support existing robot dialogues such as medicine
reminders where medicine names are reported to be hard to comprehend if you
hear them by itself without context as shown in (Wolters et al., 2007b; Watson
et al., 2013). However the Word Complexity Measure results from this current
study suggests that as long as the listeners are familiar with the medicine names
and expect to hear them in reminders, the medicine names, being relatively
unique phonetically, should be easy to capture.

In this study, we analysed the results from a perception test using seman-
tically unpredictable sentences to examine how different sentence types and
word complexities can affect intelligibility in unfamiliar context. While word
frequency also affected how well participants could understand the words, pho-
netic complexity of the word had much greater effects. We also saw nativity as
a factor influencing the results, but unfortunately we did not have enough par-
ticipants to look at age and hearing loss related effects. Overall, we found that
in order to make synthetic speech system more intelligible especially for those
vulnerable to communication problems such as non-native speakers, dialogue
should be designed to have straightforward sentence structures with phoneti-
cally unambiguous words.
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