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Abstract

An alternative design of masker for real-time speech masking is proposed. Time-reversed speech, which is also
adopted in the proposed design, has been commonly used for speech masking because of its efficient performance in
making the target speech unintelligible using informational masking. However, previous studies revealed that a time-
reversed speech causes more annoyance and cognitive distraction for the listeners. Meanwhile, although generating
time-reversed speech from the target speech would help improve masking effectiveness, it would require real-time
processing as the target speech would not be available beforehand. The proposed masker design utilises techniques
known for minimising discontinuities in the waveform of synthesised speech in order to minimise annoyance and
distraction to the listeners. The design also avoids processes that hinders real-time generation of the masker.

Results of subjective listening tests reveal that the proposed design is able to compromise the level of annoyance
and the masking effect. Only marginal improvement is observed in the level of distraction. Further attempt to mitigate
annoyance of the proposed masker by adding artificial reverberation did not help as it also reduces the masking effect

significantly.
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1. Introduction

Speech privacy in buildings is a long-standing prob-
lem in the area of building acoustics [1, 2]. Due to
denser population in urban areas, the problem has been
attracting more attention in various types of spaces in
building such as open plan offices [2, 3]. Commonly
used techniques for protecting speech privacy include
installing partitions and sound absorptive materials into
the building, but their installation would be costly there-
fore they are not suitable for frequent changes of floor
plans. Speech masking is another technique that covers
up the target speech (i.e. the speech that needs to be
concealed) utilising the effect of auditory masking. It is
realised by projecting a masker (i.e. sound that covers
the target speech) into the environment from loudspeak-
ers. Unlike other available techniques, speech masking
does not require installing physical structures into the
environment [4], allowing the technique to be a more
cost effective option.

Choosing a right masker design is the key to the suc-
cess of a speech masking system. Masker design can be
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classified into two categories based on the types of audi-
tory masking induced by the masker. Traditional masker
designs use energetic masking, which occurs when the
excitation or neural response of basilar membrane on
cochlea in a given frequency range caused by the target
speech is less than that produced by masker [5]. Broad-
band stationary noises such as pink noise, HVAC (Heat-
ing, Ventilating, and Air Conditioning) systems noise
[6], or some nature sound such as water based noise [7]
are examples of maskers using energetic masking.

On the other hand, it has been revealed that some
types of masker are able to induce informational mask-
ing, which hinders listeners’ high level ability trying to
“spotlight” particular spectro-temporal regions of sound
to perceive the context in the target speech [8]. Rhe-
bergen ef al. [9] have found that speech-like masker
is able to induce informational masking because the
sound contains spectral components similar to that of
the target speech. This is particularly the case when the
target speech itself is used as the seed of the masker
[10, 11]. When the masker is generated from the tar-
get speech itself, it is essential that the context in the
original target speech is completely destroyed once it is
in the form of masker. A commonly used speech-like
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masker that addresses this issue is time-reversed speech
[10, 11, 12, 13]. Time-reversing is an artificial manip-
ulation applied to a speech which is able to convert the
speech to be a meaningless sound while maintaining its
“speech-like-ness” [14].

Three factors should be considered when a masker is
designed. Without any doubt, maximising the masking
effect should be the top priority in designing a masker.
Here the effectiveness of a masker is measured by to
what extent the masker is able to reduce the intelligibil-
ity of the target speech. This can be measured by ei-
ther subjective listening tests or objective metrics [11].
Generally a greater masking effect is achieved when the
volume of the masker is increased. Therefore masking
effect has to be measured at a fixed target-to-masker ra-
tio (TMR) when the effect of more than one masker is
compared.

The second factor to be considered in masker de-
sign is minimising annoyance and distraction because a
masker should not annoy listeners nor affect their cogni-
tive performance [15, 16, 17]. There are potentially sev-
eral causes of annoyance and distraction induced by a
masker. Studies in cognitive research suggest the detri-
mental effect of variation of sound intensity to the cog-
nitive performance, which is widely accepted as irrele-
vant sound effect (ISE) [18, 19]. Some previous studies
[20, 21, 22] address this issue with particular focus on
speech-like maskers. In terms of annoyance, it is also
known that amplitude modulation (i.e. short-term varia-
tion of sound level) of a masker annoys listeners [23].
The discussion in [13, 24] particularly focused time-
reversed speech, which also implies that rapid tempo-
ral variability of intensity (i.e. volume) of the masker
would increase annoyance. This can also be inferred
from the experimental results of the first author’s previ-
ous work [25]. Overall, these studies inform that min-
imising the sudden temporal change of sound intensity
would help reduce the annoyance and distraction caused
by a masker.

The third factor is specific to sound masking using
speech-like masker. Although the masking effect of a
speech-like masker is improved when the masker is gen-
erated from the target speech, the target speech will not
be available until the time when the masker has to be
projected. Thus, masker generation has to be imple-
mented in real-time [12]. A framework for real-time
implementation of informational masking has been pro-
posed in [26]. As shown in Figure 1, a real-time speech
masking system captures the target speech using micro-
phones, generates the masker based on the information
collected from the observed target speech, and emits the
masker from a loudspeaker. A series of such processes
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Figure 1: Real-time informational masking system [27].

has to be realised in real-time. To this end, the amount
of delay caused by the masker generation has to be min-
imised.

The aim of this study is to propose a new masker
design that addresses all three factors discussed above.
The authors have conducted a preliminary study which
proved that minimising discontinuities between frames
caused by the time-reversing contributes to mitigate
annoyance [27], as the discontinuities created audible
click-like sounds. This paper further investigates the
performance of the proposed masker design with a com-
prehensive set of experimental results obtained by re-
conducting the subjective listening test. One significant
extension from the previous report is the introduction of
another masker which incorporates the ideas presented
in [25] and [27] for mitigating annoyance and distrac-
tion.

The rest of this paper is organised as follows. Section
2 is devoted to elaborating the proposed masker design.
Details of the subjective listening tests are presented in
Section 3. Section 4 gives the experimental results and
discussions. Finally the paper is concluded with some
remarks in Section 5.

2. Proposed masker design

The proposed masker design adopts time-reversed
speech but revises its generation procedure to satisfy
the requirements discussed in Section 1. This section
explains the details of the proposed masker design.

2.1. Time-reversed Speech

Time-reversing is applied to a speech on a frame-by-
frame basis. The speech signal is segmented into fixed
length frames (e.g. 160 ms [10], 5 to 240 ms [11], and
500 ms [13]), then the signal of each frame is time-
reversed, which means that the sample at the beginning
of the frame is flipped to the end, and that at the end is
brought to the beginning. Once the time-reversing pro-
cess is applied to all frames, the position of the frames



within the entire sentence is randomised. Finally these
randomised frames are concatenated to generate time-
reversed speech.

There are two issues that have to be addressed with
regard to the time-reversed speech being used as a
masker to satisfy the requirements discussed in Section
1. As already discussed, [13] reports that masking with
time-reversed speech causes higher annoyance and dis-
traction to the listeners. Further they point out such an-
noyance and distraction would be caused by the sud-
den temporal change of sound intensity. Another issue
is with real-time implementation of the masking design
method, which is also addressed in [12]. The original
time-reversed speech requires the randomisation pro-
cess, which may cause extra algorithmic delay in the
masker generation. The rest of this section will be de-
voted to introducing a few considerations for overcom-
ing these issues.

2.2. Mitigating signal discontinuities

In the field of speech signal processing, there are sev-
eral fundamental methods available for mitigating the
detrimental effect of discontinuities between frames. In
this study, following techniques: i) frame segmentation
using pitch marks, ii) frame concatenation with overlap-
and-windowing are introduced to the design of masker.

2.2.1. Variable frame size using pitch marks

A speech signal can be categorised as voiced or
unvoiced sections depending on the difference in the
mechanism of the sound production. Much of the
speech energy resides in the voiced section, where the
sound waveform becomes nearly periodic since the vo-
cal folds vibrate periodically during the production of a
voiced sound. The fundamental frequency of this glottal
pulse (also known as pitch) determines the pitch period.
The pitch period can be estimated by detecting the loca-
tion of the short-term energy peak of each pitch pulse in
a speech signal [28].

In the proposed masker design, pitch marks in the
voiced section of a speech signal are detected and
utilised as a reference for the frame segmentation in the
generation of time-reversed speech. Since pitch marks
usually indicate the short-term energy peak in each pitch
period, pitch marks themselves are not suitable for be-
ing used as the boundaries of frames since division of
the speech signal at such energy peak would cause sig-
nificant discontinuity of the signal. Thus, the first zero-
crossing point after the energy peak of each pitch period
is selected as the point of frame segmentation.

2.2.2. Frame concatenation with
Windowing

Overlap-and-

Windowing is a classical signal processing technique
that is used to segment a signal into frames. Windowing
is also used to minimise the discontinuity in the wave-
form when the signal is reconstructed by concatenating
a series of frames. Typical windowing functions used
for this purpose in speech signal processing are Hann
and Hamming windows [29]. Concatenating windowed
frames would cause more silent period in the masker
especially when the edges of the selected window has a
tapered shape e.g. Hann and Hamming windows, which
would reduce the effect of masking. To minimise si-
lence in the masker, adjacent frames may be slightly
overlapped when they are concatenated.

2.2.3. Adding reverberation

Hioka er al. [25] suggests adding reverberation to
a time-reverse speech would also mitigate annoyance
caused by the masker. Since the process of adding rever-
beration may be deemed as applying a low-pass FIR fil-
ter to the masker, it would also have an effect to mitigate
signal discontinuities. A drawback of this processing is
the introduction of additional delay to the masker gener-
ation process as the length of the FIR filter coefficients
for adding reverberation would typically be long, from
a few hundred milliseconds up to a couple of seconds.

2.3. No randomisation

The original procedure for generating a time-reversed
speech [10] includes randomisation of frames. For real-
time implementation, this has made the algorithm re-
quire buffer that keeps the sample values of the speech
that have already been observed, which would cause ex-
tra algorithmic delay in the masker generation process.
In order to minimise algorithmic delay, like an attempt
made by [12], the proposed masker design does not ran-
domise the frames; meaning the frames with reversed
speech are concatenated in the original order. This en-
sures that the amount of delay caused by generating the
masker will be equivalent to the size of frames, assum-
ing that the computational delay (i.e. time taken to run
the procedure) is negligibly small.

2.4. Algorithm for generating the proposed masker

The overall algorithm used for generating the pro-
posed masker is summarised below. Consider a speech
signal s(¢) recorded from the target speaker sampled at
the sampling frequency f, where ¢ denotes time. This
signal is used as the seed for producing the masker.
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Figure 2: Procedures for generating the proposed masker.

e Step 1: The generation of the masker is conducted
by frame-by-frame basis starting from the begin-
ning of the speech signal. A duration 7z is ex-
tracted as the /-th frame denoted by s/ ,(1) = s(7)
(T; <t < T+ 7y) (Figure 2(a)), where [ is the
frame index (i.e. [ = 1 for the first frame) and 7T is
the starting point of the /-th frame. The extracted
signal is examined if it predominantly covers the
voiced or unvoiced sections of the speech signal.
If it is determined as an unvoiced section, the sig-
nal is used as it is without further processing and
the algorithm moves to the next frame.

Voiced/Unvoiced signal detection procedure: The
voiced or unvoiced detection is based on 3 features
of the speech signal: (i) zero crossing rate, (ii)
magnitude sum function, and (iii) pitch. The
(i) zero crossing rate is the number of times the
speech signal crosses the zero amplitude per unit
time. This is calculated for every frame [/ of the
speech signal based on the formula:

zC =05y |Sgn(5f1,l (%1) = sgn(ssu (%))‘ ,
where n is the sample index of the signal. The zero
crossing rate provides good distinction between

the voiced and unvoiced sections of the speech
signal as number of the zero crossings is lower
for the voiced sections compared to the unvoiced
sections [30]. In unvoiced sections presence of
noise-like signal causes more number of zero
crossings, while for the voiced sections the pitch
frequency component has lower number of zero
crossings.

The (ii) magnitude sum function (MSF) is calcu-
lated for every frame [ of the speech signal based

on the formula: MSF, = Zﬁ;ﬂ |sgn (sfl,l(]%)>| )
The voiced sections of speech have higher energy
compared to the unvoiced sections which are quan-
tified by the MSF. The (iii) pitch is calculated using

autocorrelation of the speech frame [31].

In all the three methods, a threshold is heuristi-
cally set based on the overall feature value of the
speech signal. If the feature value of a particu-
lar speech frame is higher than its corresponding
threshold, the frame is marked as voiced. Other-
wise, the frame is marked as unvoiced. Ultimately
only frames whose results from all the three met-
rics are marked as voiced are classified as voiced



frames, otherwise they are determined as unvoiced
frames. Details of these voiced or unvoiced detec-
tion can be found in [30, 32].

Step 2: If the frame is a predominantly voiced sec-
tion (like the /-th frame s ,() in Figure 2(a)), then
pitch marks (Section 2.2.1) within the frame are
detected. These pitch marks refer to the peak of ev-
ery time period of the voiced section of the speech
(red dashed lines in Figure 2(b)).

Pitch marks detection procedure: The pitch marks
are detected based on the short term energy spec-
trum [33]. For this an approximate pitch contour is
calculated based on the energy peaks, and the pitch
marks are placed at the peaks of the short term en-
ergy function.

Step 3: Once the pitch marks are identified, then
the zero-crossing point closest to each pitch mark
is searched (green solid lines in Figure 2(c)).

Step 4: For frame segmentation using pitch marks,
the start and end points of the frame are replaced by
the zero crossings closest to the first and last pitch
marks in the frame (Figure 2(c)). The new speech
frame with the revised start and end points is given
as sp(1) (0 <t < 742 ), Where 74, is the length of
the new frame (Figure 2(d)). When the start or end
points are already in the silence of the speech, e.g.
the start point of the /-th frame, it is left unchanged.

Step 5: The signal in the revised frame, s5;(t),
is time-reversed by flipping it across the time axis
providing s}z,z(t) = $pi(tpy — H. A window-
ing function w(f) is multiplied to the time-reversed
speech frame providing s’fzyl(t)w(t) (Figure 2(e)).

Step 6: Consider the next frame, which starts from
7, before the end of the previous frame where 7, is
the length of the frame overlap (Figure 2(d)). Re-
peat Steps 1 to 5, and the resultant windowed frame
is concatenated with the previous frame where
overlapped part is replaced by the signal of the new
frame (Figure 2(f)).

Step 7: Steps 1 to 6 are repeated until the end
of the entire speech signal s(¢). If the last frame
is shorter than 7y, it is time-reversed, flipped
and concatenated with the previous frame by over-
lapping. Finally, a time-reversed speech with
frame concatenation with overlap-and-windowing
(OLaW) s'(¢) is provided (Figure 2(f)).

o Step 8 (additional): Artificial reverberation may
be added to the generated masker s'(¢) providing
1oy (t) = h(t) * s'(¢), where * denotes the convolu-
tion and A(¢) is the impulse response of the artificial
reverberation [25].

3. Subjective listening test

Performance of the proposed masker design was ver-
ified and compared with other types of masker design
by subjective listening tests. Details of the tests are pre-
sented in this section.

3.1. Stimuli

Six different types of maskers listed below were used
as stimuli in the subjective listening test.

1. Pink noise (Pink).

2. Babble noise [34] (Babble)

3. Time-reversed speech with randomly re-ordered
frames [10] (T-rev).

4. T-rev with artificial reverberation [25] (T-rev + Re-
verb).

5. Proposed design (Step 1 to 7) (OLaW)

6. Proposed design with artificial reverberation (Step
1 to 8) (OLaW + Reverb)

Of those six types, Pink and Babble are the conven-
tional types of masker that have been commonly used
for speech masking [35, 36]. Since generation of these
masker do not require the target speech as a seed, their
properties are also independent from that of the target
speech. Pink is a typical masker that purely relies on
energetic masking whereas Babble may induce partial
effect of informational masking as it consists of speech
too, but does not originate from the target speech. On
the other hand, the masker of remaining types are all
generated from the target speech, which induce infor-
mational masking. The two types proposed by previous
studies, T-rev [10] and T-rev + Reverb [25], both involve
randomisation of the time-reversed frames so that these
masker designs involves more computational overheads
for real-time masking systems. The difference between
T-rev and T-rev + Reverb is that the latter adds artificial
reverberation to the masker generated by 7-rev which
has proven to be able to reduce annoyance caused by
the masker [25]. OLaW is the proposed masker using
Hann window [29] for w(¢) in Step 5 stated in Section
2.4. Finally OLaW + Reverb is the masker generated by
adding the same artificial reverberation used to generate
T-rev + Reverb to OLaW. For the amount of artificial
reverberation added for T-rev + Reverb and OLaW +



Table 1: Comparison of masker used for the experiments

Stimulus Masking effect Overhead
(E: energetic, for real-time
I: Informational) | implementation®
Pink E N/A
Babble E+I (partial) N/A
T-rev E+I +++
T-rev + Reverb E+I ++++
OLaW E+I +
OLaW + Reverb E+I ++

*More number of “+” indicates higher amount of
computational overhead.

Reverb, 0 dB was chosen for the direct-to-reverberation
ratio (DRR) used in [25]. The length of the filter for
adding the artificial reverberation was 0.275 s. Table 1
summarises the properties of each type of masker used
in the tests.

The audio file “Speech Babble” in Noise Data
database of Signal Processing Information Base (SPIB)
[34] was used for Babble. On the other hand, all other
maskers (10 for each masker type) were generated from
40 speech sentences randomly selected from the cor-
pus of the Harvard sentences [37]. The Harvard sen-
tences consist of phonetically balanced sentences that
contain specific phonemes in the same frequency of oc-
currence seen in the English language. 150 ms was se-
lected as the frame size of time reversing (7 for the
proposed method) by following [13]. The length of the
frame overlap (1) for the proposed method (OLaW and
OLaW+Reverb) was set to 50 ms. All maskers used in
the listening tests were normalised by their power in or-
der to keep the TMR at the listener’s position consistent.
Based on the finding from a preliminary experiment, the
TMR value at the participant’s seat was set at —3 dB be-
cause it provided a reasonable degree of masking effect
without causing significant ceiling or flooring effects.

Except the Annoyance Test where only the masker
is evaluated, both the target speech and masker were
played at the same time by saving the signals as a stereo
file, with one track containing the masker and another
track containing the target speech. This allows both
tracks to be perfectly synchronised and played simul-
taneously from different loudspeakers. Although the
listening test was conducted using an off-line system
(i.e. all masker was generated prior to the listening test),
in order to replicate the real-time implementation, the
masker was delayed by 160 ms compared to the target
speech by taking into account the algorithmic delay of

150 ms (equal to the frame size) for the masker genera-
tion plus 10 ms figuring in the computational delay. The
sampling rate of the audio files was 16 kHz.

3.2. Testing environment

The listening tests were conducted in the listening
room of the Acoustics Laboratory at the University of
Auckland, New Zealand, the general layout of which is
shown in Figure 3(a). The listening room was sound
proofed and had an acoustically separated area for the
examiner and computer to be located, with the aim to
isolate the participants from any potential noise sources.
The level of ambient noise in the listening room was 18
dB(A) and the reverberation time was approximately 0.3
s at the frequencies between 100 and 1 kHz.

Two loudspeakers were placed in the middle of the
listening room. As shown in Figure 3(b), the front loud-
speaker, which acted as the masker source, was placed
2.5 m away from the participant’s seat. The back loud-
speaker, which was utilised to project the target speech,
was placed at a distance of 3.5 m away from the partic-
ipant’s seat. The height (from the floor to the centre of
the cone) of the front loudspeaker was 1.30 m which is
kept lower than that of the back loudspeaker being 1.04
m, and both were placed in direct sight from the par-
ticipant’s seat to ensure that the participant was able to
perceive the sound waves directly propagating from the
loudspeakers. A computer screen, a wireless keyboard
and mouse placed in front of the participant’s seat were
used by participants to enter their responses through a
Graphical User Interface (GUI).

The volume of the loudspeakers were calibrated to
ensure the TMR at the participant’s seat was set at —3
dB. The volume of the back loudspeaker was initially
adjusted to project a normalised speech file at the level
of 58 dB(A) at 1 m away from the loudspeaker, i.e. front
loudspeaker’s position. The decision to use 58 dB(A)
was made since the standard average sound level of a
typical conversational speech at normal volume ranges
between 55 and 60 dB(A) at the distance of 1 m. The
sound level at the participant’s seat was then measured
which was 52 dB(A). To make sure the TMR was kept at
—3 dB, the volume of the front loudspeaker was hence
calibrated to have the sound level of 55 dB(A) at the
participant’s seat.

3.3. Farticipants

The participants were widely recruited from staff and
students at tertiary institutes around Auckland region.
Participants were given a voucher worth 10 NZD when
they agree to participate the test. A group of 20 partici-
pants (5 females and 15 males; 17 in age group 18 — 29,
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Figure 3: Position of loudspeakers and participants.

one in 30 — 39, two in 60+) were tested. Based on their
self-reporting, none of them had any hearing disabili-
ties, and all participants were native speakers of English
or bilingual speakers who speak English as their first
language. All participants sat the entire test, each tak-
ing approximately one hour.

3.4. Testing Design

The main design criteria to be considered in this study
was three-fold apart from applicability to real-time im-
plementation which has already been addressed in the
design procedure; namely the intelligibility of the tar-
get speech, the annoyance caused by the projection of
the masker and its distraction. In order to measure the
performance of the proposed masker design in terms
of these three criteria, three tests were designed and
conducted. The test was approved by the The Univer-
sity of Auckland Human Participants Ethics Committee
(015933).

3.4.1. Intelligibility Measurement Test

The first test measured how well the intelligibility of
the target speech was reduced by the masker. This was
realised by projecting a target speech and masker to a

participant simultaneously. Participants were required
to transcribe the sentence of the target speech through
the GUI provided. A total of 60 Harvard sentences con-
sisting of 5 to 10 words were used for testing the six
different types of masker, namely 10 different Harvard
sentences were used for each type of masker. Additional
3 sentences were projected without a masker to test the
participants’ proficiency in English. The whole testing
process was controlled by the GUI, which was used to
play the stimuli as well as collecting participants’ re-
sponses. Participants were given up to 30 seconds to
enter the sentence they heard. They were able to move
on to the next stimulus by pressing a button on the GUI
if their response was completed before 30 seconds had
elapsed, otherwise the GUI automatically proceeded to
the next stimulus. The order of the type of masker pro-
jected was randomised but the same order and same sen-
tences were utilised for all participants to ensure a uni-
form test environment.

Once the data was collected, the scoring of the test
was conducted based on number of words that were
correctly transcribed by the participants. Each correct
word was given a score of 1, and incorrect words were
given no score. If a similar phoneme coverage word was
obtained, a half mark was given. Percentage of points
gained out of the total number of words in each sentence
was calculated, which was used as the evaluation met-
ric. A lower percentage indicates that the masker was
more effective in terms of reducing the intelligibility of
the target speech.

3.4.2. Distraction Measurement Test

The second test evaluated the degree of cognitive dis-
traction caused by the masker when a participant was
performing a task. A cognitive memory test similar
to that used in [13] was designed, whereby the partic-
ipant was subjected to a target speech and masker, and
was asked to memorise numbers/words presented on the
GUIL. The test consisted of two parts. In the first half of
the test, participants memorised a sequence of 9 ran-
domly selected integers ranging from O to 9 that ap-
peared on the GUI one after the other. The participants
were exposed to the target speech and masker while see-
ing the numbers/words. They were given 30 s to type the
answers after memorising them. There was a retention
period of 3 s before participant was able to enter their
answer. The numbers were presented in their numeric
formats, not in words.

In the second half of the test, the participants memo-
rised a sequence of 7 words that were randomly ordered
and presented to the GUI one after the other. The words
consisted of monosyllable and disyllable words that are



most commonly used in English. Examples of the words
included right, table, water, think, know, money, and
run, which had no relation to each other. The task was
to memorise the words in the correct order, while again
being exposed to a target speech and masker.

The choice of using 9 numbers and 7 words was made
based on some preliminary experiments conducted be-
fore the test. It was observed that using more numbers
made it too difficult to memorise correctly, which would
make it difficult to judge the effect of the masker as a
cause of distraction. On the other hand, remembering
few numbers (< 5) was very easy, again causing a sig-
nificant ceiling effect. Thus 9 was selected as the opti-
mum number for memorising numbers. Likewise, 7 was
given as the optimum number for the test using words.

Each type of masker was tested by 6 memory ques-
tions (3 for numbers and another 3 for words), in total
36 memory questions were given for each participant.
Same as the intelligibility measurement test, the type of
masker presented was randomised but the same stimuli
in the same order were utilised for all the participants.
The scoring was done in a similar manner to that in the
intelligibility test; namely a correct number or word was
given 1 mark each and the percentage out of the total
numbers/words (9 or 7) was calculated. Unlike the in-
telligibility test, a higher score here indicates a better
masker, causing less distraction.

3.4.3. Annoyance Measurement Test

Finally, an assessment from the participants regard-
ing the level of annoyance of each masker was collected.
The difference of this test from the distraction measure-
ment test is that the participants rated the masker subjec-
tively rather than performing a cognitive task to measure
the distraction objectively. In order to isolate the annoy-
ance caused by the target speech, only the masker was
projected to the participants in this test.

A Visual Analogue Scale (VAS) ranging from 0 to
10, 0 being most annoying while 10 being least annoy-
ing, was used to evaluate the level of annoyance. In to-
tal 10 sets of stimuli were tested, each set consisting of
Pink, Babble, and four other types of maskers generated
from the same Harvard sentence. Participants rated the
maskers in each set where they were allowed to com-
pare the maskers. Unlike other tests, participants were
allowed to listen to the maskers as many times as they
liked. The raw score of the VAS was used as a measure
of annoyance.

4. Results and Discussion

4.1. Statistical Analysis

For each test, the results collected through the experi-
ments were analysed statistically. Wilcoxon signed rank
test was utilised to compare the differences of the me-
dian scores across different types of maskers. Matlab
was used for every statistical analysis conducted. Statis-
tical significance was tested with the significance level
a = 0.05 (5%) after applying Bonferroni correction
[38].

4.2. Intelligibility Measurement Test

The box plot in Figure 4 shows the distribution of the
percentage of correct answer across all (i.e. N = 20)
participants collected from the intelligibility measure-
ment test. The distribution of each type of masker con-
sists of 200 (= 20 participants X 10 sentences) samples.
The average and standard deviation of the scores for the
tests with no masker were 99.44% and 3.19%, respec-
tively, suggesting all participants had full proficiency in
English.

Figure 5 shows the z-scores of the Wilcoxon signed
rank test. It can be said that there were statistically sig-
nificant differences between the median scores of every
masker except the combinations of Pink vs Babble, Pink
vs OLaW+Reverb, Babble vs OLaW+Reverb, and T-rev
vs T-rev+Reverb.

Among the types of masker evaluated, T-rev and 7-
rev+Reverb showed the highest effectiveness (i.e. lower
median percentage of correct answer) and the result of
statistical test suggests there was no significant differ-
ence between the two masker types. This result agrees
with the observation reported in the previous studies
[25, 27]. On the other hand, Pink and Babble were the
least effective masker (i.e. highest median percentage
of correct answer). The fact that there was no signifi-
cant difference between the two masker types suggests
the effect of informational masking induced by Bab-
ble may have been marginal making it rely on only en-
ergetic masking. The broad distribution of the scores
seen in Pink and Babble was mainly caused by the dif-
ference of sentences rather than by the difference of
individuals, which implies further tests with different
TMRs might be worthwhile to gain deeper insights in
future studies. In the box plot, the median score of
OLaW can be seen in-between these two groups of ex-
isting maskers. The statistical test result also shows that
OLaW is more effective than Pink or Babble but less
effective than T-rev or T-rev+Reverb. Finally, adding
artificial reverberation to the proposed masker seems
to have an detrimental effect to the performance of
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Figure 4: Boxplot showing the distribution of intelligibility scores.
The red lines in the boxes show the median of overall scores while the
bottom and top edges of the boxes denote the first and third quartiles of
the distribution, respectively. The whiskers show the 1.5 interquartile
range.

the masker given that OLaW+Reverb performed signif-
icantly worse than OLaW whereas there was no signifi-
cant differences from Pink and Babble.

Overall the results indicate that the proposed method
is not as effective as the original time-reversed speech
(T-rev) nor its variant (T-rev+Reverb) but still main-
tained the advantage of informational masking over the
conventional speech masking relying predominantly on
energetic masking (pink and Babble). The performance
degradation from the original time-reversed speech may
be explained by a few reasons. One would be the ab-
sence of the frame randomisation in the generation pro-
cess. A previous study has revealed that the intelligi-
bility of the contents in a time-reversed speech (without
randomisation) does not degrade when the frame size is
shorter than 50 ms and it still maintains 50% intelligibil-
ity at 130 ms [14]. This means a time-reversed speech
without randomisation would sound more like a normal
speech resulting in making the effectiveness of the time-
reversed speech similar to that of Babble. Although the
frame size used for generating OLaW was a bit longer
150 ms, similar phenomenon might have happened to
the proposed masker. For more insights, further exper-
iments that investigate the effect of randomisation pro-
cess with different frame length need to be conducted.
Another possible cause would be removing discontinu-
ities in a waveform which generate pulses that would
have added extra masking effect.

4.3. Distraction Measurement Test

The box plots in Figure 6 show the distribution of
scores across 20 participants collected from the distrac-
tion measurement test. The scores are represented by
the percentage of correct answers, which incorporates
the results obtained from each memory test, i.e. 9 num-
bers or 7 words, into one set of data by converting the

T-rev OLaWw
Babble T-rev +Reverb OLaWw +Reverb
Pink n.s. 9.217 8.974 3.565 n.s.
Babble 9.338 3.701 n.s.
n.s. -7.707 -9.673
T-rev
+Reverb -8.179 | -10.015

Figure 5: z-scores of the Wilcoxon signed rank test for intelligibility
scores. Values show the z-scores of the pairs of maskers the null hy-
pothesis of which is rejected by 5% significance level after applying
Bonferroni correction.

number of correct answer to percentage. The distribu-
tion of each type of masker consists of 60 (= 20 speak-
ers X3 word sets/number sets) samples. Figure 7 shows
the matrix table of the z-scores of the Wilcoxon signed
rank test. Since there was no combination with signifi-
cant difference using the same criterion, no z-scores ta-
ble is required for the results of the word test.

Overall, different trend can be seen between the num-
ber and word tests. In the number test (Figure 6(a)),
Pink marked the highest median score (i.e. less distrac-
tion) whereas Babble performed the worst (i.e. more
distraction), leaving all other types of masker in a simi-
lar range (around 55%). The statistical test result shows
there were only two combinations that show a signif-
icant difference, i.e. Babble vs T-rev and Babble vs
OLaW, Babble being more distractive than others. This
may be the result of participants having been more dis-
tracted because of the high intelligibility of contents in
Babble.

On the other hand, no difference was observed from
the word test suggesting the experiment was not well
designed to measure the degree of distraction. A pos-
sible reason for seeing such results would be the fact
that the experiment tested only at a single value of the
TMR fixed at —3 dB. As briefly mentioned in Section
1, distraction could be caused not only by the masker
but also the target speech. The experiment would have
measured the distraction caused only by the masker for
some masker such as T-rev and T-rev+Reverb given that
their median intelligibility scores were very low. On the
other hand, the scores for maskers identified as less ef-
fective, e.g. Pink and Babble, would have included dis-
traction caused both by the masker and target speech.
Further study should be conducted to isolate the causes
of distraction using different TMR. In addition, it is also
recommended to design a more effective testing method
in order to accurately measure the degree of distraction
caused by masker.
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Figure 6: Boxplot showing the distribution of percentage of correct
answer provide by the memory test. The red lines in the boxes show
the median of overall scores while the bottom and top edges of the
boxes denote the first and third quartiles of the distribution, respec-
tively. The whiskers show the 1.5 interquartile range.

4.4. Annoyance Measurement Test

For the annoyance measurement test, the VAS scores
collected from each participant were averaged across
maskers generated from ten different sentences. The
distribution of the scores are provided in Figure 8, with
the scores out of 10 being the least annoying sound
based on the participants’ opinions. The distribution of
each type of masker consists of 200 (= 20 participants
%10 sentences) samples. Figure 9 shows the matrix ta-
ble of the z-scores of the Wilcoxon signed rank test. It
can be seen that there were statistically significant dif-
ferences between the median scores of every masker ex-
cept the combinations of T-rev+Reverb vs OLaW.

According to Figure 8 Babble received the highest
median score meaning participants rated it as the least
annoying masker. This is followed by Pink but it has
much broader distribution suggesting participants’ pref-
erence on Pink are more divided compared to Babble.
On the other hand, all masker using the target speech as
their seed received much lower scores. Such order of
annoyance score could be explained by the familiarity
of the sound [39] because both Pink and Babble can be
easily seen in our day-to-day life whereas most partic-
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T-rev OLaWw
Babble T-rev +Reverb OLaWw +Reverb
Pink n.s. n.s. n.s. n.s. n.s.
Babble n.s. -3.269 n.s.
n.s. n.s. n.s.
T-rev
+Reverb

Figure 7: z-scores of the Wilcoxon signed rank test distraction scores
for the number test. Values show the z-scores of the pairs of maskers
the null hypothesis of which is rejected by 5% significance level after
applying Bonferroni correction.

0r

Annoyance score
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T-rev+Reverb OLaW OLaW+reverb

Pink Babble T-rev

Figure 8: Boxplot showing the distribution of annoyance scores. The
red lines in the boxes show the median of overall scores while the
bottom and top edges of the boxes denote the first and third quartiles of
the distribution, respectively. The whiskers show the 1.5 interquartile
range.

ipants would have never been exposed to time-reversed
speech before. Of those maskers based on time-reversed
speech, T-rev was perceived as the most annoying
masker with lower scores. T-rev+Reverb and OLaW,
which were on par, received slightly better scores and
a even higher score was given to OLaW+Reverb. The
order of preference for the existing maskers agree with
the results reported in [25].

Overall these observations suggest that the proposed
masker has some advantage over the original time-
reversed speech (7-rev) to mitigate annoyance. The ex-
tent of improvement in annoyance is comparable to but
is not more than that of adding an artificial reverberation
(T-rev+Reverb). However, it is worthwhile to emphasise
that the proposed masker is suitable for real-time imple-
mentation which is not the case for T-rev+Reverb. Fur-
ther mitigation of annoyance is also expected by adding
artificial reverberation to the proposed masker.

4.5. Overall discussion

Looking over the results of the three measurement
tests allows us to draw a few further findings. By com-
paring the results of the intelligibility and annoyance



T-rev OLaW
Babble T-rev +Reverb OLaw +Reverb
Pink -8.064 8.577 7.221 6.035 3.974

Babble

T-rev
+Reverb

Figure 9: z-scores of the Wilcoxon signed rank test for annoyance
scores. Values show the z-score of the pairs of maskers the null hy-
pothesis of which is rejected by 5% significance level after applying
Bonferroni correction.

measurement tests, there is a clear trade-off between the
masking effect and annoyance; namely a more effective
masker causes more annoyance, and vice versa. This
trend agrees with the findings in similar previous stud-
ies [13, 25, 27]. Among such trade-off, OLaW is lo-
cated between the two extremes allowing it to stand as
a compromise between masking effect and annoyance.
Although T-rev+Reverb has to be called an even better
compromise given that its annoyance was lower while
its effectiveness was as good as T-rev, it has to be re-
minded that 7-rev+Reverb is not suitable for real-time
implementation. OLaW+Reverb may be another option
for real-time implementation, however, adding reverber-
ation to OLaW does not seem to help improve its overall
performance as it degrades the effectiveness as a masker
while the improvement in annoyance is marginal. Thus,
overall OLaW has proven itself to be the best compro-
mise between effectiveness and annoyance for a real-
time speech masking system.

In terms of distraction, on the other hand, OLaW
has some advantage over Babble, causing less distrac-
tion while achieving better masking effect. However,
this has to be studied further since it has not been clear
whether the masker or the target speech are responsible
for distraction.

5. Conclusions

This study has proposed a new design of masker for
real-time informational masking. The proposed design
aimed at compromising the trade-off between annoy-
ance and distraction to the listeners while maintaining
the effect of masking the target speech. In addition,
the new masker design allows a system to generate a
masker in real-time, i.e. the masker is instantly gener-
ated from the target speech recorded, in order to make
the most use of the advantage of informational mask-
ing. Following a hypothesis that the discontinuities be-
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tween frames that occur in the process of generating a
time-reversed speech would be responsible for the an-
noyance and distraction, fundamental techniques used
in speech processing are applied to the time-reversed
speech to generate the proposed masker.

The performance of the proposed masker was evalu-
ated by three different types of subjective listening tests.
The results indicated that the proposed masker com-
promises the trade-off between masking effect and an-
noyance while enabling real-time implementation of a
speech masking system. Adding artificial reverberation
to the proposed masker did not help improve the overall
performance. Compared to annoyance, only limited im-
provement has been observed in mitigating distraction,
due to the fact that distraction could be caused both by
the the target speech and masker.

Further experiments have to be conducted to isolate
the cause of distraction which may be achieved by test-
ing the masker at different TMR. Comparison with other
commonly used masker types such as music or natural
sounds would also be another interesting topic for future
studies.
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