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Abstract

The present study investigates the effect of noise on speech intelligibility under an Ambisonics-based sound repro-
duction system, which is a commonly used technique for realising audio virtual reality. The sound reproduction
system was built in an anechoic chamber using a 16 channel spherical loudspeaker array. A commercially available
first-order Ambisonics microphone array was utilised for collecting room impulse responses of rooms with different
acoustic characteristics, and a decoder for generating signals rendered from the loudspeaker array. A subjective listen-
ing test was conducted in the sound reproduction system examining how intelligibility of sentences is compromised
by noise under virtually reproduced acoustics environments with various acoustical conditions. Particular focus was
given to investigating the effect of the amount of reverberation in rooms as well as the angular separation between the
target speech and noise sources, both of which are known to have a significant effect on speech intelligibility in real
(i.e. non-virtual) acoustic environment.

The experimental results suggest that the intelligibility of speech masked by pink noise was significantly reduced
under reverberant acoustical environments reproduced by the Ambisonics-based sound reproduction system compared
to the baseline anechoic environment. However, only marginal differences were observed between the acoustical
environments with different reverberation time. The effect of spatial release from masking was also observed under
the reproduced acoustic environments and showed some correlation with the accuracy of source localisation realised
by the sound reproduction system.

Keywords: speech intelligibility, spatial release from masking, virtual reality, Ambisonics, spatial acoustics, sound
source localisation

1. Introduction

Speech is an essential medium for human communi-
cation, but its intelligibility is often challenged by vari-
ous environmental factors. Speech intelligibility in ad-
verse environments has been actively studied in vari-
ous disciplines related to acoustics including psychol-
ogy of hearing [1], building acoustics [2], and linguis-
tics [3, 4]. The most commonly studied adverse con-
dition is noise; the detrimental effect of noise covering
the target speech resulting in poor speech intelligibility
is known as speech masking [5]. Speech masking is pri-
marily caused by the energy of the noise exceeding the
energy of the target speech triggering auditory masking
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(energetic masking) [6]. This effect is used for engineer-
ing applications, such as speech masking [7, 8, 9, 10].

The acoustics of the environment also has a signifi-
cant impact on speech intelligibility. For instance, rever-
beration produces an echo, which reaches the listeners’
ears with a delay, compared to the direct sound. This
causes another type of auditory masking called tempo-
ral masking, which results in degraded speech intelli-
gibility [11, 12]. In addition, the existence of noise in
reverberant spaces creates further significant decrease
of speech intelligibility. In contrast, acoustics of the en-
vironment can also help improve the intelligibility of
speech in noise by taking advantage of binaural hear-
ing [13]. Studies have shown that our hearing will
be “released” from masking when the positions of the
target and noise sources are spatially separated. This
phenomenon is known as spatial release from masking
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[14, 15, 16]. Extensive research has been conducted ex-
ploring the effect of spatial release from masking and
its effect in various applied scenarios in the real world,
such as classrooms [17] and open-plan offices [18]. In
addition, previous studies suggest that the effect of spa-
tial release from masking is reduced when the amount
of reverberation is increased [19].

These days speech communication over virtual real-
ity (VR) [20] is attracting huge interests from various
industries because of the wide variety of potential appli-
cations. Audio VR technologies that provide listeners
with an experience as if they were in a different acous-
tic environment (also known as auralisation) [21, 22]
have been emerging in the market. As the audio VR
technologies advance, enabling the replication of realis-
tic acoustic environments, the aforementioned problem
regarding speech intelligibility under adverse condition
also occurs, however, few studies have looked into the
problem under audio VR [23, 24, 25].

Several approaches to realise audio VR have been
investigated. Of those, binaural sound reproduction
(BSR) using headphones would be the most commonly
used approach because of its affordability from the
users’ perspective. A key requirement for BSR is the
head-related transfer function (HRTF) [26], which en-
capsulates the spatial acoustical cues of the environment
derived by both ears. Since measuring the HRTF of
individuals is time consuming, it is often replaced by
the HRTF measured by a dummy head. However, it is
known that the deviation from the actual HRTF causes
errors in the perception of reproduced sound. In ad-
dition, the fact that listeners have to wear headphones
and the sound source image does not track the listener’s
head motion could limit its applications.

To address these limitations, other approaches utilise
sound rendered from multiple channels of loudspeakers,
i.e. a loudspeaker array, which unlike BSR, requires no
HRTF measurement nor wearing headphones. Several
rendering methods are studied for processing signals
projected from the loudspeaker array. Of those, level
difference/time delay-based panning methods generate
perception of virtual sound sources by panning sound
across loudspeakers. Similar to BSR, the technique also
leverages the perceptual cues such as the inter-aural
time difference (ITD) and inter-aural level difference
(ILD). Sound field synthesis on the other hand aims to
physically recreate the sound field that would have been
generated had the sources been placed within the same
space, rather than relying on perceptual cues.

Two main sound field synthesis techniques have been
developed, namely wave field synthesis (WFS) [27] and
Ambisonics [28], which use different representations

of the sound field. WFS is based on the Kirchhoff-
Helmholtz integral, thus, the sound is considered as be-
ing produced by either the original primary source or
secondary sources spread across the wave front [29].
Ambisonics, on the other hand, is based on the theory
of spherical harmonic decomposition of sound, which
is able to consistently reproduce the sound field at the
centre of the loudspeaker array, i.e. the sweet spot.

A disadvantage of sound field synthesis is the number
of microphones and loudspeakers required to achieve
accurate measurement and reproduction of the origi-
nal environment. In general, implementations with a
lower number of microphones and/or loudspeakers re-
sult in less accurate sound reproduction. For Ambison-
ics systems, this is caused by the limited order of spher-
ical harmonic decomposition available, whereas WFS
is affected by aliasing and the truncation effect. How-
ever, there are countermeasures available for Ambison-
ics. With Ambisonics, a spherical microphone array
is utilised to measure the acoustical properties of the
original environment. The recordings will be mapped
to the signals projected by the loudspeaker array using
an Ambisonics decoder [30]. Some decoders are de-
signed in such a way that the reproduced sound field
will achieve the accuracy with the spherical harmonic
decomposition of higher order [31, 32, 33]. The avail-
ability of such techniques allows users to achieve high
quality Ambisonics-based audio VR using a relatively
small number of microphones and loudspeakers, allow-
ing the technique to be more affordable and popular op-
tion in recent years.

The previous studies investigating speech intelligi-
bility under audio VR [23, 24, 25] are all limited to
BSR. To date, no report has been made that investigated
speech intelligibility under loudspeaker array-based au-
dio VR. A state-of-the-art study by Dagan et al. [25]
reported that only first order spherical harmonic decom-
position was sufficient in order to benefit from spatial
release from masking under an anechoic environment
using BSR. However, they also suggest further research
to investigate whether first order spherical harmonics
is sufficient under other conditions. Being inspired by
this suggestion, the present research investigates the ef-
fect of noise with various spatial acoustics on speech
intelligibility using a first order Ambisonics-based 16
channel loudspeaker array sound reproduction system
(SRS) built in an anechoic chamber. In terms of the
varying spatial acoustics, a particular focus is given to
the amount of reverberation as well as the angular sep-
aration between the target speech and noise, neither of
which has been investigated in the previous study. The
reasons for paying special attention to the first order
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Ambisonics is not only because of the suggestion by
the previous study but also because various first order
Ambisonics microphone arrays are available in the cur-
rent market. Understanding its performance would be
of particular interest to practical engineers using audio
VR. Hence, all the hardware and software used in this
study to build the SRS are available in the current mar-
ket in order to allow readers to access the same system.

The rest of this paper is organised as follows. The de-
tailed specifications of the Ambisonics-based SRS used
in this study are presented in Section 2. Section 3 re-
ports the result of a preliminary experiment that mea-
sured the accuracy of sound source localisation realised
by the SRS. Section 4 describes the detailed design of
the subjective listening test, followed by its results and
discussion in Section 5. The paper is finally concluded
and future research in this area is identified in Section
6.

2. Ambisonics-based sound reproduction system

The overall process of the Ambisonics-based SRS
used in this study, specified in Figure 1, consists of three
steps: Measurement, Integration and Playback. In the
Measurement step, the effect of room acoustics is col-
lected by measuring the room impulse responses of ac-
tual rooms using an Ambisonics microphone array. In
the Integration step, sound files of A-format Ambison-
ics recordings are generated by integrating the measured
room impulse responses with a dry sound source. Fi-
nally, in the Playback step, the recordings passed from
the Integration step is converted to files played from a
spherical loudspeaker array using an Ambisonics de-
coder.

2.1. Measurement

Room impulse responses were measured to capture
the acoustical characteristics of physical rooms. In this
study, three rooms were selected with varying degrees
of reverberation so as to model a variety of listening en-
vironments. The three rooms were living room, lecture
theatre and church, the acoustical parameters of which
are detailed in Table 1. The key factors of interest with
regard to the acoustics of the rooms were reverberation
time (RT60) and speech clarity (C50) [34]. The T20
measure was used for calculating the RT60 values in
Table 1. As summarised in Table 1, the living room
had the shortest RT60 while the church had the longest.
C50 is an objective quantification of speech intelligibil-
ity, which takes into account the energy ratio between
direct and reverberant component of a measured room

impulse response. In general, a higher C50 suggests bet-
ter speech intelligibility. Due to C50’s dependency on
multiple factors including RT60 as well as the distance
between the source and receiver of the measurement, all
rooms were measured at the same distance of 2.5 m,
resulting in the living room measuring the highest C50
and the church the lowest C50.

Measurement specifications. The room impulse re-
sponses were measured by playing a swept sine sig-
nal of 131072 samples at sampling frequency of 96
kHz. The swept sine signal was played over a loud-
speaker (Genelec 8020D) connected to an audio inter-
face (Roland Octa-Capture), which was USB-connected
to a Windows 10 laptop computer. A first order Am-
bisonics microphone (Rode NT-SF1) was utilised for
recording the swept sine signal. The microphone con-
tains four uni-directional microphone capsules organ-
ised into a tetrahedral arrangement, each of which was
connected to the input channels of the audio interface.
The sensitivity of each capsule and the amplifier gain
of the input channels were calibrated to be equal to one
another. The loudspeaker was placed at a variety of az-
imuth angles in each room in order to capture the 3D
spatial sound effect of a single speaker facing the lis-
tener at different points in space. Both the cone of the
loudspeaker and the centre of the Ambisonics micro-
phone array were set at a height of 1.51 m, which was
maintained across the rooms measured.

2.2. Integration
Once room impulse responses were measured, they

were integrated with the signal of a sound source to gen-
erate the A-format Ambisonics recording. This process
includes applying a high-pass filter to the sound source
to remove low frequency noise below 60 Hz and nor-
malising them to ensure the energy of the audio files
are equal, before convolving it with the room impulse
responses. Convolution took place at the sampling fre-
quency of the sound source by downsampling the mea-
sured room impulse response. After convolution, the
recording was sent to the Playback step. Matlab R© was
used for the processes in the Integration step.

2.3. Playback
The Ambisonics recording file generated in the Inte-

gration step was decoded and played from a 16-channel
spherical loudspeaker array through an audio interface
(MOTU 16A) at the sampling frequency of 44.1 kHz.
To acquire the best performance of the SRS, listeners
sat inside the array on a chair which placed their ears at
the approximate centre of the sphere.

3



Ambisonics
Microphone

(Rode NT-SF1)

Audio Interface
(Roland 

Octa-Capture)

Laptop
Computer Convolution

Ambisonics Decoder
(Harpex)
+ Routing (Reaper)

Audio Interface
(MOTU 16A)

Loudspeaker Array
(Genelec 8020D)

Impulse Responses

92000 Hz sampling frequency

Dry Sound Source

Python GUI

Measurement

A-format
ambisonics recording file

Integration

Playback
16 ch audio signal

Figure 1: Flowchart of signal processing implemented in the developed sound reproduction system.

Table 1: Properties of measured rooms (RT60 and C50 values are averaged over the frequency range of 250 Hz to 4 kHz)

Room Approx.
volume
(m3)

RT60
(s)

C50
(dB)

Description

Living
Room

80 0.40 10.33 A sound listening room at the University of Auckland. Simulates
a typical domestic environment (living room). Small in volume.
Carpeted, plain painted walls, curtains and soft wall panels, plush
furnishings.

Lecture
Theatre

900 0.86 7.96 Lecture theatre MLT1 at the University of Auckland. Used for lec-
tures. Medium volume. Carpeted, plain painted walls/whiteboards
(reflective surfaces at front), flat plastic desks and plush chairs.

Church 2500 2.03 4.96 Saint Lukes Church in Remuera, Auckland. Used for sermons,
music performances, etc. Large volume. Carpet floor for half,
wooden floor for other half, large stained glass windows, stone
walls, high vaulted ceiling, wooden pews.

Ambisonics decoder specifications. For the decod-
ing process, a Harpex Ambisonics decoder [32] was
utilised, and Reaper, a free digital audio workstation,
was used for routing the decoded signals to the loud-
speakers by setting two tracks to cover the 16 channels.
Each hardware send in Reaper was connected to a sin-
gle output channel of the audio interface, which in turn
was physically connected to each loudspeaker.

Loudspeaker array specifications. A spherical loud-
speaker array system was built in the anechoic chamber
of the Acoustics Laboratory at the University of Auck-
land as shown in Figure 2. The array consisted of 16
loudspeakers (Genelec 8020D) that were supported by
aluminium frames shaped to form a sphere (diameter
of 4.25 m) and positioned at regular intervals along the
sphere. As can be seen in Figure 3, eight loudspeakers
were placed along the plane at the level of the centre of
the sphere (middle ring). Four were placed along the

top ring, angled inwards at 45 degrees towards the cen-
tre of the sphere, and another four were placed along
the bottom ring in a similar manner, again pointing at
the centre of the sphere. To support each loudspeaker, a
3D-printed mounting bracket was made using PLA fila-
ment.

Individual loudspeakers were calibrated to ensure
that the same sound level was achieved at each loud-
speaker when presented with the same 1 kHz tone.

3. Localisation performance of SRS

To quantify the performance of the system in terms of
reproducing spatial acoustics of real environments, a pi-
lot test was carried out. The test examined how listeners
perceive the intended direction of the sound source re-
produced by the SRS, given that one of the key interests
of this study is the effect of spatial release from mask-
ing. Participants were seated at the centre of the SRS,
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Figure 2: 16 channel spherical loudspeaker array built in the anechoic
chamber of the University of Auckland.

and they were told to indicate on a circular dial the di-
rection of where the target stimulus came from for each
trial, similar to that used in [35]. The minimum angular
resolution of the responses was one degree.

There were two types of target sounds: speech spo-
ken by a female and pink noise. Each target sound was
around 2 to 3 seconds long. These target sounds were
convolved with the room impulse response measured at
one of the eight directions (every 45 degrees) in one
of the rooms as specified in Table 1 as per the proce-
dure described in Section 2. As the baseline measure-
ment was under an anechoic environment, the localisa-
tion performance was also measured by projecting the
stimulus directly from one of the eight loudspeakers in
the middle ring of the SRS.

The participants were given a practice run of 10 tri-
als, where they familiarised with the system, using the
same stimuli as those used in the main test. Altogether,
each participant heard 64 stimuli, i.e. 8 angles × 2 target
sounds × 4 room acoustics (3 room types + 1 baseline),
per block. We collected data from 8 participants, with 5
of the participants taking part in 2 blocks, and the rest
1 block, giving us a total of 13 data points per condi-
tion. The reproducibility of the test was examined by
the test-retest reliability via correlation of the two sets
of responses given by the five participants who repeated
the test (using the R function testretest in the package
psych [36]). There was a 0.80 correlation of the re-
sponses over the two repetitions suggesting the test is
reproducible.

Figure 4 shows the confusion matrices of the re-
sponses for the localisation test. As the responses
were in the unit of one degree, they were clustered to
their nearest 45 degrees angle before the analysis. The
columns consist of the responses in terms of the four

types of room acoustics and the rows are separated by
the target type. The horizontal axis for each matrix indi-
cates the target angle, where the stimulus was intended
to sound from, and vertical axis indicates the response
angle, where the participants responded the sound to
have come from. The number in the tiles denotes the
number of responses for the particular combination of
target and response angles. The darker the tiles are, the
more responses there are for that particular combina-
tion. A blank tile indicates zero responses. This means
that if the participants responded correctly for all an-
gles (e.g. answering 90 degrees for a target stimulus
coming from 90 degrees), then the anti-diagonal tiles of
the upper half of the matrices would be filled. This can
be seen in Figure 4 for the anechoic case, where listen-
ers were mostly able to localise the correct angle of the
sound source image. Confusions for the anechoic case
mostly occurred at 45 degrees on either side of the tar-
get angle. In contrast, more confusions were observed
from the acoustics reproduced by the SRS. As seen in
the right three columns of Figure 4, in general, partic-
ipants were able to indicate somewhat correctly where
the source was located, suggesting that the SRS was op-
erating as expected. Participants were able to locate the
target sound within a 90 - 135 degrees range, with some
front-back confusion [37] made for the 0 and 180 de-
grees target angle.

To further analyse the localisation performance, Fig-
ure 5 shows the circular mean and mean resultant vec-
tor length [38], which are concerned with the accuracy
and precision of the responses, respectively. Each plot
shows the results of pink noise for each combination of
room and angle as well as that for speech in each room
at 0 degree only. These results will further be discussed
in Section 5.

4. Experimental design

A subjective listening test was conducted in order to
investigate the effect of spatial acoustics on speech intel-
ligibility under the Ambisonics-based SRS summarised
in Section 2.

4.1. Stimuli

The stimuli used in the test consisted of target speech
and noise, which were projected simultaneously to eval-
uate the effect of the noise on the intelligibility of the
speech. There were four key parameters involved in
generating the stimuli: speech sentence, noise type,
room acoustics, and spatial (angular) separation be-
tween the speech and noise sources.
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Figure 3: Side and top views of the loudspeaker rig. Shaded circles denote loudspeaker placement.

Figure 4: Confusion matrix of localisation test.

4.1.1. Speech sentences

Nonsense sentences were used as the target speech
in order to avoid the possibility of inference arising
from the presence of lexical patterns and contextual
cues. Sentences were selected from the previous study
[39] using the speech corpus reposited in the Online
Speech/Corpora Archive and Analysis Resource [40].
The sentences are grammatically correct and consist of
monosyllabic words randomly generated from the 2000
most commonly used words in English [41]. Each sen-
tence consists of four keywords with an even spread of
consonants and vowels. With all sentences abiding by
the same structure of:

The (adjective) (noun) (verb, past tense) the (noun),

it allows participants to focus on phonemes without con-
siderations about sentence length and meaning. All sen-
tences were spoken by a female speaker with North
American English accent at a rate of 130 words per
minute, which is slightly below a comfortable talking
speed [42], and were sampled at 22.05 kHz.

4.1.2. Noise type
Pink noise, which is a commonly used noise in previ-

ous studies investigating the effect of speech masking,
was used as the noise source in this study. It represents
typical stationary noises seen in real world such as heat-
ing, ventilation and air conditioning noise. The noise
was generated by Adobe Audition at the sampling rate
of 22.05 kHz.

Figure 6 shows the average power spectral density
of the target speech (calculated from average of five
sentences used in the experiment) and pink noise used
for generating the stimuli. Energy of both signals are
dominant in the lower frequency band wherein accurate
sound reproduction can be realised by first order Am-
bisonics [43].

Noise level and Calibration. Due to time constraints on
the listening test, and also to follow the condition of
previous studies [7, 8, 9, 10, 44], only a single target-
masker-ratio of -3 dB was used in this study. This value
showed neither a ceiling nor flooring effect possibility in
a pilot test we ran beforehand. Therefore, the full sys-
tem, utilising 16 loudspeakers, was calibrated to ensure
that the target sound was played at 53 dBA (± 1 dBA),
with the masking noise played at 56 dBA to achieve a
target-masker-ratio of -3 dBA at the participant’s seat.
Calibration was performed through the use of a G.R.A.S
46AE free field microphone positioned at the centre of
the loudspeaker array and pointed directly upwards.

4.1.3. Room acoustics
To investigate the effect of acoustic properties on

speech intelligibility, three rooms with different acous-
tical properties presented in Section 2.1 were also used
in the experiment. Alongside the three simulated room
acoustics, stimuli were directly played from loudspeak-
ers without the use of the SRS, i.e the speech was played
from the 0 degree azimuth loudspeaker and noise was
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Figure 6: Average spectrum of the speech sentences and pink noise
used for generating the stimuli.

played from either the same or a different loudspeaker
located at the angles from 45 to 180 degrees on the mid-
dle ring. It was expected that results from this case
would be a projection of the baseline performance of
spatial release from masking.

4.1.4. Spatial separation
The effect of spatial release from masking was inves-

tigated by varying the position of the noise source from
five angles on the right, namely 0, 45, 90, 135 and 180
degrees while the angle of the target speech was always
fixed at 0 degree. Due to time constraints only the an-
gles on the right side were tested. Colocation, or the
placement of the noise at 0 degrees, defined the case
where target speech and noise were projected from the

same position. The effect of elevation changes were out
of the scope of this study.

4.2. Testing environment
Testing was performed in the anechoic chamber at the

University of Auckland where the SRS was built, with
the chamber measuring a negligible reverberation time
of 0.04 s. A monitor was installed below the 0 degree
azimuth loudspeaker and controlled by a wireless key-
board for participants to enter their answer through a
graphical user interface (GUI) as described in Section
4.4.3.

4.3. Participants
Twenty participants aged between 18-49 years old,

who speak English as the first language, were recruited
from the student and staff of the University of Auck-
land. For the definition of first language, for this study,
all participants were either born in an English speaking
country or arrived there before the age of seven [45] and
most of them were speakers of New Zealand English.
Participants were provided with a questionnaire prior to
the commencement of the test and only those without
self reports of hearing issues proceeded.

4.4. Test Procedure
Testing was performed by following the procedures

summarised below, which was approved by the Univer-
sity of Auckland Human Participants Ethics Committee.
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Table 2: Parameters tested in the experiment

Room acoustics Anechoic
Living room
Lecture theatre
Church

Speech-noise separation 0◦, 45◦, 90◦, 135◦, 180◦

4.4.1. Pre-test preparation
Upon arrival, participants were presented with an in-

formation sheet outlining the testing procedure, includ-
ing the chosen stimuli and the importance of head orien-
tation and maintaining it within the sweet spot. Partic-
ipants were then seated to a chair placed in the middle
of the loudspeaker array, with adjustments made to the
height of the chair ensuring that their ears were level
with the middle ring loudspeakers and parallel to the
±90 degrees loudspeakers.

4.4.2. Test Format
Participants were required to transcribe speech sen-

tences that were played simultaneously with noise.
The sentences were randomised to prevent participants
adapting to the stimuli but the same order was kept con-
sistent between all participants.

A practice test of five sentences was used to ensure
participants were confident with testing procedures,
with the initial practice sentence being played without
noise to allow participants to become familiar with the
pitch of the speaker and sentence syntax. The latter sen-
tences each replicated different room acoustics, with the
first two from the anechoic (baseline) case, and the last
two sentences resembling the easiest and hardest cases
of the stimuli using the SRS. Participants proceeded to
the main test once they were confident with the testing
protocols.

The test involved the stimuli discussed in Section
4.1 where each combination of the parameters included
four repetitions, thus, participants were required to tran-
scribe a total of 80 masked sentences (4 room acoustics
× 5 spatial separation × 4 repetitions).

4.4.3. Graphical user interface
A GUI was developed in Python using Reaper Appli-

cation Programming Interface (API) action commands
and was used to control the playback of sentences as
well as recording participants’ responses. Participants
were given 30 seconds to enter their answers before the
GUI automatically moved on to the following sentence.
The option of bypassing the timer and pressing ‘Sub-
mit’ to submit answers before the 30 seconds elapsed

Figure 7: Example view of the GUI used in the test.

was also provided. Figure 7 shows an example view of
the GUI.

4.5. Marking rubric

To quantify speech intelligibility, marking was per-
formed manually according to the common errors dis-
cussed by Nye et al. [39]. Marks were presented as a
score out of a possible four marks (one mark for each
non-“the” word in a sentence) before being converted
to a percentage for ease of interpretation. Inaccura-
cies were generally classified into two categories, “pho-
netic” and “word”. The former encompasses substitu-
tion (e.g. neck for net), insertion (e.g. find for fine)
and deletion (e.g. fend for friend) of phonemes. These
were rewarded half marks as it demonstrated that the
participant was able to identify a similar word. The
word category highlights the removal of words (omis-
sion), or the incorrect positioning of correctly identi-
fied words (transposition). While cases for omission
were penalised by the number of missing words (e.g.
three marks out of four if one word was missing), cases
for transposition were still awarded full marks as these
could be ascribable to bad memory. Further consider-
ations, given that many of the participants were speak-
ers of New Zealand English, homophones and words
with the phonemes /i@/ and /e@/ (these vowels have
merged for New Zealand English speakers [46], creating
homonyms such as ear/air, hear/hair, spear/spare), were
also left unpenalised due to the inability to differentiate
between phonetically similar words without context.

4.6. Statistical analysis

The speech intelligibility results in terms of the per-
centage correct were analysed using a linear mixed ef-
fect model (LME) with the R [47] package lme4 [48]
and model fitting was carried out using the step function
from lmerTest [49]. Interactions between two and more
factors were included when it improved the fitness of
the model. Significance in fixed effects was determined
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using a likelihood ratio test by comparing between a
model with the effect in question with a model without
the effect. Post-hoc pairwise comparisons of the models
were carried out using the emmeans package [50] with
p-values adjusted using the Tukey method.

5. Results and discussion

5.1. Results

Figure 8 shows the mean and the 95% confidence
interval of the percentage correct results from the in-
telligibility test in terms of room type (anechoic, liv-
ing room, lecture theatre, church). In each plot, the x-
axis represents the speech-noise separation (the angu-
lar separation between the target speech and noise from
0 to 180 degrees), and the y-axis shows the percent-
age correct from the speech intelligibility test. The raw
data shows that in general, speech intelligibility scores
were the highest for the anechoic case compared to the
three rooms with reverberation reproduced by the SRS.
Higher accuracy rates were observed for 45 to 180 de-
grees compared to 0 degree, where the noise position
overlapped the target speech.

To analyse the data, we constructed a model with a
two-way interaction between the speech-noise separa-
tion and the room as fixed effects. For the random ef-
fect, the participant ID was included. We found a sig-
nificant two-way interaction using the model (χ2(12) =

139.04, p <0.0001) from a likelihood ratio comparison.
Figure 9 shows the predicted probabilities of percent-
age correct for the three reverberant rooms and anechoic
case from the LME model. The effect of the room can
be observed in the speech intelligibility score for the dif-
ferent speech-noise separation, confirming the two-way
interaction from the linear mixed model analysis.
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Figure 8: Raw percentage correct results for the intelligibility test.
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Figure 9: Predicted probabilities of percentage correct from the linear
mixed effect model.

Table 3 shows the post-hoc results of pairwise com-
parisons between the speech-noise separation for the
anechoic case. We found significant differences be-
tween 0 and 45/90/135 degrees, as well as between 180
and 45/90/135 degrees. Table 4 shows the results of
post-hoc comparisons between the speech-noise separa-
tion for the three room types. For the living room, par-
ticipants scored the highest at 45 degrees of separation,
and lowest at 0 degree compared to 45, 135 and 180 de-
grees, but there was no significant difference between
0 and 90 degrees. For the lecture theatre, there were
significant differences between 0 degree and all angles
except for 90 degrees, where the performance for 0 de-
gree was significantly lower than 45/135/180 degrees.
The percentage score at 180 degrees was significantly
higher than 0, 45, 90 and 135 degrees. For the church,
there were only significant differences between 0 degree
and all the other angles, with 0 degree having a lower
percentage score than the other angles. The other an-
gles did not differ in how listeners perceived the speech
in terms of intelligibility.

Table 5 shows the post-hoc results of pairwise com-
parisons between the anechoic case with the three re-
verberant rooms. The performance in the anechoic
case is significantly higher than all three rooms at all
speech-noise separation angles. Table 6 shows the re-
sults of post-hoc comparisons between the simulated
room acoustics for the speech-noise separation angles.
In terms of the room contrasts, the living room had a
significantly lower score for 180 degrees compared to
the lecture theatre and for 90 degrees compared to the
church. The lecture theatre had a higher score for 45
and 180 degrees compared to the church.
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Table 3: Pairwise comparisons of contrasts between speech-noise sep-
aration for the anechoic case

Contrast Estimate(SE) t.ratio p.value
0 - 45 -10.46(3.14) 1 -3.34 0.008
0 - 90 -11.27(3.14) -3.60 0.003
0 - 135 -15.86(3.14) -5.06 <0.0001
0 - 180 7.81(3.14) 2.49 0.093
45 - 90 -0.81(3.14) -0.26 1
45 - 135 -5.40(3.14) -1.72 0.42
45 - 180 18.28(3.14) 5.83 <0.0001
90 - 135 -4.59(3.14) -1.46 0.59
90 - 180 19.09(3.14) 6.09 <0.0001
135 - 180 23.68(3.14) 7.55 <0.0001

5.2. Discussion

Based on the previous study by Nábělek et al. [11],
we first hypothesised that reverberation reproduced by
the SRS would cause an overall reduction in speech in-
telligibility. We expected the intelligibility scores of the
reverberant rooms to be lower than the baseline (ane-
choic) and that increased amount of reverberation would
cause further reductions in speech intelligibility. We
also hypothesised listeners to benefit from spatial re-
lease from masking even with the SRS using the first
order Ambisonics microphone array [25]. We expected
the trend to reflect the result exhibited in the study con-
ducted by Bronkhorst et al. [14], suggesting spatial
release from masking being least beneficial when the
noise source is located at either 0 degree or 180 degrees;
for 180 degrees case possibly due to the front-back con-
fusion making the noise source being colocated with
the speech. Moreover, we predicted that reverberation
would lessen the benefit of spatial release from mask-
ing where the extent of reduction would be dependent
on the amount of reverberation [19]. Thus, we expected
to see the intelligibility curve flattening with increased
reverberation.

Pairwise comparisons of speech-noise separation in
the baseline case, as found in Table 3, agrees with the
results presented in [14]. As in Table 5, it is also evident
that the speech intelligibility attained under the SRS is
significantly lower than the baseline, thus deeming the
hypothesis regarding reduced speech intelligibility with
the reproduced reverberation as correct. Despite this, in
Table 6, we find that with the exception of a few cases,
there was no evidence of significant differences between
the different rooms. Thus, we are unable to confirm that
intelligibility reduces with increased amount of rever-
beration realised by the SRS. Lastly, from the results
shown in Tables 3 and 4, it is evident that in most cases

there are significant differences between 0 degree and
45/90/135 degrees. This suggests that spatial release
from masking was maintained under the acoustical en-
vironments rendered by the SRS, which align with the
results presented by Dagan et al. [25]. The contrasts be-
tween 0 degree and 90 degrees for the living room and
lecture theatre being not significantly different will be
discussed later in this section. No clear evidence was
found to support the hypothesis of a flattening intelli-
gibility curve by the increase of reverberation. Only a
trend was observed when comparing the church to the
baseline.

In addition to the above results, several other find-
ings from Tables 3, 4 and 6 are of interest. Firstly, we
found that 0 degree and 180 degrees remained signif-
icantly different for all environments under the SRS as
opposed to the baseline. A plausible explanation for this
occurrence can be inferred from the localisation test de-
scribed in Section 3, where we found the mean resultant
vector length for the pink noise was significantly lower
at 180 degrees, a trend consistent between all environ-
ments as shown in Figure 5(b). While the circular mean
values shown in Figure 5(a) are close to 180 degrees,
the low mean resultant vector length suggests the stim-
uli sounded fairly spread out, hindering the ability of the
listener localising the noise source with high precision.
As a result, the lowered speech intelligibility at 180 de-
grees observed in the previous study [14] no longer oc-
curred as the listeners failed to recognise the stimuli as
being directed from behind, thus resulting in an increase
in intelligibility. Secondly, as pointed out earlier, dif-
ference of environment did not significantly affect the
intelligibility when the speech-noise separation was be-
tween 45 and 135 degrees, but with some exceptions. In
fact, these exceptions occurred when the mean resultant
vector length values at the angles were reasonably dif-
ferent, again suggesting the localisation performance of
the SRS affected the perception. It is also interesting to
note the unexpectedly lower intelligibility scores at 90
degrees in the living room and lecture theatre, where the
0-90 degrees pairs were no longer significantly differ-
ent. A possible explanation can be found in the confu-
sion matrix generated from the localisation test, as seen
in Figure 4. We found that in the said cases, the local-
isation of 90 degrees appears to be fairly bimodal with
the majority of responses being at 45 degrees and 135
degrees, thus suggesting the importance of high locali-
sation precision for maintaining the effect of spatial re-
lease from masking. From these observations, we con-
clude the effect of spatial release from masking under
audio VR environments would have a correlation with
the localisation performance of the used SRS. Further
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Table 4: Pairwise comparisons of contrasts between speech-noise separation across living room, lecture theatre and church acoustics

Living room Lecture theatre Church
Contrast Estimate(SE) t.ratio p.value Estimate(SE) t.ratio p.value Estimate(SE) t.ratio p.value
0-45 -22.70(3.15) -7.22 <.0001 -15.79(3.14) -5.03 0.0001 -12.87(3.15) -4.09 0.0004
0-90 -8.24(3.15) -2.62 0.07 -7.78(3.14) -2.48 0.096 -19.85(3.15) -6.31 <.0001
0-135 -13.80(3.15) -4.39 0.0001 -12.94(3.14) -4.13 0.0004 -17.79(3.15) -5.65 <.0001
0-180 -17.77(3.16) -5.63 <.0001 -28.55(3.14) -9.10 <.0001 -17.35(3.15) -5.52 <.0001
45-90 14.46(3.14) 4.61 <.0001 8.01(3.14) 2.56 0.079 -6.98(3.14) -2.22 0.17
45-135 8.90(3.14) 2.84 0.037 2.85(3.14) 0.91 0.89 -4.91(3.14) -1.57 0.52
45-180 4.94(3.15) 1.57 0.52 -12.76(3.14) -4.07 0.0005 -4.48(3.14) -1.43 0.61
90-135 -5.56(3.14) -1.77 0.39 -5.16(3.14) -1.65 0.47 2.06(3.14) 0.66 0.96
90-180 -9.53(3.15) -3.03 0.02 -20.78(3.14) -6.63 <.0001 2.50(3.14) 0.80 0.93
135-180 -3.97(3.15) -1.26 0.72 -15.61(3.14) -4.98 0.0001 0.44(3.14) 0.14 1

investigations focusing on the correlation between the
effect of spatial release from masking and the locali-
sation accuracy would be an open problem for future
studies.

6. Conclusions

The present study investigated speech intelligibility
in noise under various acoustic environments virtually
reproduced by an Ambisonics-based SRS. A particular
focus was given to investigating the impact of varying
the amount of reverberation in rooms as well as the an-
gular separation between the target speech and noise
sources. This study was an extension of [25], where
they observed spatial release from masking under first
order Ambisonics-based binaural sound reproduction.
The experimental results of our study suggest that over-
all, speech intelligibility reduces immensely under re-
verberant environments reproduced by the SRS com-
pared to the anechoic condition, however, there were
no significant differences between environments despite
the variation in their reverberation times. The data
showed evidence that spatial release from masking con-
tinues to be observed under virtually reproduced rever-
berant environments, however, the effect of varying re-
verberation time on spatial release from masking could
not be concluded. Furthermore, speech intelligibility
under the SRS seems to correlate with the localisation
accuracy of the SRS. This is supported by the fact that
lower localisation accuracy was often observed in the
cases where the trend of the speech intelligibility score
did not agree with similar previous reports studied in
real (non virtual) acoustic environments.

The scope of this study has been limited to testing
speech intelligibility under pink noise, directed from
the azimuthal angles on the right semicircle, and using

a specific design of SRS with a first order Ambison-
ics microphone array. Testing could be performed by
introducing alternative types of maskers, and extend-
ing their directions to both left and right angles. Fur-
ther study using a higher order Ambisonics-based SRS
is also recommended to investigate the relationship be-
tween speech intelligibility and the localisation perfor-
mance of the SRS. Lastly, comparing the result with
the speech intelligibility measured in the actual rooms
would also provide interesting insights.
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