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Abstract

Recommender systems play a vital role in many sectors. Ease of use and avail-

ability increase the importance of these systems. E-commerce recommender

systems provide recommendation lists based on user preferences and inter-

est. The goal of e-commerce recommender systems from a user viewpoint is

saving time and effort, and from a business viewpoint is increasing sales. Pro-

viding recommendations based only on user preferences can be risky because

users’ acceptance of recommendations may differ based on their situations.

It is important to consider risks before providing recommendations to reduce

the chance of irritating users with different items in the recommendation lists.

Many studies have shown that the user intention to make a purchase can be em-

ployed to understand users’ behaviour and provide different recommendations

based on their intention. To decrease risks that may negatively affect system

goals, assessing risks and controlling them are crucial steps. Risk assessment

has two approaches: model driven and data driven. In this thesis, we consider

the risk of the user not purchasing before providing a recommendation. The

model driven approach is performed to obtain a better understanding behind

the prediction. The disadvantage of the model driven approach is that the pre-

diction does not consider a change in user behaviour. In order to address this

shortcoming, we propose a data driven approach. Experimentally, we show
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the proposed data driven model outperforms two state-of-the-art models on

two publicly available data sets in regards to AUC of ROC area by 13% and

6%, respectively. Because different users can accept different levels of diversity

in their recommendation lists, we also propose a risk assessment algorithm

that predicts how many categories users can accept in the recommendation

list based on their interaction with the system. Additionally, we propose a

recommender system framework which includes the risk assessments of user

purchase intention and user interaction with the system, the proposed frame-

work can provide personalized recommendations with increased diversity in

the recommendation lists. Experimentally, we show the resulting framework

has higher coverage of items when compared with item-to-item collaborative

filtering recommender systems and popularity-based recommender systems on

two publicly available data sets, reaching 89.9% and 70.2%, respectively.
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1
Introduction

“Little strokes, fell great oaks.”

– Benjamin Franklin

Recommender systems play a vital role in many sectors such as e-commerce,

medical, education and other sectors. The use of the web and modern lifestyles

increase the importance of these systems due to convenience, because they can

capture a user’s preferences explicitly or implicitly which saves users time, and

availability because recommendations can be provided from anywhere, any

time. Many retail stores have reduced their number of stores and moved to us-

ing e-commerce to provide and recommend their products and services. There

1
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is no doubt that these systems are getting more attention, especially after the

pandemic of the coronavirus. Recommender systems in e-commerce are basi-

cally providing items based on user preferences and interest. Recommender

systems are used to provide the most relevant subset of items (Ricci et al.,

2011). The benefit of recommender systems is providing users with a subset

of items from a collection to save users time and effort which can increase

conversion rate or sales (Lee and Hosanagar, 2016). There are many ways to

capture users interests and this is how these systems have different approaches.

Mainly there are three approaches of recommender systems to obtain user pref-

erences: content based approach, collaborative filtering approach, and hybrid

approach. The main idea behind content-based filtering is that if a user likes

a certain item, the user will likely also prefer similar items. Figure 1.1, shows

that the content-based filtering user will receive other colours of hexagons if

she or he likes hexagon. However, for the collaborative filtering approach,

if user A likes similar items that user B also likes (assuming they have sim-

ilar preferences), then collaborate-filtering would assume that user A would

like other items that user B prefers and vice versa. For instance, user B will

receive other shapes based on the preferences of user A. The content based ap-

proach does not provide personalized recommendations while the collaborative

filtering approach can provide personalized recommendations. A personalized

recommendation means that the user may receive a recommendation for items

that are not similar but are usually rated similarly or bought together. For ex-

ample, recommending sugar when you buy coffee. The content based approach

works as an information retrieval system, which recommends items to the user

based on the items that the user already prefers and which have similar fea-

tures (Jannach et al., 2010). For example, if the user prefers coffee then the

recommender system will recommend coffee from other brands or coffee from

the same brand with different density. It depends on the features of the items
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and it compares the items based on these features. The second type of rec-

ommender system can provide personalization by building recommendations

based on the users’ collaboration with the system and does not rely on items

features to provide recommendations. The collaborative filtering approach is

one of the first and most common recommender systems that personalization

can be provided through (Ricci et al., 2011). Some of the collaborative filter-

ing recommender systems are based on items and others are based on users.

The user based collaborative filtering approach finds the most similar users

and provides their preferences to other users (Terveen and Hill, 2001). The

second type is based on the items and recommends similar items that have

been preferred by different users and this is called the item based collaborative

filtering recommender system (Sarwar et al., 2001; Linden et al., 2003).

However, a pure personalization could be considered a risk because it may

not be effective in all cases, some users preferring popularity based recommen-

dations instead of personalization, especially because usually sparse data is

used to build recommender systems (Zhang et al., 2013). Furthermore, these

systems are lacking of diversity in recommendation lists (Said et al., 2013).

The lack of diversity in recommendation lists is when the recommender sys-

tem keeps recommending a subset of items based on the interaction with other

items.

If a recommender system keeps recommending a subset of items to the user

because they are more popular than other items this can affect the goal of the

system from a business viewpoint which is increasing sales. From this point,

there are risks of overwhelming or irritating users with many recommendations

and a risk of just providing a subset of similar items through personalization.

Several studies have focused on the importance of predicting the user’s pur-

chase intention or assessing the risk of the user not making a purchase for

enhancing recommendations, services and personalization by understanding
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Figure 1.1: Recommender systems

Figure 1.2: Framework of proposed recommender system

how users browse for specific items or how they search for related items. They

concluded that different recommendations need to be based on a user’s pur-

chase intention (Morwitz and Schmittlein, 1992; Lo et al., 2016; Cheng et al.,

2017). We apply two approaches for assessing users not purchasing: the model

driven approach (RA-MD) and the data driven approach (RA-DD). The

model driven approach is rule based while the data driven approach is built
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through applying machine learning algorithms. RA-MD and RA-DD assess

the risk of a user not making a purchase before providing the recommendation

to provide personalized recommendations and reduce user irritation. The as-

sessment is based on the users’ behaviours which are implicit data.

There are many benefits of recommending different items to the user or increas-

ing diversity in recommendation lists. Increasing diversity in recommendation

list can be used to increase the chance of making purchases (Ziegler et al., 2005;

Knijnenburg et al., 2012). Furthermore, it can be used to reduce issues of rec-

ommendation lists overfitting, or depending only on past preferences of users

to build a recommendation list (Ziegler et al., 2005; Willemsen et al., 2011).

However, another study shows that there is a risk of providing too many items

in the recommendation list and too many diverse items can also affect a user’s

decisions negatively (Kapoor et al., 2015). We propose an algorithm to find

how many different categories of items users may explore during sessions. The

goal is to find the optimal number of different categories we can provide in the

recommendation list to the user because each user may accept different levels

of diversity in the recommendations list. Figure 1.2 presents a framework to

control these risks which is a Personalized Risk Aware Recommender System

(PRARS). We propose a framework for a recommender system that assesses

risks, includes diverse items and recommends personalized items based on the

assessment of two kinds of risks: risk of the user not purchasing (RA -DD),

and risk of the user not interacting with the system (RAI-DD). Based on the

assessments of these risks the proposed framework can include diverse items

in the recommendation list or just provide personalized recommendations.
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1.1 Research Questions

There are two issues that influences e-commerce recommender systems and

affect the recommendation list negatively. They are bias towards a subset of

items and lack of diversity in recommendation lists. The recommender sys-

tems try to be accurate by capturing the user’s interests and preferences to

make the recommendations more personalized. However, user behaviour may

change over time and their acceptance of the recommendations depends on

their situation. For instance, users who intend to make a purchase may ex-

plore more items than the users who do not want to make a purchase. The

recommender systems may obtain benefits of assessing the behaviours that

affect user acceptance before providing recommendation lists to users. Fur-

thermore, the recommender system may have an issue with users preferences

overfitting which as a result may affect the recommendation quality and tend

to make the recommender system lose its personalization by providing a sub-

set of items that is more popular. In this thesis we address these issues by

investigating the role of risk assessment of e-commerce users’ behaviours for

providing personalized and diverse recommendations. The research questions

that we are interested in are:

RQ1: How to build a risk assessment model based on different approaches to

assess risks that affect the user decision to accept recommendations?

RQ2: What are the features that can be used to predict user behaviour for

assessing risks and affect the user decision to accept recommendations?

RQ3: What are the challenges that can affect the assessment of these risks

which can influence the user decision to accept recommendations and

how to overcome them?

RQ4: How to employ the assessment of risks that can affect user decisions in
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building a recommender system?

RQ5: How to build a recommender system that balances diversity and person-

alization based on users’ behaviours?

1.2 Scope

The main goal of e-commerce recommender systems is to obtain user satisfac-

tion by saving users time and effort searching for items and as a result increase

sales. To the best of our knowledge there is no study that links user purchase

intention, which is the factor that can help to achieve the goals of recom-

mender systems, and build a recommendation list on different risk assessment

approaches. In this thesis we analysis the risk of a user not purchasing. The

goal is to reduce user irritation when the user intention to make a purchase

is low. Furthermore, we assess risks of users not interacting with the system

through user behaviour and their features to predict how many different cate-

gories of items the recommender systems can provide in the a recommendation

list because different users may accept different levels of diversity. E-commerce

datasets have some characteristics that may affect prediction and require to

be addressed: imbalance issues and change of users’ behaviours over time. We

propose a recommender system framework that considers these risks before

building a recommendation list to increase diversity that can reduce overfit-

ting issues of user’s preferences.

The proposed model assesses the risk of the user not making a purchase based

on a model driven approach. However, it does not consider change over time

of users’ behaviours. Then, we propose a risk assessment model to adapt

to change of users’ behaviours over time based on a data driven approach.

The proposed model classifies sessions as risky sessions and non-risky sessions

based on an ensemble learning algorithm and considers the change of users’
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behaviours over time by increasing the priority of the recent sessions.

Different users accept different levels of diversity, we assess the risk of the user

not interacting with the systems. To find how many different categories we

can provide to the user, we use a supervised learning algorithm for multiple

class classification based on an ensemble learning algorithm and tackle the is-

sue of the change over time of users’ behaviours. These models require tuning

more parameters than ensemble learning algorithms and does not consider the

type of change. Finally, we propose a recommender system framework that

considers the risk assessments before providing recommendations and intro-

ducing diverse recommendations. These diverse items are from the long tail

distribution of items, without considering how diverse they are to a specific

user.

1.3 Objectives

The main goal of this thesis is to consider risks based on users’ behaviours

before providing recommendations that may affect their decision to make a

purchase to reduce effect of irritating users with diverse items. Furthermore,

the e-commerce recommender systems face an issue which is lack of diversity

due to over personalization. The objective is to assess risks then include diverse

items in the recommendation lists if the user situation can accept these kinds

of recommendations. To this end, the objectives of this thesis are:

• Develop two models that assess the risk of user not making a purchase

based on a model driven approach and data driven approach.

• Specify the features that are used to in assessing the risk. These features

are categorised to two behaviours which are user and population.

• Develop an algorithm that reflects the e-commerce purchasing pattern
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for predicting a user’s purchase intention and the number of diverse cat-

egories of items the recommender system can present in the recommen-

dation list.

• Develop a recommender system framework that can recommend diverse

and personalized items to users based on the models that are proposed

to assess risks.

1.4 Contributions of the thesis

This research contributes to the body of work in recommender systems by

proposing novel methods for recommending items that take the context of the

user into account. The contributions of this thesis are as follows:

C1: Risk Assessment based on a Model Driven Approach (RA-MD),

a model that assesses the risk of a user not making a purchase by includ-

ing two behaviours. This model assessed the risk of a user not purchasing

by predicting and classifying sessions based on the concept of a model

driven approach which is the Constructive Cost Model. We compare the

model with state-of-the-art models that are used to predict and classify

sessions based on the user’s intention to make purchases. Experimentally,

we show the effectiveness of RA-MD in assessing the risk of a user not

purchasing and the AUC of the ROC curve is 89% and 79%, respectively,

in two real world publicly available e-commerce datasets.

C2: Risk Assessment based on a Data Driven Approach (RA-DD),

an algorithm that predicts and assesses the risk of a user not purchasing

using a data driven approach. We compare our algorithm with other

machine learning algorithms to show the effectiveness of the model to

handle issues of e-commerce data which are imbalanced datasets and data
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that are changing over time. We compare the model with state-of-the-

art models that are used to predict and classify session based on user’s

intention to make purchases. Experimentally, we show the effectiveness

of RA-DD in assessing the risk of a user not purchasing and the AUC of

the ROC curve is 91.5% and 90%, respectively, in two real world publicly

available e-commerce datasets.

C3: Risk Assessment of User Interaction based on a Data Driven

Approach (RAI-DD), a model that assesses the risk of a user not

interacting with the system based on a data driven approach and to the

best of our knowledge there is no study predicting how many diverse

categories the recommender system can provide to users. This model

can increase exploration of items, and reduce the risk of irritating users

with many recommended items when the users’ situations show that they

may not interact with many diverse items. Experimentally, we show the

effectiveness of RAI-DD in predicting the number of different categories

the recommender system can present to users and the F1 score is 0.81

and 0.78, respectively, in two real world publicly available e-commerce

datasets.

C4: Personalized Risk Aware Recommender System (PRARS), a

recommender system framework that considers user behaviour by assess-

ing risks of the user not purchasing and not interacting with the system.

This recommender system may increase the diversity of the recommen-

dation list based on the risk of a user not interacting with the system.

To show the effectiveness of the proposed framework we compare it with

other recommender system approaches and show how the proposed rec-

ommender system can decrease the long tail distribution issues of items

by including items from different categories in the recommendation lists.
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The proposed framework has the highest aggregate diversity and the

coverage of PRARS is 89.9% and 70.2% , respectively, in two real world

publicly available e-commerce datasets.

1.5 Structure of thesis

The aim of the thesis is to propose a framework that considers risk before pro-

viding recommendations to reduce user irritation when users are not intending

to make a purchase by providing personalized recommendations and increas-

ing diversity in the recommendations when their intention to make a purchase

is high. Different users can accept different levels of diversity, assessing the

risk of users not interacting can lead to predicting the level of diversity the

recommender system can include in the recommendation lists. To assess risks

two approaches have been performed: the model driven approach and the data

driven approach. The model driven approach is a mathematical approach and

the prediction can be explainable but rebuilding the model is required when

there is a change of user behaviour. The data driven approach depends on

the data and can adapt to changes of data. The proposed framework provides

recommendations based on the assessment of risk. This thesis is structured as

follows:

• Chapter 2: Background and Literature Survey.

We provide an overview of recommender systems and the role of risk in

these systems. This chapter includes three parts. The first part pro-

vides a summary of the recommender systems approaches and the issues

that these systems have. The second part provides reviews of the clas-

sification using supervised machine learning algorithms and the issue

of e-commerce datasets that may affect learning in these kinds of the
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Chapter 2: Background and Literature Survey

Chapter 3: Risk Assessment based on a Model Driven
Approach

Chapter 4: Risk Assessment based on a Data Driven
Approach

Chapter 5: Risk Assessment of User Interaction based on
a Data Driven Approach

Chapter 6: Personalized Risk Aware Recommender System

Chapter 7: Conclusion

Figure 1.3: Structure of thesis.

datasets. The third part reviews risk management and the role of risk in

recommender systems.

• Chapter 3. Risk Assessment based on a Model Driven Approach.

We propose a model that can be used to assess the risk of users not

purchasing based on the Constructive Cost Model. The proposed model

includes two behaviours to assess risk.

• Chapter 4. Risk Assessment based on a Data Driven Approach.

We introduce the issue that the model driven approach cannot handle

and e-commerce datasets suffer from this issue which is changing of users’

behaviours. We propose RA-DD, an algorithm that can handle the issue

by increasing priority of the recent sessions.

• Chapter 5: Risk Assessment of User Interaction based on a Data Driven

Approach.
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We assess the risk of users not interacting with recommender systems

by using an ensemble learning algorithm to find the optimal number of

item categories users may explore during sessions. We propose RAI-

DD, an algorithm that can apply multiclass classification algorithm to

find how many different categories of items the recommender systems

can provide in the recommendation lists, based on user interaction with

the recommender systems.

• Chapter 6: Personalized Risk Aware Recommender System.

We propose PRARS, a recommender system framework that includes

risks assessments before providing recommendations to the user. This

framework can increase the diversity of items when the users’ situations

can accept this kind of recommendation which as a result decreases long

tail distribution issues of items . This recommender system framework

includes two types of risk: the user not making a purchase and the risk

of recommending anarrow range of items.

• Chapter 7: Conclusion.

We present the contributions of the thesis, show the limitations, and

provide future directions based on this research.
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2
Background and Literature Survey

Recommender systems have been gaining more attention in recent years due

to convenience, capturing user preferences explicitly or implicitly which saves

users time, and availability, providing recommendations from anywhere, any

time for users. Building these systems mainly depends on how to capture

users’ preferences to provide personalized recommendations. These systems

aim to understand user behaviour to save users time and effort, attract them,

and persuade them to make a purchase. However, a user’s decision to make

a purchase or interact with the system could be predicted and employed to

make recommendations more suitable for the user. There are three main areas

in this chapter which are recommender systems and related facets which are

15
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classification and risk. To address RQ1 and RQ2 in Section 1.1, we present

literature related to risks in recommender systems and different approaches for

assessing risk. To address RQ3, we inspect the role of machine learning and the

challenges of learning from e-commerce datasets. To address RQ4 and RQ5,

we present background of different recommender systems approaches and the

limitations of these systems, especially the lack of diversity in recommendation

lists.

2.1 Recommender Systems

There has been a lot of research into developing efficient and accurate rec-

ommender systems. In the e-commerce domain, understanding customers and

the impact of recommender systems on the user are important for building

recommendations (Jiang et al., 2015). Recommender systems are used to

provide the most relevant subset of items (Ricci et al., 2011). The benefit of

recommender systems is providing users with a list of recommended items by

recommending a subset of items from a collection to save users time and effort

which can increase conversion rate and as a result increase sales (Ricci et al.,

2011; Lee and Hosanagar, 2016). Popular e-commerce recommender systems

are used by various sites such as Amazon, Aliexpress and Ebuy.

The recommendations are based on the data collected from the user. The goal

of collecting the data is to know how users behave which can lead to predicting

their future preferences (Sapsford and Jupp, 1996). There are two main cat-

egories of data that are collected from a user for building preferences: explicit

data and implicit data (Sapsford and Jupp, 1996). Explicit data are collected

after asking the user about their feedback explicitly such as their rating of

items or asking them about their preferences explicitly. For example, whether

the user likes an item or not. Implicit data are collected indirectly and without
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asking the user such as observing items that a user views or buys or analysing

the time spent viewing an item.

Each category has its advantages and disadvantages. The advantage of explicit

data is that it can be interpreted easily which can be used directly to predict

user preferences (Ricci et al., 2011). However, there are some disadvantages

of explicit data to build recommendation lists. The first is the trustability

of data provided by the user or whether the user has provided the right in-

formation (Ricci et al., 2011). The second is that it depends on the user’s

psychological situation, which means that the rating may differ based on the

user’s circumstance (Rafter, 2010).

Implicit data also has its positives and negatives. This category of data can be

collected easily and does not require any effort from users because it depends

on their interaction with the system (Parsons et al., 2004). Implicit data has

a low bias compared with explicit data, because it depends on user behaviour

(Rafter, 2010). However this kind of data requires more analysis and infers

from interpreting the users interaction to build users preferences (Parsons

et al., 2004). The second disadvantage is the privacy issue as it gathers users’

data without their permission (Rahman and Ramos, 2013).

A combination between explicit and implicit data collecting can be used to

understand user behaviour and predict preferences. The system is not relying

only on explicit feedback from the user but can also use implicit feedback to

predict preferences. Combining the two categories has its positives and nega-

tives as well. The advantage is that the system is not relying only on the data

provided by the user and it does not require any explicit feedback from the user

to predict their preferences because it can rely on their implicit data, and as a

result it does not depend on data that may have reliability issues (Ricci et al.,

2011). However, it also has a negative influence on privacy, similar to the issue

of implicit data collecting which has privacy and inference issues (Rahman
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and Ramos, 2013).

2.1.1 Similarity Metrics

To build a recommender system, it is crucial to find a relationship between

users and items to provide recommendation lists. The relationship is based on

exploring the data to find similar users or similar items the user might prefer.

There are many similarity measurements that can be used to build recom-

mender systems such as Pearson, Cosine and Euclidean. Based on Bagchi and

Saikat (2015), Cosine and Pearson perform better than other similarity met-

rics for collaborative filtering recommender systems. The Group Lens project

introduced the first recommender system based on finding similarities between

users by using the Pearson correlation metric and suggested it as a suitable

method (Kansala, 1997). There are some studies suggesting applying the

Pearson correlation metric for user based recommender systems and the Co-

sine metric for item based recommender systems (CarlKadie, 1998; Herlocker

et al., 2002; Jannach et al., 2011).

Pearson Correlation Metrics

The Pearson correlation metric was firstly proposed by the Group Lens project.

They presented a recommender system that uses the Pearson correlation metric

to find similarities between users, and since then many recommender systems

have been built based on this metric (Konstan et al., 1997).

A high positive value of Pearson correlation means high similarity between

users, a low negative value of Pearson correlation means that users preferences

are different and a zero value of Pearson correlation means that there is no re-

lationship between users. The values of Pearson correlation are scaled between

[+1,-1]. The equation of the Pearson correlation metric is defined as follows
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for users’ similarities:

sim(a,b) =

∑
i∈Iab(rai − r̄a)(rbi − r̄b)√∑

i∈Iab(rai− r̄a)2
√∑

i∈Iab(rbi − ȳb)2
(2.1)

where sim(a,b) represents the similarity between user a and user b, Iab rep-

resents the items set rated by users a and b, rai and rbi represent the ratings

of item i from users a and b, r̄a and r̄b represent the mean rating of all items

from users a and b.

There is another alternative metric to the Pearson correlation metric, Spear-

man rank correlation, which uses the rank of the rating instead of the rating

value. The Spearman rank correlation does not require rating normalization

as the Pearson correlation metric does (Ricci et al., 2011).

Cosine Metrics

The Cosine similarity compares two users or two items by measuring the angle

between them to find the similarity. The Cosine similarity is more suitable

for item based collaborative filtering than the Pearson metric (Jannach et al.,

2011). It has a similar scale to the Pearson correlation metric, and the scale

is between [+1,-1] where zero represents no similarity. The Cosine similarity

between two vectors a and b is defined as:

cos(a.b) =
a.b

||a||.||b||
(2.2)

There is another alternative metric to the Cosine similarity, the Adjusted Co-

sine similarity. This function was proposed to deal with the fact that items are

rated differently, and it deals with this issue by subtracting the user’s average

rating (Segaran, 2007).

The recommender system requires a similarity metric to measure the similari-
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ties between items. Cosine similarity and Pearson correlation are well-known

metrics to measure similarities between users and items. The Pearson corre-

lation is applied to measure the similarities between items and users and it

works well with recommendations that are based on explicit feedback such as

the rating of items while the Cosine similarity works well when we measure the

similarities between items based on the implicit feedback such as the purchase

of items (Lee et al., 2007).

2.1.2 Recommender Systems Approaches

There are many approaches for building recommender systems. In this thesis

we focus on the e-commerce recommender systems that build the recommenda-

tions based on collecting user’s preferences and finding the similarities between

items and users. There are three approaches of building recommender systems

based on users’ preferences. They differ in how they predict users’ preferences

and are presented in Figure 2.1. These three approaches are content based

approach, collaborative filtering approach and hybrid approach.

Content Based Approach

Content based filtering is an approach to build a recommender system based

on the data collected from the item description and user’s preferences. The

main idea of building a recommender system based on this approach is to find

relationships between users’ preferences and features of items. This approach

is used when there is not enough information about user preferences. For in-

stance, if the user prefers an item the recommender system tries to find similar

items based on the description or features of other items and recommend them

to the user. The main comparison here is between items and those which have

similar features to the item that the user already prefers. It is building a search

engine based on the interaction of the users and their preferences to find the
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Figure 2.1: Recommender systems approaches and applications

most similar items that the system can provide or recommend to the users.

Although, information retrieval is different than recommender systems, the

content based recommender system has its root in information retrieval (Jan-

nach et al., 2010). In a content based recommender system items and users’

preferences are presented as vectors. The content based recommender system

builds a vector for each user based on their preferences, and then compares

similarities with other items to find the most similar items to the items that

the user already prefers.

Term Frequency and Inverse Document Frequency (TF-IDF), which is used to

calculate the importance of documents to users based on the terms that are

used to describe the document. TF-IDF can be applied to build the content

based filtering recommender system (Van Meteren and Van Someren, 2000).
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TF refers to number of times the term is included in a document. IDF is

used to reduce the effect of useless terms. Then the lengths of the document

vectors are calculated as the square root of the sum of the squared weight

of each term in the vector. A normalization step is done to normalize the

vectors of the document by dividing the weight of the terms by length of the

document. The final step is to calculate similarities between documents by

using similarity metrics. Furthermore, a binary representation can be used to

represent a vector of items and their features (Pazzani and Billsus, 2007). For

instance, if the item has the feature it will be equal to one, otherwise it will be

equal to zero. Building a content based recommender system based on binary

representation has similar steps to TF-IDF. The steps are creating a vector

for each item, creating a user profile, and creating a TF -IDF for each item

based on the feature. The final stage is to calculate the sum product of these

three vectors to find a score for each item and then provide the items that

have highest scores to the user.

Some of the information retrieval techniques can also be employed on content

based recommender systems such as combining terms with Boolean expres-

sions (Arnold and Voss, 2004; Cummins, 2008). Another retrieval systems

technique is using probabilistic reasoning instead of vector representation to

find the probability of item relevancy to build recommender systems (Lee and

Lee, 2005).

There are many successful applications that depend on the content based fil-

tering approach that recommend documents to users based on their interest.

For instance, StubleUpon is a content based recommender system that recom-

mends web pages to users based on their web browsing (Trivedi et al., 2010).

For the music domain, Last.Fm recommends songs to the user based on their

preferences and song description (Petersen and Hansen, 2011).

The content-based filtering approach is more appropriate when there are a
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detailed descriptions of items and the cold start issue for the items is rare

because this recommender system is building the recommendation based on a

description of the items (Watson et al., 2016). However, this system needs

high volume interaction from the user to find the most relevant items based

on their history interaction or it will have a cold start issue from the user side

where the recommender system does not have enough information about the

user profile and as a result it cannot recommend items based on user’ prefer-

ences (Montaner et al., 2002). The second issue that this recommender system

suffers from is that it can overfit user preferences because it only recommends

similar items that the user already prefers, whereas preferences might change

overtime (Abbassi et al., 2009).

Collaborative Filtering Approach

The collaborative filtering approach collects and analyzes data based on the

users’ actions or preferences and predicts what users might prefer based on

other users who have similar preferences. This prediction is based on both

implicit or explicit data (Ricci et al., 2011). For example, if two users pur-

chased similar items, they might prefer similar items (implicit data) or if they

have the same ranking of their favourite items they may prefer similar items

(explicit data). The main advantage of this method is that it does not rely

on item description and its recommendations are considered as accurate if the

similarities between users are very high. However, it faces various issues such

as the cold start problem and data sparsity (Lee et al., 2004). This recom-

mender system provides recommendations based on the interaction between

users and items to find similarities between users or items, and then suggests

items based on users or items k-nearest neighbors algorithm. Many metrics

have been used to measure similarities between users or items in collaborative

filtering recommender systems such as Cosine and Pearson metrics.
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Two of the earliest implementations of the collaborative filtering approach

based on users similarities was proposed for music recommendations and showed

its effectiveness to overcome weakness of content based recommender systems

which lack serendipity (Shardanand, 1994). The second one is the Grou-

pLens project which uses the Pearson metric to find similarities between users

(Nguyen and Haddawy, 1998).

There are two main strategies for collaborative filtering recommender systems:

model based and memory based. The memory based approach was first pro-

posed to overcome the weakness of the content based approach and it has two

categories: user based and item based recommender systems. The model based

recommender system was proposed to improve the memory based approach by

applying a machine learning algorithm for increasing accuracy of prediction or

decreasing the complexity of the recommender system.

Memory Based Approach

The collaborative filtering memory based approach was first introduced to

overcome drawbacks of content based recommender systems which are depen-

dent on item descriptions and lack serendipity. The memory based approach

of collaborative filtering is basically finding similarities between users based

on the assumption that if user x prefers items a,b,and c and user y prefers

items a and b there is a high chance that user y will prefer item c. There are

two kinds of memory based approaches: user similarities and item similarities.

The user similarities build the user-to-user matrix to find similar users (Ter-

veen and Hill, 2001). It is the first kind for building a collaborative filtering

recommender system. The main advantage of this approach is that it does not

rely on item descriptions, however, it has a scalability issue because every time

a new user is added to the dataset the recommender system needs to rebuild

the user-to-user matrix to include the preferences of the new user which also
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results in data sparsity (Ricci et al., 2011).

The item based recommender systems build the item-to-item matrix to find

similar items that have been preferred by different users (Sarwar et al., 2001).

It is based on the assumption that if items a and b have been preferred by

different users this means that item a is similar to item b and the user who

prefers items a will most likely prefer item b. The main advantages of this

kind of collaborative filtering approach is that it reduces the dimensionality of

the user-to-user collaborative filtering approach, and it does not require any

changes on matrix dimensions when there is a new user which is supposed to

be more often than new items. However, in some recommender systems such

as news recommendations the changes of the items are faster than the changes

of the users, and the user-to-user based is more appropriate than item-to-item

based. The choice basically depends on the domain of the recommender sys-

tem and which one has more rate of change than the other.

The main application of this approach is the Amazon recommender systems

that depend on item to item similarities to overcome scalability issues of user-

to-user similarities (Linden et al., 2003).

In general the main advantages of the memory based collaborative filtering

approach is that it can provide explanations about why it recommends items

of both kind and it does not rely on item descriptions to recommend it to

users . The main disadvantage of this approach is that it requires rebuilding

every time there is a new user or new items which causes scalability issues.

The second issue is that it requires the whole matrix to be in the memory to

measure the similarities every time the recommendation is performed.

Model Based Approach

The model based approach is the second kind of collaborative filtering ap-

proach that uses machine learning algorithms to provide recommendations.
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The main goal of the model based recommender system is to reduce the issue

of data sparsity and increase the accuracy of the recommender system.

There are many machine learning approaches that have been used in recom-

mender systems such as clustering, fuzzy, probabilistic model and matrix op-

erations. The model based collaborative filtering recommender system does

not require loading the similarities matrix in the memory to provide recom-

mendations. The first recommender system that was proposed based on this

approach was the Netflix competition and it is based on the matrix factor-

ization techniques that improve root mean square error (Koren et al., 2009).

The probabilistic model which is the Latent Dirichlet Allocation matrix tech-

nique has been used to predict the user’s rating of an item (Zhao et al., 2015).

Reducing the dimensionality is used to overcome data sparsity of the collabo-

rative filtering recommender system by using a fuzzy technique (Nilashi et al.,

2015). A clustering approach has been used to improve accuracy and decrease

the data sparsity of recommender systems by clustering data points to identify

them before processing (Sharif and Raghavan, 2014).

Although model based recommender systems have been used to reduce the

issue of data sparsity or to increase accuracy of recommender systems, they

suffer from the critical issue of the essentiality to retrain the model when there

is a change on the user or items matrix which causes the need to rebuild the

model.

Hybrid Approach

The hybrid approach is a combination of collaborative and content based rec-

ommender systems, and could be used to overcome weaknesses of the previ-

ous methods by providing an accurate recommendation (Adomavicius and

Tuzhilin, 2005). For example, Netflix uses a hybrid recommender system to

make recommendations by providing preferences of similar users (collaborative
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filtering) as well as by suggesting movies that have similar characteristics to

the movies that the user has liked and are highly rated by the user (content

based filtering) (Gomez-Uribe and Hunt, 2015). The main advantage of this

method is the ability to overcome the cold start problem of item and user.

However, this method suffers from coping with frequent changes of user pref-

erences (Zhang et al., 2013).

The hybrid recommender systems are used to overcome a weakness of a spe-

cific recommender system, reduce issues of recommender systems in general

such as the cold start problem or increase the accuracy of the system. Hybrid

recommender systems can be based on one recommender system approach or

many recommender systems approaches. There are many strategies to apply a

hybrid recommender system such as cascading, switching, weighting, features,

and mixed.

The cascading strategy is an order sensitive technique that employs two rec-

ommender systems to provide recommendation lists. The first recommender

system generates a recommendation list and the second recommender system

filters the list. Kunaver et al. (2007), apply two collaborative filtering rec-

ommender systems with different similarity metrics based on the user rating.

Choi et al. (2010), apply two different recommender systems, collaborative

filtering recommender systems and content based recommender systems, to

eliminate the scalability issue in the content based recommender system by

applying the collaborative filtering approach to find the nearest neighbour of

the user and ignores the rest of the users, then feeds this information to the

content based recommender systems to produce the recommendation lists.

The switching strategy is a rule-based technique which employees two rec-

ommender systems for providing recommendation lists and it is not an order

sensitive technique. Garcia-Valdez et al. (2010), apply two collaborative fil-

tering recommender systems to solve the cold start issue of a new item. They
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apply a short term collaborative filtering approach for the recent preferences

of users, but if there is a new item they switch to the long term collaborative

filtering to obtain the preferences in general.

The weighting strategy is a technique that aggregates two recommender sys-

tems and provides recommendation lists after computing the score of each

recommender system. Basiri et al. (2010), apply the weighted linear function

for collaborative filtering recommender system scores and content based rec-

ommender system scores, then change the weight based on user feedback.

The features strategy is a technique that the output of one recommender sys-

tem considers as a feature of the second recommender system and it is an

order sensitive technique. Bedi et al. (2013), use the collaborative filtering

approach to obtain the preferences of the user, then apply clustering to find

the categories of the books based on the preferences of the user and the type

of users, this information is added to the content based recommender system

to recommend the most relevant books to the user.

The mixed strategy is a technique that combines the recommendation lists

from different recommender systems approaches and it is the simplest form of

hybrid recommender system. Barrag et al. (2010), apply two collaborative

filtering approaches, item based and user based, the item based to find the

items that the user prefers and the user based to find the nearest neighbour

of the user, then they obtain the recommendations from both recommender

systems and those which are recommended by both systems are called star

recommendations.

Hybrid recommender systems have been used to solve issues of the single rec-

ommender system such as scalability and cold start. However, it can increase

the complexity of the recommender systems and reduce the ability of some

recommender systems to be interpreted.
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2.1.3 Limitations of the E-Commerce Recommender Sys-

tems

There are many issues of e-commerce recommender systems. Some of them are

related to the data that is collected from the user, while others are related to

the mechanism of the recommender systems’ algorithms such as low accuracy,

lack of diversity and novelty as shown in Figure 2.2 .

There are some issues that are related to data that are collected from the

user such as scalability, data sparsity and cold start. The scalability issue is

related to the number of users and items. Data sparsity is an issue of the

low number of items ratings. The cold start issue is when there are new users

or new items and the recommender system cannot obtain the preferences of

the users or cannot recommend items due to low interactions of item or user.

Some research applied hybrid recommender systems of collaborative filtering

and content based to overcome these issues. They obtain the benefit of content

based to solve cold start issues of collaborative filtering (Sanchez et al., 2012;

Chughtai et al., 2014). Choi et al. (2010), improved the scalability issue and

data sparsity by applying hybrid recommender systems of collaborative filter-

ing and content based filtering. They compressed data by finding the nearest

neighbour of each user and the furthest neighbour.

There are some issues that are related to the mechanism of the recommender

systems algorithms. The accuracy of the recommender systems has been ad-

dressed in many studies (Deng et al., 2010; De Campos et al., 2010; Wen et al.,

2012). Accuracy can be improved based on the data that are collected from the

user (Deng et al., 2010). Others suggest to increase accuracy by hybridize two

recommender systems’ algorithms to obtain benefits from both (De Campos

et al., 2010). However, evaluating the recommender systems based on accuracy

only may have several limitations. Many studies have focused on how to the

increase the accuracy of the model and this is mainly done by trying to capture
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the similarities between items. This can increase bias toward a subset of items,

popular items, and as a result this can affect the diversity of the e-commerce

recommender systems. A study shows that the bias towards a subset of items

in different recommender systems such as collaborative filtering recommender

systems is increasing over time and as a result aggregate diversity is decreasing

overtime in recommendation lists (Masoud et al., 2020). Diversity in recom-

mendation can enhance consumer’s desire to purchase and increase purchase

rates (Hao et al., 2020; Kwon et al., 2020).

Some research projects tackle the lack of diversity in collaborative filtering

recommender systems. One study proposed a K-Furthest Neighbour Collab-

orative Filtering Recommender Algorithm to decrease bias toward the popu-

larity of items by recommending the items based on dissimilar users and all

the users will receive recommendations from the least similar users to improve

the diversity of the model (Said et al., 2013). This recommender influences

the personalization that the collaborative filtering recommender systems are

based on which is finding the most similar users to build the recommenda-

tions. Another study proposed building hybrid recommender systems which

build clusters of users and items and the clusters that are similar to other

clusters are deleted, then the recommender system builds the recommendation

to choose the best cluster (Li and Murata, 2012). The Youtube recommender

system uses association rule mining by adding some rules to the recommender

system which is removing the videos that are too similar to the videos that are

going to be included in the recommendation list and limiting the number of

vidoes from the same channel (Davidson et al., 2010). Furthermore, collabo-

rative filtering recommender systems may lack novelty. Novelty in recommen-

dations is important when there are a few items which are extremely popular

and the rest are much less well-known (Anderson, 2006). One study identified

some users as experts of the population, and sent their recommendations to
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other users in the same population, the population being identified based on

the users’ ratings, the goal being to decrease bias of the popularity and in-

crease the novelty in the recommendation list (Lee and Lee, 2014). Uber Eats

faced the same issue with their recommender system which is biased towards

known restaurants, and they applied a multi-armed bandits method by setting

the upper confidence bound high when the restaurant was new which gives

it more chance to be recommended to users and this upper confidence bound

would reach its actual value in time (Zhang et al., 2018). A study shows how

to increase diversity in a recommendation list by applying a post-processing

method after producing a longer recommendation list, identify items that have

low visibility, then apply bipartite graph between items and users to generate

shorter recommendation lists (Mansoury et al., 2020). Furthermore, balancing

the training samples between the popular items and unobserved items could

be applied to increase diversity in the recommendation lists (Boratto et al.,

2021).

To the best of our knowledge all the suggestions of increasing the diversity in

recommender systems do not consider user behaviour. Kapoor et al. (2015),

show that there is a risk of providing too many items in the recommendation

list and too many diverse items can also affect the user’s decisions negatively.

So, it is important to understand the user’s behaviour before providing diverse

items in the recommendation list.

2.2 Role of Classifications in Building Recom-

mendations

Classifications have been employed before and through building recommenda-

tions. There are three main types of supervised machine learning approaches
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Figure 2.2: Limitations of e-commerce recommender systems

for classification: classical machine learning, deep learning, and ensemble learn-

ing. The classical machine learning algorithms, such as decision trees and the

k-nearest neighbors algorithm, use a single base learner that is trained by

training sets, and then test the model on unseen data. Ensemble learning uses

multiple base learners to obtain higher accuracy than a single base learner.

Deep learning is a subset of machine learning algorithms that uses multiple

layers of neural networks as a learner to predict on unseen data. Based on

the literature they all have their advantages and disadvantages. In summary,

the classical approach can provide interpretation but it cannot handle the im-

balance issue or changes of behaviour over time (He and Garcia, 2009). It

is suitable for static data and balanced data sets. Deep learning can be more

accurate than other machine learning algorithms but cannot handle changes

of behaviour over time and the imbalance issue, and it is difficult to interpret

(Nicolas, 2015). Furthermore, it also needs a huge volume of data and time



Chapter 2. Background and Literature Survey 33

for training purposes. Ensemble learning can be interpreted (Friedman et al.,

2000), but it is not as easy to interpret as some of the classical machine learn-

ing algorithms because it is based on many base learners. Furthermore, some

of the ensemble learning can handle the imbalance issue such as the boosting

algorithm.

Ensemble learning uses many base learners to build the model. Some of the

base learners of the ensemble learning algorithm learn in parallel and oth-

ers learn sequentially. Ensemble learning algorithms have three different ap-

proaches: bagging, boosting and stacking. The bagging algorithm is basically

training different base learners in parallel on different instances of training sets.

The instances are chosen randomly from the training data sets then a vote is

used to choose the more suitable base learner (Breiman, 1996). The boost-

ing algorithm applies the same concept as bagging but it learns sequentially

and, instead of choosing the instances from the training sets randomly, the

algorithms choose them based on their difficulty to classify, so those that are

mis-classified will have higher priority and will be more likely to be chosen in

the next iteration of the training process (Friedman et al., 2000). The stacking

algorithm uses the different base learners as input then aggregates the output

of the base learners to make new learners based on those base learners (Zhou,

2012).

2.2.1 Issues of E-commerce Datasets

Employing classifications for building recommendations mainly depends on

datasets. The e-commerce datasets have different characteristics than other

datasets. This is because e-commerce datasets are mainly based on users’ be-

haviours and these behaviours are affected by outsource factors and contextual

factors of users. Furthermore, e-commerce datasets can be imbalanced. Fig-

ure 2.3 shows the issues of e-commerce datasets and illustrates how to handle
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them. In this section, we introduce these issues and describe how to handle

them.

Change of Users’ Behaviours Over Time

Machine learning algorithms depend on data to learn and any changes in data

will affect their performance. Several studies have shown that for e-commerce

datasets, the recent instances of the datasets are more important than previous

instances (Whittington, 2013; Zhao and Cen, 2013). There are mainly three

strategies to handle the change of behaviour over time or concept drift: static

handling, instances weight, and dynamic handling.

Static handling is performed by manually retraining the model. The machine

learning algorithms retrain the dataset after a period of time to include the

new instances in the training process (Klinkenberg and Joachims, 2000; Gama

et al., 2004; Zeira et al., 2004). However, this method has a risk of including two

different behaviours at the same time of the training process which can affect

the learning algorithm. The second strategy which is instances weight which

is based on training the instances based on their weight such as the ones that

ensemble learnings algorithms do (Widmer and Kubat, 1996; Klinkenberg and

Renz, 1998). However, this method has an issue of finding the optimal weight

of the instances which increase the tuning process of learning algorithms. The

third strategy, dynamic handling, is performed by firstly detecting the change

and then retraining the model based on the change of the datasets (Hulten

et al., 2001; Bifet and Gavalda, 2006). The change of the new instances can be

captured through the error rate of the test sets or when the performance of the

model is decreased (Hulten et al., 2001; Bifet and Gavalda, 2006). However,

it can increase the computation cost by adding a detective method and cannot

handle the retraining change or seasonal change which is expected on the e-

commerce datasets.
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Figure 2.3: Issues of e-commerce datasets

Imbalanced Datasets

The imbalanced dataset issue is the situation where the classes of instances are

not balanced. For instance, the number of the sessions that end with purchases

in the e-commerce context are very low compared with the number of sessions

that end with no purchase. Using classical machine learning algorithms or

deep learning algorithms to classify sessions that contain purchase or not can

cause bias toward the majority class which in this case is the session that does

not contain purchase. The bias towards the majority class causes overfitting

issues of the majority class or failure to generalise the model to classify the

new instances because the learning algorithm considers the minority class a

noise and discards them in the training process and as a result these machine

learning algorithms misclassify the instance in the testing process. There are
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four methods to deal with imbalance issues: data level, class level, algorithm

level, and choosing the appropriate metrics to measure the performance of the

model. In the next section we will describe each method, and show which one

is more suitable for e-commerce datasets.

Data Level

The data level method for handling the imbalanced issue is through resampling

the instances of the training dataset or balancing the number of instances in

each class to prevent the learning algorithm from considering minority in-

stances noise. There are two main techniques for resampling the instances:

under sampling the majority and over sampling the minority. The goal is to

make a balanced training set which reduces the overfitting issue.

Under sampling the training set by reducing the number of the instances from

the majority class and using all of the minority instances of the training set

for learning. However, the quantity of instances should be enough to decrease

the effect of reducing the number of instances. Over sampling the minority

instances by duplicating the instances to reduce the issue of discarding them

in the training process.

The main techniques of this method are random oversampling or under-sampling,

cluster based resampling and Synthetic Minority Over-sampling. Random

based oversampling or under sampling is performed by randomly eliminating

instances from the majority class or duplicating instances from the minority

class (Estabrooks et al., 2004; Drummond et al., 2003). This technique can

suffer from overfitting issues if the oversampling technique is used or under

fitting if the under-sampling technique is used (Drummond et al., 2003; Han

et al., 2005).

The cluster-based technique is performed by applying a clustering algorithm

to the minority and the majority class instances to identify the cluster in each
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class and resample the identified clusters (Chawla et al., 2004). The number of

instances in each class may differ based on the clusters in each class. However,

this method can suffer from overfitting issues when the cluster is oversampled

(Yen and Lee, 2009).

The Synthetic Minority Over-Sampling Technique (SMOTE) or informed Over

Sampling is a technique that adds synthetic instances to the training set from

a subset of the minority class (Kubat et al., 1997; Chawla et al., 2002; Han

et al., 2005). The goal is to reduce overfitting issues which are caused by

oversampling techniques (Han et al., 2005). However, this technique does not

consider instances from other classes which may cause classes to overlap and

as a result increase noise in the dataset (Chawla et al., 2003).

Metrics Level

There are many metrics that can be used to measure the performance of the

learning algorithm however, some can be misleading when the dataset is im-

balanced such as accuracy of the model or overall error rate (He and Garcia,

2009). The reason behind that is that some metrics treat classes equally and

as a result they neglect the performance of the minority class.

The main metrics that can be used to measure the performance of the imbal-

anced datasets are precision and recall and the area under the curve of the

Receiver Operator Curve (AUC of the ROC). AUC of the ROC is basically

showing the trade-off between true positive rate (sensitivity) and false positive

rate (specificity) in different thresholds (He and Ma, 2013). The goal of this

metric is to show the ability of the model to distinguish between classes. The

recall is the true positive rate or sensitivity of the model while precision is the

positive predictive value or the ratio of the positive instances that are correctly

classified. The precision and recall are more appropriate metrics if one class

has more priority (He and Ma, 2013). The AUC of the ROC is preferable
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when the classes have similar priorities and the precision recall metrics are

preferable when we are interested in one of the classes.

Class Level

The idea of class level is to penalize the learning algorithm in the training set

based on misclassification error (Elkan, 2001). The learning algorithm will

have a higher penalty if it is misclassified instances from the minority class.

Many studies have shown that learning from the imbalanced dataset can be

done through employing cost sensitive methods (Maloof, 2003; Chawla et al.,

2004; Weiss, 2004).

These methods can be applied through cost sensitive learning and have three

main classes. The first method is to apply the cost sensitive functions to find

the best distribution for training the dataset (Zadrozny et al., 2003). The

second cost sensitive method is to apply a cost minimizing technique through

a learning step of ensemble learning algorithms where there are many classi-

fiers used to find the optimal classifiers (Domingos, 1999). The cost sensitive

method is to include the cost sensitive features or functions with the learning

algorithm such as cost sensitive decision trees and cost sensitive neural net-

works (Kukar et al., 1998; Elkan, 2001).

Using the cost sensitive method required to find what is the optimal cost sen-

sitive function and how to incorporate it with learning algorithms is usually

used when the sampling techniques cannot be applied to the dataset because

it is harder to implement compared with previous techniques.

Algorithm Level

One of the affective machine learning algorithms for dealing with imbalanced

datasets is ensemble learning algorithms (Zhou, 2012; Kaur et al., 2019). The

idea behind the ensemble learning algorithms is training many learners achieves
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better results than training one learner. Ensemble learning algorithms have

been proven to be better than resampling techniques for dealing with imbal-

anced datasets (Philip and Chan, 1998; Guo and Viktor, 2004; Liu et al., 2008;

Kaur et al., 2019).

The main idea of ensemble learning for dealing with imbalanced datasets is

training the model on different sets of instances to decrease the bias towards

the majority class. The learners can be decision trees, logistic regression, or

neural networks (Huang et al., 2000). There are two main types of ensemble

learning algorithms that can be used to deal with imbalanced datasets: bagging

and boosting. The bagging technique can learn from the imbalanced dataset

in parallel by applying many classifiers then voting for the best classifier, while

the boosting algorithms learn from the imbalanced dataset sequentially by try-

ing to correctly classify the instances based on their weights (Schapire, 1990;

Breiman, 1996).

Bagging

Bagging or bootstrap aggregating is an ensemble learning algorithm that trains

many classifiers in parallel, then chooses the best classifier or aggregate of many

classifiers for prediction and the instances are chosen randomly for the train-

ing set (Breiman, 1996). The main idea behind the bagging algorithm is to

decrease bias by randomly training different instances. The best classifier is

the one that has low error rate or achieves high accuracy (Breiman, 1996).

The instances can be trained more than one time because the instances are

chosen randomly and could be chosen by one or more classifiers. The main

advantages of this method are: it decreases overfitting issues, achieves better

results than single learners and it is not affected by noise (Breiman, 1996).

However, bagging requires base learners to have high performance or it will

not achieve the desired output (Krogh and Vedelsby, 1995).

Boosting
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Boosting is an ensemble learning algorithm that learns in a cascading style and

the learners are trained based on the weight of instances (Schapire, 1990). The

main idea for boosting algorithms is to choose the instances for the next iter-

ation of the training process based on their weights. The weight of instance

is decreased when the instance is correctly classified by the learners and it

increases if the learners misclassify the instance (Schapire, 1990). The learner

should be weak or just better than a random classifier. The main difference

between bagging and boosting is that the former has many learners that learn

in a parallel way and the instances are replaced randomly while the boosting

has one learner at a time and the instances cannot be replaced (Schapire, 1990;

Freund and Schapire, 1995). The AdaBoost algorithm or adaptive boosting

algorithm is a popular boosting algorithm that can tackle the issue of imbal-

anced datasets (He and Ma, 2013). There are many studies that combined

the boosting models with other techniques to deal with imbalanced datasets

such as SMOTEBoost to improve the SOMTE technique and DataBoost to

improve the oversampling technique (Guo and Viktor, 2004). However, this

method is affected when there is noise in the data because it will keep training

to classify them correctly resulting in an increase in the chance of overfitting

issues (Schapire, 1990).

2.2.2 Recommender Systems and Classifications

Recommender systems have been using classification algorithms for building

recommendations such as the k-nearest neighbors classifier which has been

heavily used for building a collaborative filtering recommender system. Build-

ing a hybrid recommender system by applying a Naive Bayes classifier and

collaborative filtering recommender systems to generate recommendations can

increase the accuracy of the recommender system (Ghazanfar and Prugel-

Bennett, 2010). The classification algorithms can also be employed before or
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after the recommendation processes for increasing the quality of recommen-

dation lists. Support vector machines multiclass classifier is used to classify

items based on their categories then feed information to a collaborative filtering

recommender system to increase personalization in the recommendation lists

and decrease issues of sparsity (Nicolas, 2015). The Naive Bayes classifier

can be used after building the recommendations to filter the recommendation

lists (Billsus et al., 2000). Classification can be applied before, through, or

after building the recommendations to increase performance of recommender

systems

2.3 Dealing with Risks in Recommender Sys-

tems

Addressing risk is an essential step in many areas. In different disciplines there

are different risks definitions based on the discipline goals. The risk definition

emphasises the effect of uncertainty on goals. According to ISO 31000 (2009),

risk is the “effect of uncertainty on objectives”. In this section, we illustrate

the definitions of risk in recommender systems as well as other related domains.

For project management discipline, risk can either be a positive or a negative

and the role of risk management is to increase the influence of positive risk

and decrease the influence of negative risk (Rose, 2013). For software engi-

neering, software risk is anything that causes loss in development of software

and there are two types of software risks, internal and external risks, which are

categorised based on the project manager’s ability to control risk (Boehm and

DeMarco, 1997; Madachy, 1997). Bouneffouf et al. (2013) define risk in rec-

ommender systema as “possibility to disturb or to upset the user which leads

to a bad answer for the user”. In this section we introduce risk management

and how to assess risk in general and in recommender systems.
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2.3.1 Risk Management

Risk management is a crucial step in any system to decrease threats that may

negatively affect system goals. Risk management is not specified for specific

systems but it is required in most of the systems, especially when there are

many stakeholders that can influence system goals (Dali and Lajtha, 2012).

Recommender systems are one of those systems that have many stakeholders

and each of them plays a role that can influence recommender systems’ goals.

For instance, the users decision to make a purchase can affect e-commerce rec-

ommender systems, which have a goal of increasing sales of online stores, and

ignoring user’s behaviour that may affect buying decisions of the user is risky

and can affect conversion rates of the business.

Risk management has many steps starting with identifying, assessing and end-

ing with controlling of risk (Crouhy et al., 2005). The identification and

analysis steps are the processes of finding in which circumstance the system

may not achieve its goals or expectations by defining the threats that may

negatively affect the goals of the system (Leitch, 2010). For instance, provid-

ing poor recommendations may negatively affect users’ decisions to buy from

online stores. Then, the assessment of risk step takes place by measuring how

much the identified risks can affect the system goals (Crouhy et al., 2005).

For instance, finding the probability the probability that the user will not buy

from the online store based on the likelihood of the risks and their consequences

if the users face a poor recommendations. Risk controlling is the process of

acting to prevent or reduce influences of risk that may affect the goal of the

system (Dali and Lajtha, 2012). For instance, how the system can mitigate

poor recommendations or provide interesting recommendations to increase the

chance of buying from the online store. Some of the business viewpoints ac-



Chapter 2. Background and Literature Survey 43

cept risks and act based on that, particularly when the risk assessment shows

that the risk influence is not high, or the mitigation of the risks is very costly.

However, some risks need to be reduced or mitigated or otherwise the goals of

the systems will not be achieved or hugely affected.

2.3.2 Risk Analysis and Assessment

There are two approaches for risk analysis and assessment: model driven and

data driven. Each approach has advantages and disadvantages.

Model Driven Approach

The model driven approach depends on deep understanding of the system goals

and the features or factors that influence them and how they are related. The

data that is used should be clear and relative or the assessment will not be

useful (Lund et al., 2010). It can provide explanations behind the assessment

which are very useful for understanding the reason behind the results. It is

considered a trial and error approach that is based on scientific modelling, hy-

pothesis development and experiment testing. The main procedures to assess

the risk based on the model driven approach are the feature exploration, anal-

ysis and assessment and testing processes (Power and Sharda, 2007). There

are two types of model driven approaches: qualitative risk analysis and assess-

ment, and quantitative risk analysis and assessment. Qualitative risk analysis

and assessment uses the scale for measuring impact and the likelihood of risk

factors to find the level of risk. This kind of risk analysis and assessment

is easier to implant compare with quantitative risk analysis and assessment.

Quantitative risk analysis and assessment is a numerical evaluation of the risks

influences on the goals of the system.

Qualitative Risk Analysis and Assessment

Qualitative risk analysis does not require an expert to perform it and it is cost
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effective (Curtis and Carey, 2012). The output of qualitative risk analysis

and assessment could be used to plan for risk countermeasures as the out-

put is more descriptive than the actual cost of the risk and the output of the

analysis stage could be used as a foundation for quantitative risk analysis and

assessment. It is performed frequently to analyse new risks that may appear

(Rose, 2013). However, the estimation of risk is not as accurate as quantitative

risk analysis and assessment. The goals that are affected by the risk should be

considered and can be used to prioritized risk and plan for countermeasures

(Curtis and Carey, 2012). The impact and likelihood can be categorical or

numerical values as well as the risk.

The categorical values are defined from low to high or vice versa (Curtis and

Carey, 2012). The numerical values are used to measure the risk level based

on the numerical value of impact and likelihood or probability. One of the

commonly known matrices is the Likelihood and Impact Matrix which is used

for qualitative risk analysis and assessment (Rose, 2013). It is based on two

components of risk: likelihood of occurrence and the impact on goals if it hap-

pens. This matrix is two-dimensional for mapping the occurrence likelihood or

probability of the risk and their influence on the system goals (Rose, 2013).

The output of the matrix is referred to as risk level or the degree of risk and is

calculated by multiplying the two dimensions of the matrix. The qualitative

risk analysis methods are based on the likelihood and impact of risk events.

Quantitative Risk Analysis and Assessment

Quantitative risk analysis and assessment is more accurate analysis than the

qualitative risk analysis and assessment. However, it requires huge resources

and time to be measured and evaluated accurately compared with qualitative

risk analysis and assessment. This analysis is usually used for high priority

risks. In some cases, it is not possible to perform this kind of analysis and

assessment due to the lack of data. It is a repeatable process till the output
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of the assessment reaches the desirable state. The most common methods

based on the quantitative risk analysis and assessment are Sensitivity Anal-

ysis, Monte Carlo Simulations and Expected Monetary Value (Rose, 2013).

Sensitivity Analysis is a technique used to evaluate the variables which have

the highest influence on risk (Council et al., 2005). They help assess the risks

with the highest influence and how variations in the goals and uncertainties

are correlated and the impact of each risk factor on the system goals (Rose,

2013). Generally, it is only the high priority risks that are included in this kind

of analysis. This analysis requires huge effort and resources to be implemented

and usually it is performed after the Likelihood and Impact Matrix to identify

the highest risks (Iloiu et al., 2009).

Expected Monetary Value is similar to the Likelihood and Impact Matrix be-

cause it involves multiplying the likelihood and impact of risks. The likelihood

of a risk is identified and the impact is assigned a monetary value. The risk

could be positive or negative and it assigns positive values for a positive risk

(opportunity) and negative values for a negative risk (threat), and the decision

trees are commonly used to measure Expected Monetary Value (Rose, 2013).

Monte Carlo Simulations are used for quantifying risk (Rose, 2013). In risk

management, the inputs are estimates of system goals and the model outputs

are the likelihood of each goal due to the uncertainties (Rose, 2013). These

outputs can then be used to identify countermeasures or a plan for controlling

the risk.

Qualitative risk analysis is just for estimation purposes that depend mainly on

the quality of the data that is used to build the analysis (Curtis and Carey,

2012). In some cases, risks that are quantitively different may obtain similar

risk levels. It is basically a subjective analysis and the output of the analysis

may have different interpretations. The matrix shows the risk level for each

risk factor but it doesn’t provide the overall risk and it is also a repeatable
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process (Curtis and Carey, 2012). Quantitative risk analysis is more accurate.

Quantitative risk analysis is not as cost-effective as qualitative risk analysis.

This analysis is basically dependent on the data that is used as input and any

insufficient data will result in meaningless output (Curtis and Carey, 2012).

One of the model driven risk assessments in the software engineering field is

the Constructive Cost Model (COCOMO), a mathematical model used in soft-

ware engineering to measure effort needed and assesses risks and efforts of a

project by assigning numerical values to each factor (Madachy, 1997).

Data Driven Approach

The Data Driven approach is based on data and their patterns. One of the first

risk assessment models based on the data driven approach uses neural networks

algorithms and traditional statistical methods to improve credit risk models

(Altman et al., 1994). It is more cost effective than the model driven approach

(Kagermann et al., 2013). Deep understanding of the features that are used to

assess risk is not essential and the assessment could be built without identifying

the features, such as assessing risk based on neural networks or clustering.

The main procedures to assess the risk based on the data driven approach is

the training and testing process (Niesen et al., 2016). However, it requires

data that represents all the cases that may happen. The interpretation of the

results is not possible in some cases. Complexity or limited understanding of

the output are an important issues in these black box techniques.

2.3.3 Risks in Recommender Systems

In recommender systems, there are many threats that can be considered as

risks and as shown in Figure 2.4. Some of these threats are based on privacy

perspectives, provider’s view point, unfairness, unresponsiveness, pure person-
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Figure 2.4: Recommender systems and risks

alization, and finally upsetting users by providing poor recommendations.

Extracting user preferences by malicious users due to poor privacy is a risk

(Wang et al., 2016). The system builds a user-to-user matrix to find the trust
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between users and to prevent attackers from obtaining other users’ preferences.

The model adopts the data driven approach for assessing risk and it is based

on a matrix factorization technique. However, the system built as part of that

project has a scalability issue. Scalability is considered an essential factor in

e-commerce recommender systems (Karimova, 2016).

Unfairness in community based recommender systems, where buyers and sellers

communities are using the same platform of e-commerce, can have a negative

influence on consumers because it affects trust (Schubert and Ginsburg, 2000;

Ba and Pavlou, 2002; Chen et al., 2009). Unfairness risk assessment is re-

quired for building community based recommender systems, and they adopt

the model driven approach by using categorical risk assessment (Schubert and

Ginsburg, 2000). They proposed a model that adopts the model driven ap-

proach for assessing risk of unfairness by analysing the features of items such

as the price based on regression analysis (Ba and Pavlou, 2002). Furthermore,

providing biased recommendations to the user may be considered a major issue

that affects trust and as a result, affects their decision to buy (Chau et al.,

2013). The study proposed a model that adopts the model driven approach to

study the influence of providing recommendations from a particular product

vender on users trust (Chau et al., 2013).

Individual responsiveness could be considered a risk. Many researchers claimed

that individual responsiveness is independent of the user (Shani et al., 2005;

Jiang et al., 2015). However, there is a risk of ignoring the impact of rec-

ommendations, because not all consumers will accept recommendations in a

similar way. Measuring responsiveness from the consumer can improve recom-

mender systems (Sato et al., 2016). They proposed an algorithm that adopts

the data driven approach, and shows the importance of including the risk of

users not responding and shows the effect on recommendation accuracy (Sato

et al., 2016).
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Upsetting users by providing poor or inaccurate recommendations could

be considered a risk. The risk of providing inaccurate recommendations may

influence negatively consumers’ decisions to buy (Adomavicius et al., 2018).

They proposed a model that adopts the model driven approach, and shows

the influence of inaccurate recommendations on buying decisions based on the

passion regression model (Adomavicius et al., 2018).

Bouneffouf et al. (2013), developed a risk aware recommender system based

on a data driven approach that recommended documents based on the user’s

contextual information and Click Through Rate (CTR), and they found that it

increases the performance of recommender systems. Their system faced weak-

nesses such as the cold start problem of a new user, the navigation process

to obtain a user’s interest before providing a recommendation list, and the

agenda form that needs to be filled for social modeling.

Pure personalization could be considered a risk because it may not be effective

in all cases, some users prefer popularity based recommender systems which

recommend items that are popular regardless of their similarities to users’ pref-

erences, instead of personalized recommender systems because usually sparse

data is used to predicate personalized items (Zhang et al., 2013). They pro-

posed a model that adopts the model driven approach, and the goal is to reduce

the risk of user dissatisfaction by switching between popularity based recom-

mender systems and providing relevant items based on users profiles (Zhang

et al., 2013).

Personalization of recommendations could raise some issues such as bias to-

wards subsets of popular items or lack of diversity in recommendation lists.

The studies that solve the issues that may appear due to personalization are

summarised in Table 2.1. However, the level of diversity that the recom-

mender system can present in recommendation lists is ignored. Assessing the
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user interaction is important to reduce irritating users, especially when the

over diversity could affect user decisions negatively (Kapoor et al., 2015).

The goal of assessing the risk of user interaction is to find the level of diversity

the recommender system can present in recommendation lists. To the best

of our knowledge there is no study that predicts the level of diversity before

presenting recommendation lists.

Focusing on recommending the most relevant items to the user is the major

goal of current recommender systems. However, users nowadays need more

than that from recommender systems. They require recommendations to be

more suitable for their situations or non-risky situations, and a more targeted

recommendation list in risky situations (where the user is busy or does not

have that much time). The need to understand the user situation and provide

recommendations based on that situation may be considered an important

factor to obtain benefits from recommendations and ensure positive influence

on the user at the same time which increases user satisfaction. Many studies

focus on the importance of predicting the user’s purchase intention or assessing

the risk of the user not making a purchase for enhancing recommendations,

services and personalization by understanding how users browse for specific

items or how they search for related items, that conclude that different recom-

mendations need to be based on a user’s intention (Morwitz and Schmittlein,

1992; Lo et al., 2016; Cheng et al., 2017). There are some studies which aim

to classify sessions based on user’s purchase intention. Sheil et al. (2018),

propose a model to categorize users as clickers and buyers based only on a

user’s click-stream, this model uses a recurrent neural network RNN. The sec-

ond model is the real-time prediction of online shoppers predicting a user’s

intention to purchase based on the user’s clickstream and session information

(Sakar et al., 2019). This model fed six features into the multilayer perceptron

MLP: the month, number of pages visited by the user, region, operating sys-
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tem, amount of time spent on the session and whether it is a special day or not,

to classify sessions. However, normally e-commerce datasets are imbalanced

because they depend on users behaviours, and these kinds of neural networks

are biased towards the majority class. To the best of our knowledge, there is

no research related to building recommendations based on user intention to

make a purchase.
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Table 2.1: Personalization Risk Countermeasures

Research Approach Goal Methodology

(Davidson et al., 2010) Model driven Increase diversity in recom-
mendation list

Adding some rules to the recommender
system which is removing the videos
that are too similar

(Li and Murata, 2012) Data driven Increase diversity in recom-
mendation list

Hybrid recommender systems based on
users and items clusters where the clus-
ters that are similar to other clusters
are deleted

(Zhang et al., 2013) Model driven Increase user satisfaction Switching between popularity based
recommender system and personalized
based recommender system

(Said et al., 2013) Data driven Increase diversity in recom-
mendation list

K-Furthest Neighbour Collaborative
Filtering

(Lee and Lee, 2014) Model driven Decrease bias toward the
popularity of items

Identified some users as experts and
sent their recommendations to other
users

(Zhang et al., 2018) Data driven Decrease bias toward the
popularity of items

Applying a multi-armed bandits
method by setting the upper confi-
dence bound high when the restaurant
is new which gives it more chance to
be recommended

(Mansoury et al., 2020) Data driven Increase diversity in recom-
mendation list

Applying post-processing to identify
items that have low visibility, then ap-
ply bipartite graph between items and
users to generate recommendation lists

(Boratto et al., 2021) Data driven Decrease bias toward the
popularity of items

Balancing the training samples be-
tween the popular items and unob-
served items.
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2.4 Conclusion

This chapter presents the background and relevant research areas of e-commerce

recommender systems. Furthermore, it sheds light on the gaps that the re-

viewed studies have. The first gap is how to assess risk in e-commerce recom-

mender systems based on a model driven approach and a data driven approach.

We choose to assess the risk of a user not making purchases because the main

goal of the e-commerce recommender system is to increase sales. This gap has

been addressed in Chapters 3 and 4. The second gap is how to reflect the

e-commerce purchasing pattern to predict the level of diversity. The level of

diversity can be predicted based on the users’ behaviours and their interaction

with recommender systems. All the reviewed studies increase diversity without

considering the context of the user. This gap has been addressed in Chapter

5. The third gap is how to build a recommender system framework to present

personalized and diverse recommendations based on the risk assessment. We

choose to assess the risk of a user not making purchases because many stud-

ies show the importance of this risk, however; no study employs it to provide

recommendations. This gap has been addressed in Chapter 6.
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3
Risk Assessment based on a

Model Driven Approach

The aim of the proposed model in this chapter is to assess the risk of a user not

purchasing before providing a recommendation to an e-commerce user. The

proposed model applies a model driven approach to classify sessions as risky or

non-risky, which indicates the likelihood of the session to contain a purchase.

The risk calculation is based on two behaviours and seven features.
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3.1 Introduction

Several research projects emphasize the importance of predicting the user’s

purchase intention or assessing the risk of the user not making a purchase for

enhancing recommendations, services and personalization by understanding

how users browse for specific items or how they search for related items, which

conclude that different recommendations are required to be based on a user’s

purchase intention (Morwitz and Schmittlein, 1992; Lo et al., 2016; Cheng

et al., 2017).

The goal of the proposed model is to assess the risk of users not purchasing

before providing recommendations. The proposed model identifies the features

that can be used to assess the risk of the user not purchasing, then measures

them using a model driven approach to calculate risk level.

In recommender systems, there are many threats that could be considered

a risk because they may irritate users and negatively affect users decisions to

make a purchase. The risk can be categorised based on the risk source into two

categories which are user behaviour and population behaviour. User behaviour

includes the implicit feedback from the user such as the time of the session and

the number of clicks. There is a risk of unawareness of contextual information

and tracking the number of clicks in the session, and awareness of these factors

can increase the performance of recommender systems (Bouneffouf et al.,

2013; Lo et al., 2016). Moreover, decreasing the number of items that users

are interested in and if the user is a new visitor means that the likelihood

to perform a purchase on the session is low (Pu et al., 2011). Lack of trust

has an inverse relationship with user satisfaction and can lead the user to

not perform a purchase (Pathak et al., 2010). There are other factors that

can affect the risk of the user not purchasing and they can be assessed based

on population implicit data such as an increase in the number of users who

leave the system without performing a purchase (Armstrong et al., 2000).
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Furthermore, decreasing the number of users who use the system increases the

risk because the likelihood of performing a purchase may decrease (Bag et al.,

2019).

In this chapter, we focus on identifying and assessing the risks that influence

a user’s intention to purchase based on user and population behaviour. We

apply a model driven approach to assess the risk of a user not purchasing. This

model driven approach is based on rules which are explicitly represented. The

main advantage of using this approach is interpretation, the ability to explain

the reason behind prediction. Furthermore, a model driven approach is not

affected by imbalanced dataset issues because it is rule based.

Assessing risk in recommender systems is important to obtain the maximum

benefit of the recommender systems. It is suggested that risk assessment can

be part of the cost estimation process (Menzies and Sinsel, 2000). One of the

effective cost estimation tools is the Constructive Cost Model (COCOMO), a

mathematical model used in software engineering to measure effort needed and

assess risks of a project (Madachy, 1997). Intermediate COCOMO includes

subjective assessment of product, hardware, personnel and project perspectives

to assess an effort adjustment factor. This model can be used to estimate

software effort and risk assessment (Menzies and Sinsel, 2000). Furthermore,

there is a relationship between risk and cost which is cost estimation. Cost

estimation is a combination of actual cost and risk associated with that cost

(Kansala, 1997). Although risk estimation in recommender systems is different

from cost measurement in software engineering, we note that both domains

required a notion of risk. The COCOMO model is used to find the cost and

risk of a software project and we adapt the method to find the risk of a user

not purchasing. The COCOMO model is a popular risk assessment model

that transforms the qualitative scale into quantitative assessment (Merlo-

Schett et al., 2003; Manalif et al., 2014). Qualitative risk assessment depends
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on subjective assessment and the results may have different interpretations

(Curtis and Carey, 2012). Adapting the COCOMO model can reduce the

issue of the subjective assessment by transforming the subjective assessment

of risk features to a quantitative value. The reason for choosing the COCOMO

model is that it assigns numerical values to features to measure the risk. As a

result, the novelty of the proposed model is that it is built based on a model

driven approach and derived from an intermediate COCOMO model to assess

the risk of a user not purchasing based on implicit data of the user’s session to

predict whether the session may contain purchase (non- risky session) or may

not contain purchase (risky session).

This chapter is organized as follows. Section 3.2 describes the contributions

of the chapter. Section 3.3 introduces the proposed model. We first identifies

features that can be used to assess the risk of a user not purchasing, then we

propose a model based on a model driven approach to predict and classify

sessions. Section 3.4 presents the experimental results of the proposed method

on two real world data sets. Section 3.5 concludes the chapter.

3.2 Contributions

This chapter addresses contribution C1 as described in Section 1.4, which is

proposing a model to assess the risk of a user not purchasing, based on two

behaviours and identifies seven features that can be used for risk assessment.

The methodology that we used is described below:

• Firstly, we propose a model that extracts the features from e-commerce

datasets and performs the experiments on two real world and publicly

available datasets.

• Secondly, we adopt a model driven approach which is the Constructive
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Cost Model to assess the risk of a user not purchasing.

• To show the effectiveness of the proposed model, we compare it against

two state of the art models that are used to predict and classify sessions

based on the users’ purchase intention.

3.3 Proposed Model

There are many threats that influence the purchase intention and can be used

to assess the risk of a user not purchasing. The proposed model identifies risks

based on two behaviours: user behaviour and population behaviour. Each

behaviour has features that can be used to estimate the risk of a user not pur-

chasing. The proposed model will assign a numeric value to seven risk features

to assess the risk of a user not purchasing, then classify sessions as risky or

non-risky. For example, if most users are doing purchases on weekends, then

the sessions on weekends will have a higher chance of containing a purchase, so,

weekends are considered less risky than weekdays because the chance of session

including a purchase is higher. The model obtains these features values from

the intermediate COCOMO model to assess risk level (Madachy, 1997).

The user behaviour focuses on users themselves, including the four features:

Contextual Information, User Interest, Responsiveness Degree, and Trust De-

gree. The Contextual Information feature assesses whether the user is busy

(weekdays) bearing a lower chance of accepting recommendations, or not busy

(weekends) bearing a higher chance of accepting recommendations. A higher

value represents a busier user. The User Interest feature assesses the risk

based on the number of items that the user is interested in at the current

session and previous sessions. For example, if the number of items that the

user is interested in is high, bearing a higher chance of accepting recommen-

dations or (low risk), few items (high risk) bearing a low chance of accepting
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recommendations. The Responsiveness Degree feature assesses risk based on

the time spent viewing items, more time to view items (low risk) bearing a

higher chance of accepting recommendations, short time to view items (high

risk) bearing a lower chance of accepting a recommendations. The Trust De-

gree feature assesses the number of clicks in a session, more clicks (low risk)

bearing a higher chance of accepting recommendations, fewer clicks (high risk)

bearing a lower chance of accepting recommendations. Figure 3.1, shows how

to assign values to features based on their influence on risk. Some of the fea-

tures have a positive influence on risk and others have a negative influence

on risk. For instance, low bounce rate exhibits a low risk while a high con-

version rate exhibits a low risk. The proposed model, Risk Assessment based

on a model driven approach (RA-MD), will formulate the risk from the user

behaviour as follows:

UR = CI × UI ×RD × TD (3.1)

where CI is Contextual Information, UI is User Interest, RD is Responsiveness

Degree and TD is Trust Degree.

The population behaviour focuses on other users and their influence on the

session, and it contains three features: Bounce Rate, Population Traffic and

Conversion Rate. The Bounce Rate feature assesses risk based on the rate of

users who visit the page then leave the system during that session. A high

bounce rate means high risk, bearing a low chance that the session will contain

a purchase, or a low bounce rate means low risk bearing a higher chance that

the session will contain a purchase. The Population Traffic feature captures the

number of users who are interested in the same items that the current user is

interested in, high Population Traffic (low risk) bearing a high chance that the
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Figure 3.1: Assigning values of features

session will contain a purchase, or low Population Traffic (high risk) bearing

a lower chance that the session will contain a purchase. A higher value of risk

represents a low Population Traffic. The Conversion Rate feature assesses risk

based on the rate of purchases divided by the number of total sessions, high

Conversion Rate (low risk) bearing a high chance that the session will contain

a purchase, or low Conversion Rate (high risk) bearing a lower chance that

the session will contain a purchase. The system will formulate the risk of the

population behaviour as follows:

PR = BR× PT × CR (3.2)

where BR is Bounce Rate, PT is Population Traffic and CR is Conversation

Rate.
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Table 3.1: Risk features value of the Proposed Model

User

Risk Influence Very
Low

Low Nominal High Very
High

Contextual Informa-
tion

0.75 0.88 1 1.4

User Interest 1.29 1.13 1 0.82
Responsiveness De-
gree

1.21 1.11 1 0.9

Trust Degree 1.21 1.11 1 0.9

Population

Risk Influence Very
Low

Low Nominal High Very
High

Bounce Rate 0.87 1 1.15 1.3
Population Traffic 1.29 1.13 1 0.91 0.82
Conversion Rate 1.42 1.17 1 0.86 0.7

Each of the seven features has a rating on a five-point scale that ranges

from “very low” to “very high” (where the value is based on their influence

on the risk). All the values in Table 3.1 are derived from the COCOMO

model (Madachy, 1997). For example: Conversion Rate scales: 1.42 (Very

Low), 1.17 (Low), 1 (Nominal), 0.86 (High), 0.7 (Very High). Thus, if the

Conversion Rate is very low then the multiplying feature will be 1.42 and will

result in a higher risk level. This is the reason for applying multiplication

between features. If the feature value is higher than one, the risk level will

increase and if the feature value is less than one this means that the risk level

will decrease. The values of features and their influence on the risk of the user

not purchasing were validated through experimentation.

Table 3.2: Coefficient and the Exponent of the Proposed Model

User classes a b

Returning user 2.8 1.2
New user 3 1.12
Other 3.2 1.05
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The (RA-MD) model will choose the coefficient ai and the exponent bi

depending on the user class. The user from a returning class bears a high

chance that the session will contain a purchase. For each class i, the values of

ai and bi are different based on the effect of the class of risk, the values are

derived from the COCOMO model (Madachy, 1997) and given in Table 3.2.

The system will formulate the two behaviours as follows:

RL = UR× PR (3.3)

R = ai(
1

1 + pj
)bi × log(R) (3.4)

where RL is the risk level, R is the risk value, p is the number of purchases

of user j, and the coefficient a and the exponent b depend on user classes i.

Equation 3.4, is derived experimentally, where a log transformation has been

used to normalize the range of the R values. One of the commonly used method

to find the optimal threshold for classification is the Youden index method

(Kumar and Indrayan, 2011). This method defines the the optimal threshold as

the threshold maximizing the Youden function which is the difference between

true positive rate and false positive rate over all possible threshold values. The

proposed model will find the optimal threshold to classify sessions using the

Youden Index of the receiver operating characteristic curve of the validation

set, as follows:

θ = SN + SP − 1 (3.5)

where θ is the threshold, SN is the sensitivity of the validation set of the re-

ceiver operating characteristic curve and SP is the specificity of the validation
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set of the receiver operating characteristic curve.

Based on the literature review, there are many features that can be used to

assess the risk of the user not purchasing. However, we choose the features

that can be extracted from e-commerce data. Their effect on the risk of the

user not purchasing has been proven experimentally.

The proposed model will classify a session as a risky session or a non-risky ses-

sion based on the threshold derived by Equation 3.5. A risky session indicates

that the user acceptance of recommendations is very low, and the session will

have less chance of containing a purchase. A non-risky session indicates that

user acceptance of recommendations is high, and the session will have a high

chance of containing purchases.

3.4 Experiments and Results

In this section we conduct experiments to show features’ influence of the pro-

posed model (RA-MD) on the risk, compare the performance of the proposed

model with state-of-the-art models and evaluate the effectiveness of the pro-

posed model on different datasets. For the chosen datasets, 70% of the data

was used for analysis and validation and 30% for testing. The validation phase

aimed to find out in which situations of the recommender system, the user per-

forms a purchase.

3.4.1 Experimental setup

The datasets that are used in the experiments are the Retail Rocket recom-

mender system dataset (Ret, 2017) and the Online Shoppers’ Purchasing

Intention dataset (Sakar et al., 2019), and they are publicly available. To

build an effective prediction model at least three clicks are required (Ding
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et al., 2015). So, a pre-processing step was done and only the sessions that

had at least three clicks were included. The Retail Rocket recommender sys-

tem dataset contains the clickstream data, representing interactions that were

collected over a period of 4.5 months. In total and after the pre-processing

step there are 91,870 sessions. The Online Shoppers’ Purchasing Intention

Dataset contains the clickstream data, representing interactions that were col-

lected over a one-year period and contains 10,320 sessions and each session

belongs to a new user (Sakar et al., 2019). The main difference between the

datasets is that the first dataset provides information about previous sessions

of the user while the second dataset does not provide any information about

users’ past sessions. All experiments were run on an Intel Core i5-6300 2.4

GHz Windows 10 Pro system with 16 GB of RAM. Source code of RA-MD is

available for download 1. Table 3.3 contains statistics of the datasets.

Table 3.3: Statistics of Datasets

Dataset sessions Risky
Sessions

Non-
Risky
Sessions

Retail Rocket recommender system 91,870 91.5% 8.5%
Online Shoppers’ Purchasing Intention 10,320 82% 18%

The datasets are imbalanced so the accuracy of the models cannot be chosen

as an evaluation metric to avoid a biased result toward the majority class;

therefore, other metrics are used to evaluate the models: True Positive Rate

(TPR), True Negative Rate (TNR), Precision, Recall, F1 score and AUC of

the ROC curve. AUC of the ROC curve is used to evaluate models’ capabilities

of distinguishing between different classes.

There is research which aims to classify sessions based on user’s purchase

intention. There is a model to categorize users as clickers and buyers based

only on a user’s clickstream, this model uses a recurrent neural network RNN

1Available at https://github.com/DanahAG/RA-MD

https://github.com/DanahAG/RA-MD
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(Sheil et al., 2018). This model fed features into the recurrent neural networks

(RNN): item id, timestamp, category of item, price, and quantity of the item

to classify sessions. The second model is the real-time prediction of online

shoppers which predicts a user’s intention to purchase based on the user’s

clickstream and session information (Sakar et al., 2019). This model feeds

six factors to the multilayer perceptron (MLP) to classify session: the month,

number of pages visited by the user, region, operating system, amount of time

spent on the session, and whether it is a special day or not. However, normally

e-commerce datasets are imbalanced. The RNN and MLP neural networks are

biased towards the majority class.

3.4.2 Experimental results

Four experiments were performed on each dataset. Firstly, we performed a

sensitivity analysis on each feature and showed the impact on classifying session

of a risky session and a non-risky session. Secondly, we compared the AUC

of the ROC area of the proposed model with other state-of-the-art models to

indicate the ability of the proposed model to distinguish between the risky

sessions, sessions that do not contain purchases and the non-risky sessions,

sessions that contain purchases. Thirdly, we compared the precision, recall,

and the F1 score of the proposed model with other state-of-the-art models to

measure the performance of the proposed model. Lastly, we showed the effect

of user and population behaviours on the performance of the proposed model.

A sensitivity analysis was performed for each feature to find their influence

on the classifying sessions based on the deterministic method (Borgonovo

et al., 2017). Sensitivity analysis is the study the relationships between feature

values and the proposed model output. It shows how varying feature values

can influence the output of the proposed model. The proposed model output

classifies a session to a risky session and a non risky session. The goal is to
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determine how sensitive the output is around a specific feature’s values. For

each feature, we found the probability the session is risky (does not contain

a purchase) and the probability the session is not risky (contains a purchase)

regarding their subjective assessment in Table 3.1. The first experiment was

done to perform sensitivity analysis on each feature and show their impact on

classification on the Retail Rocket recommender system dataset (Ret, 2017),

where the information about previous sessions of the user is provided. The first

experiment, Figure 3.2, shows some of the features have a positive influence

such as bounce rate and some of them have a negative influence such as user

interest and this can explain the reason why some of the features values are

increasing and others are decreasing in Table 3.1. Figure 3.2, shows that

the output of the proposed model on Retail Rocket Dataset is sensitive to

the Responsiveness degree feature and the Trust degree feature. However,

the Responsiveness feature has more influence on the output compared with

the Trust degree. For the Responsiveness degree, around 80% of sessions will

be risky if this feature is very low and 15% of sessions will be risky if it

is high. For the Trust degree, around 95% of sessions will be risky if this

feature is very low and 75% of sessions will be risky if it is high. It shows

that the magnitude of influence is different between features, however, all the

features have an influence on the risk of the user not purchasing. A sensitivity

analysis was performed on the Online Shoppers’ Purchasing Intention Dataset,

where each session is for new users. Figure 3.3, shows the sensitivity analysis

of the features of the proposed model and their influence on the risk of the

user not purchasing. Furthermore, it shows that the influence magnitude is

different between features. Figure 3.3, shows that the output of the proposed

model on the online shoppers’ dataset is very sensitive to the User interest

feature and around 90% of sessions will be risky if the user interest is very low.

Furthermore, it shows that the output of the proposed model on the online
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shoppers’ dataset is not very sensitive to the Responsiveness degree feature for

different risk levels. Comparing this dataset with the previous dataset shows

that the impact magnitude of the feature on the risk is dependent on the

dataset’s characteristic. For instance, the responsiveness degree has a higher

impact on the risk on the Retail Rocket Dataset than the online shoppers

dataset.

The second experiment compares the AUC of the ROC curve of the proposed

model with other state-of-the-art models to indicate the ability of the models

to distinguish between risky sessions and non-risky sessions. The experiment

compares the prediction of our model against the predictions of the state-of-

the-art models. We do this because the state-of-the-art models have different

features. We are unable to do a fear comparison of the models in both datasets

because these models are predicting the output based on different features and

the datasets do not have all the required features of these models. The Retail

rocket recommender system dataset does not have information about the region

and operating system of the user and the Online shoppers’ purchasing intention

dataset does not have the price of the item and category of item. Figure 3.4,

shows that the proposed model outperforms the model that uses a recurrent

neural network RNN (Sheil et al., 2018) in terms of AUC of the ROC curve by

0.05 on the Retail Rocket Dataset, and the AUC of the ROC curve is equal to

0.89. The results show that the proposed model can distinguish between the

sessions containing purchases and the sessions that do not contain purchases

more accurately than the model that uses the recurrent neural network RNN.

The results of the second experiment on the Online Shoppers’ Purchasing

Intention Dataset is show in Figure 3.4 and shows that the proposed model

outperforms the model that uses the multilayer perceptron MLP (Sakar et al.,

2019), in terms of AUC of the ROC curve by 0.01, and the AUC of the ROC

curve is equal to 0.79. The proposed model can distinguish between the sessions
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Figure 3.2: Sensitivity analysis of the features of the proposed model (Retail Rocket
Dataset)

containing purchases and the sessions that do not contain purchases, even if

there is no previous information about the user or if the user is a new user.

The third experiment was done to show the precision, recall and F1 score of the

proposed model (RA-MD) compared with the model that uses the recurrent
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Figure 3.3: Sensitivity analysis of the features of the proposed model (Online Shop-
pers Dataset)

neural network RNN. Figure 3.5, shows that the proposed model outperforms

the model that uses the recurrent neural network RNN in terms of Precision

and F1 score by 8% and 4%, respectively. However, the recall value of the

proposed model is equivalent to the recall value of the model that uses the
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Figure 3.4: The ROC Curve of proposed model (RA-MD), MLP, and RNN

recurrent neural network RNN, and it is equal to 85%.

Figure 3.5: Evaluation of the proposed model(RA-MD), MLP, and RNN

The third experiment on the Online Shoppers’ Purchasing Intention Dataset

is shown in Figure 3.5, and shows that the proposed model outperforms the

model that uses the multilayer perceptron MLP in terms of precision and F1
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score by 7% and 2.5%, respectively, but underperforms the former model in

terms of recall by 5%. However, it is expected to have lower precision because

the proposed model has higher recall, and precision and recall have an inverse

relationship. The F1 score of the proposed model outperforms the model that

uses the multilayer perceptron MLP, and the F1 score is a more accurate mea-

sure of the model performance, especially if the dataset is imbalanced.

The final experiment was to show the importance of each behaviour of the pro-

posed model (RA-MD) and how they influence the True Positive Rate (TPR),

True Negative Rate (TNR) and the AUC of the ROC curve of the proposed

model. Figure 3.6, shows that ignoring one of the behaviours can affect model

performance, especially the TPR which can be negatively influenced and de-

creases by more than 40%, on the retail rocket dataset and by more than 50%

on the online shoppers dataset, which means that the ability of the model to

identify risky sessions is very low. As a result, the population and user be-

haviours are important for the proposed model to achieve high performance.

3.5 Conclusion

In this chapter, we proposed a model, Risk Assessment based on a model driven

approach (RA-MD), to assess the risk of a user not purchasing based on two

behaviours and identified seven features that can influence the user purchase

intention. The proposed model assessed the risk of a user not purchasing

by using a concept of the model driven approach which is the Constructive

Cost Model, to predict and classify sessions as risky and non-risky sessions.

Experiments show the effectiveness of the proposed model in assessing the risk

of a user not purchasing before providing a recommendation, and the highest

AUC of the ROC curve is 0.89. The result of the experiment shows that
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Figure 3.6: User and population behaviours influence on the proposed model(RA-
MD)

the proposed model can be used to assess the risk of a user not purchasing,

for new users, and the lowest AUC of the ROC curve is 0.79. Furthermore,

the experiment shows that the proposed model outperforms two state-of-the-

art models that are used to predict and classify sessions based on the user’s

purchase intention in regard to correctly distinguishing between risky and non-

risky sessions. The limitation of this model is that it does not consider the

change in users’ behaviours over time and this can affect the performance of

the model. In the next chapter we are going to propose a model that can tackle

the issue of users’ behaviours changing over time.
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4
Risk Assessment based on a Data

Driven Approach

The aim of the proposed model in this chapter is to predict the risk of a user

not purchasing before provision of a recommendation to an e-commerce user.

The proposed model applies a data driven approach to classify sessions as risky

or non-risky and can handle issues of users’ behaviours changing over time.
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4.1 Introduction

In the previous chapter we proposed a model to assess the risk of a user not

purchasing by using the concept of a model driven approach which is the Con-

structive Cost Model, to predict and classify sessions. Experiments show the

effectiveness of the proposed model in assessing the risks of a user not pur-

chasing before provision of a recommendation. However, the proposed model

does not consider the changes of users’ behaviours over time and this can af-

fect the performance of the model. The e-commerce data is mainly affected

by users and their behaviour over time, which means that change can happen

to the data. The model driven approach cannot handle the change of users’

behaviours over time because it is rule based. Changing the rules consumes

resources and time because it needs to re-analysis data and build new rules.

For this reason, the data driven approach could be considered more appropri-

ate to handle this kind of change.

In this chapter we are going to assess the risk of a user not making a purchase

and tackle the issue of change of users’ behaviours based on a data driven

approach. The data driven approach is built based on data patterns or ma-

chine learning algorithms. The main goal of the proposed model is to classify

sessions based on the user’s purchase intention. There are three main types of

the machine learning approach for supervised classification: Classical machine

learning, deep learning, and ensemble learning. The classical machine learning

algorithm uses a single base learner algorithm that is trained by training sets,

and then tests the model on unseen data. Ensemble learning uses multiple

base learner algorithms to obtain higher accuracy than a single base learner

algorithm. Deep machine learning or deep learning is a subset of machine

learning algorithms that use multiple layers of neural networks as a learner to

predict unseen data. Based on the literature all have their advantages and dis-

advantages. In summary, the classical approach can provide interpretation but
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it cannot handle imbalanced issues or change of behaviours over time (He and

Garcia, 2009). An imbalanced issue is when the classes are not balanced. For

instances, the number of sessions that contain purchases is much lower than

the number of sessions that do not contain purchases. The classical machine

learning algorithms cannot handle imbalanced issues by itself. It is required

to apply a change of data or algorithm to be capable to learn from imbalanced

data and which may result in overlapping between classes (Kaur et al., 2019).

For the deep learning approach, it can be more accurate than other machine

learning algorithms but cannot handle change of behaviours over time and

imbalanced issues (Nicolas, 2015). Applying a pre-processing step such as

resampling techniques can improve deep learning algorithms’ prediction on an

imbalanced dataset but it may not reduce the error rate of the minority class

(Kaur et al., 2019). For the ensemble learning approach, it can be interpreted

(Friedman et al., 2000), but it is not as easy to interpret as some of the clas-

sical machine learning algorithms because it is based on many base learners.

Furthermore, some of the ensemble learning can handle imbalanced issues such

as boosting algorithms (Galar et al., 2011; Kaur et al., 2019).

Ensemble learning uses many base learners to predict unseen data. The base

learners of the ensemble learning algorithm are learning in parallel stages and

some of them are learning sequentially. The ensemble learning algorithms have

three different approaches: bagging, boosting and stacking. The bagging al-

gorithm is basically training base learners in parallel on different instances of

training sets. The instances are chosen randomly from the training data sets,

then a vote is taken to choose the more suitable base learner (Breiman, 1996).

The boosting algorithm applies the same concept as the bagging algorithm but

it learns sequentially and instead of choosing the instances from the training

sets randomly they choose them based on their difficulty to classify, so those

which are mis-classified will have more priority to be chosen on the next iter-
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ation of the training process (Friedman et al., 2000). The stacking algorithm

uses the different base learners as input then aggregates the output of the base

learners to make a new learner based on those base learners (Zhou, 2012).

From the previous description you can see that the boosting algorithm is the

one that focuses on the instances of training sets and this can make them more

powerful on handling the imbalanced data set. The goal of using the boosting

algorithm is to correctly classify the instances that are difficult to classify.

One of the boosting learning algorithms that can be interpreted is the Adaptive

Boosting algorithm (Friedman et al., 2000). This algorithm can handle imbal-

ance issues of data sets (Sun et al., 2006). For imbalance issues, the Adaptive

Boosting Algorithm can tackle imbalance datasets issues through the training

process by adding more weight to the instances that are mis-classified after

each iteration, and this gives them a higher priority to be chosen on the next

iteration of the model training. The Adaptive Boosting uses the uniform dis-

tribution for the weight of instances which means that all instances initialize

with equal weight and have similar priority to be chosen when the model starts

the training process. However, e-commerce datasets have different characteris-

tics than other datasets and it is suggested that recent data is more important

than historical data (Whittington, 2013; Zhao and Cen, 2013). Investigat-

ing two real world publicly available e-commerce datasets (Ret, 2017; Sakar

et al., 2019) shows that the behaviours may change over time and the analysis

is illustrated in Figure 4.1.

To include the importance of the sessions, we proposed an algorithm that

assigns higher weight to recent sessions which means that the recent sessions

will have higher priority to be chosen by the base learner for training than older

sessions. The proposed model uses the Bernoulli distribution for the sessions

weights to add higher weight to recent sessions and lower weight to older ones.

The goal of using this distribution is to let the model choose the recent sessions
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Figure 4.1: The change of behaviours over time for e-commerce datasets

on the early iterations of the training and make sure that they are classified

correctly. We propose to use the Bernoulli distribution for sessions weights

because the Bernoulli distribution has a linear time complexity, which means

it will not influence the model complexity compared with other distributions

that have exponential complexity.

This chapter is organized as follows. Section 4.2 describes the contributions of

the chapter. Section 4.3 introduces the proposed model. We first introduce the

problem of predicting the risk of users not purchasing based on historical data,

then we propose a model that can handle the issue by adding higher weight

to the recent instances of the training data set based on the Adaptive Boost-

ing algorithm. Section 4.4 presents the experimental results of the proposed

method on two real world data sets. Section 4.5 concludes the chapter.



Chapter 4. Risk Assessment based on a Data Driven Approach 80

4.2 Contributions

The contributions of this chapter are described below:

• Proposes an algorithm that predicts user purchase intention using a data

driven approach.

• Compares the proposed algorithm with other machine learning algo-

rithms to show the effectiveness of the model to handle e-commerce data.

• Evaluates the performance of the proposed model and shows that it has

reached similar accuracy compared with the adaptive boosting algorithm

but with a low number of iterations, which means with lower computa-

tional complexity.

• Shows that the proposed model can handle imbalanced datasets as well

as data that are changing over time.

4.3 Proposed Model

One of the ensemble learning algorithms that learns sequentially is the Adap-

tive Boosting algorithm. The Adaptive Boosting algorithm uses the uniform

distribution of the weight of sessions which means that all sessions initial-

ize with equal weight and have similar priority to be chosen when the model

starts the training process (Friedman et al., 2000). However, e-commerce

datasets have different characteristics than other datasets and it is suggested

that recent sessions are more important than historical sessions, or non-recent

sessions (Whittington, 2013; Zhao and Cen, 2013). The proposed model, Risk

Aware based on Data Driven approach (RA-DD), increases the importance of

recent sessions to adapt the changes of users behaviours. We propose using

the Bernoulli distribution for increasing the weight of the sessions. Applying
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the Bernoulli distribution increases the chance of choosing recent sessions on

the early iterations of training.

The proposed model, Risk Aware Data Driven algorithm (RA-DD), initializes

the weight of the sessions, and assigns weight p to recent sessions and weight

q to non-recent sessions. The sessions with weight p will have higher priority

to be chosen for training iterations than sessions with weight q. A threshold is

applied to categorise sessions to a recent or a non-recent session. The threshold

depends on the session’s timestamp and the training set size. The timestamp

is used to sort the sessions in the training set in ascending order. For instance,

when the threshold is 0.5 this means that 50% of the last half of the training

set is going to have a higher weight than other sessions. Equation 4.1 has

been used to initialize the weight of sessions based on Bernoulli distribution:

D(i) =


p i = recent session, 0.5 < p ≤ 1

q = 1− p i = non-recent session, 0 ≤ q < 0.5

(4.1)

The weight of each classifier based on Adaptive boosting is calculated as fol-

lows:

αt =
1

2
ln(

1− εt
εt

) (4.2)

where ε is the rate of the number of mis-classified sessions divided by the train-

ing set size, and t is the classifier.

The sessions weight updates based on Adaptive boosting , and is given by:

Dt+1(i) =
Dt(i) exp(−αtyiht(xi))

Zt

(4.3)
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where D is weight of sessions i, when training classifier t. yi is the correct

output of session i and ht is the predicted output by classifier t, and Z is the

sum of all weights by the classifier t. The pseudocode of RA-DD is shown in

Algorithm 1.

Algorithm 1: Risk Assessment based on Data Driven (RA-DD)

1. Input: Data set D = {(x1,y1),. . . (xm,ym)}; Decision stump S;
Threshold θ; Recent session weight p; Non-Recent session weight q;
Number of Iterations T .

2. For i = 1 to m:

(a) If D(xi) ≥θ:
D1(i) = p

Else
D1(i) = q

3. For t = 1 to T :

(a) Fit a Decision stump st to the training data using weights Di.

(b) Compute error of st

ε = Pri∼Dt [st(xi) 6= yi]

(c) Compute weight of st

αt =
1

2
ln(

1− εt
εt

)

(d) For i = 1 to m:

i. Update weight of session

Dt+1(i) =
Dt(i) exp(−αtyist(xi))

Zt

4. Output: S(x) =
[∑T

t=1 αtst(x)
]
.

In the previous chapter, we identified seven features that can be used to

assess the risk of a user not purchasing and can be extracted from the e-

commerce dataset. These features are categorised into user and population

behaviours, with some of them relating to the user while other factors are
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influenced by other users. The Risk Assessment based on a Model Driven

Approach (RA-MD) assigns a value to the features based on Table 3.1, but

the RA-DD features are either numeric or categorical, and they are described

in Table 4.1, and the values will be based on datasets. The reason is each data

set has different characteristics and as a result different values are required for

different datasets.

Table 4.1: Risk features types of RA-DD

User

Feature Type

Contextual Information Categorical
User Interest Numerical
Responsiveness Degree Numerical
Trust Degree Numerical

Population

Feature Type

Bounce Rate Numerical
Population Traffic Numerical
Conversion Rate Numerical

The user behaviour focuses on users themselves and contains four features:

Contextual Information, User Interest, Responsiveness Degree, and Trust De-

gree. Contextual Information captures when the user is performing a purchase,

such as on a weekend or weekday. User Interest captures how many items the

user is interested in. For example, if the user is interested in many items the

likelihood of performing a purchase may increase. The Responsiveness Degree

feature captures the time spent viewing the items. Trust Degree indicates

whether the user is responding to the system or not. This feature can be as-

sessed by the number of clicks in a session.

Population behaviour focuses on the influence of other users and contains three

features: Bounce Rate, Population Traffic, and Conversion Rate. The Bounce

Rate feature captures sessions of users who visit the page then leave the system
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during that session without any purchases and is calculated as follows:

Bounce Rate =
Number of sessions that do not contain a purchase

Total number of sessions

(4.4)

The Population Traffic feature captures the number of users who are interested

in the same items that the current user is interested in. The Conversion Rate

feature indicates sessions of users who perform a purchase divided by the total

number of sessions and is calculated as follows:

Conversion Rate =
Number of sessions that contain a purchase

Total number of sessions
(4.5)

The features of user and population behaviours are fed into the proposed

model, Risk Aware based on a Data Driven approach (RA-DD), which learns

from a sequence of the training iterations. The proposed algorithm applies the

same concept that the Adaptive Boosting learning algorithm used, which is

iterating the base classifier and each session that is mis-classified will receive

a higher weight, giving it more priority to be chosen on the next training,

then a vote takes place to choose the best classifier, this can handle the im-

balance issue. Furthermore, the proposed algorithm initializes the session’s

weight based on the Bernoulli Distribution and increases the weight of recent

sessions. The recent sessions have more priority to be chosen for the training

process to handle the change of behaviours over time.

4.4 Experiments and Results

In this section we conduct experiments to show sensitivity analysis of sessions’

weights and threshold of recent sessions sets, then compare the performance of

the proposed model with state-of-the-art models on different datasets. For the
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chosen datasets, we used 70% of the dataset for training and 30% for testing

the proposed model.

4.4.1 Experimental setup

Experimental setup for this chapter is similar to the previous chapter. Source

code of RA-DD is available for download 2.

4.4.2 Experimental result

Two experiments were performed on each dataset. Firstly, we performed sen-

sitivity analysis of the sessions’ weights and threshold of recent sessions subset

on the F1 score of the proposed model, RA-DD. Secondly, we compared the

AUC of the ROC curve area of the proposed model with other state-of-the-art

models to indicate the ability of the proposed model to distinguish between

the risky sessions, sessions that do not contain purchases, and the non-risky

sessions, sessions containing purchases, and we tested the statistical signifi-

cance of the RA-DD and other models which are a recurrent neural network

RNN (Sheil et al., 2018), a multilayer perceptron MLP (Sakar et al., 2019)

and the proposed model of the previous chapter, RA-MD.

The first experiment was done to perform sensitivity analysis of sessions’

weights and threshold of recent sessions’ subset on the F1 score of the proposed

RA-DD model on each dataset. Figure 4.2 shows that when the threshold is

0.50, it means that 50% of the training set is considered as recent sessions,

and increasing the weight of recent sessions p to 0.90 can cause overfitting on

both datasets. This is because the model keeps training the recent sessions

datasets and the difference between the weight of non-recent sessions q and re-

cent sessions p is 0.80, when the training process starts. Decreasing the weight

of p to 0.60 when the training process starts, results in a similar F1 score as

2Available at https://github.com/DanahAG/RA-DD

https://github.com/DanahAG/RA-DD
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Figure 4.2: Influence of recent sessions weight in F1 score, Note: the y-axis for each
dataset has a different range.

Adaptive Boosting because the difference between p and q is equal to 0.10. So

the non-recent sessions’ weights have a slight influence on the training process.

The optimal weight of p is 0.75 for both datasets and the highest F1 score is

when p is 0.75 and the threshold of the recent sessions set is 0.50 of the retail

rocket dataset and the online shoppers’ dataset is 0.89 and 0.93, respectively.
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Figure 4.3: Influence of recent sessions threshold in F1 score, Note: the y-axis for
each dataset has a different range.

Figure 4.3 shows that when the weight of the recent sessions p is 0.75, the

optimal threshold of the recent sessions set of training set is 0.50 and the F1

score is 0.89 of the retail rocket dataset. For the online shoppers’ dataset, the

F1 score is 0.94 when the threshold of the recent sessions set of training set is

0.75 and the weight of the recent sessions p is 0.75. The optimal threshold is

based on the change of behaviours of the dataset. However, in both datasets,
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when the threshold of the recent sessions set of training set is 0.25, the pro-

posed model obtains the minimum F1 score and it is equal to 0.87 and 0.91 on

the retail rocket dataset and online shoppers dataset, respectively. The reason

behind this is that the model focuses on the recent sessions set which is 25%

of the training dataset and this means lower learning compared to those which

have a higher threshold of the recent sessions sets.

Figure 4.4: The ROC curve of the models

The second experiment was done to compare the AUC of the ROC curve

of the proposed model, RA-DD, with other state-of-the-art models and Risk

Assessment based on a Model Driven (RA-MD) to indicate the ability of the

models to distinguish between risky sessions and non-risky sessions. Figure
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4.4 shows that the RA-DD outperforms the model that uses a Recurrent Neu-

ral Network RNN (Sheil et al., 2018) and RA-MD in terms of the AUC of the

ROC curve by 0.06 and 0.01, respectively, on the Retail Rocket Dataset, and

the AUC of the ROC curve is equal to 0.90. The results show that the proposed

model can distinguish between the sessions containing purchases and the ses-

sions that do not contain purchases more accurately than other models. The

results of the second experiment on the Online Shoppers’ Purchasing Intention

dataset are shown in Figure 4.4 which shows that the RA-DD outperforms

the model that uses the Multilayer Perceptron MLP (Sakar et al., 2019) and

RA-MD, in terms of the AUC of the ROC curve by 0.13 and 0.12, respectively

, and the AUC of the ROC curve is equal to 0.915. To test the statistical

significance of the RA-DD and other models, we applied the Friedman test

according to the methodology recommended by (Vázquez et al., 2001; Pizarro

et al., 2002), for testing models over a single dataset. The RA-DD is not

statistically significant according to the Friedman test over all models on the

Retail Rocket dataset (Friedman p-value = 0.0754). For the Online Shoppers’

Purchasing Intention dataset, RA-DD is statistically significant according to

the Friedman test over all models (Friedman p-value = 0.0498). The proposed

model can distinguish between the sessions containing purchases and the ses-

sions that do not contain purchases, even if there is no previous information

about the user or if the user is a new user.

4.5 Conclusion

In this chapter, we proposed a Risk Assessment based on a Data Driven ap-

proach (RA-DD), to assess the risk of a user not purchasing and tackled the

issue of behaviours changing over time. The proposed model assessed the risk
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of a user not purchasing by using the concept of a data driven approach, the

Adaptive Boosting algorithm, to predict and classify sessions to risky and non-

risky sessions. Experiments show the effectiveness of the proposed model in

assessing the risk of a user not purchasing before provision of a recommenda-

tion in two different datasets, and the highest AUC of the ROC curve is 0.915.

The algorithm obtains a higher F1 score than with lower numbers of iterations

compared to the Adaptive Boosting algorithm. Furthermore, the experiment

shows that the proposed model outperforms two state-of-the-art models that

are used to predict and classify sessions based on the user’s intention to make

purchases and the Risk Assessment based on a Model Driven (RA-MD) re-

garding to correctly distinguishing between risky and non-risky sessions. The

limitation of this model is that it requires tuning more parameters than the

Adaptive Boosting Algorithm to find the optimal weighting of the sessions and

the threshold of the recent sessions set. In the next chapter we are going to

propose a model that can be used to assess the risk of a user not interacting

with the system to find how many categories that the user may explore during

the session and tackle the issue of users’ behaviours changing over time.
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5
Risk Assessment of User

Interaction based on a Data

Driven Approach

In this chapter we propose a model that assesses the risk of a user not interact-

ing by predicting how many different categories of items the system can include

in a recommendation list before providing recommendations to the user. The

proposed model is based on a data driven approach and will assess the risk of

a user not interacting with the system based on users’ behaviours.
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5.1 Introduction

In the previous chapters we proposed two models that can be used to assess the

risk of a user not purchasing before provision of a recommendation based on

the user’s behaviours. The goal is to understand their situation by predicting

their purchase intention before providing a recommendation. In this chapter

we are going to propose a model that assesses the risk of a user not interacting

with the recommender system by predicting how many different categories the

user will explore before provision of recommendations. The goal is to reduce

irritating the user by proposing many different items to the user when they

are not interacting with system and increase the chance of attracting a user

when they are interacting with system.

There are many benefits of recommending different items to the user or increas-

ing diversity in the recommendation list. Increasing diversity in recommen-

dation lists can be used to increase the chance of making purchases (Ziegler

et al., 2005; Knijnenburg et al., 2012). Furthermore, it can be used to reduce

issues of recommendation lists overfitting, or depending only on past prefer-

ences of users to build recommendation lists (Ziegler et al., 2005; Willemsen

et al., 2011). Moreover, it can be used to decrease items distribution long

tail issues, or reducing issues of recommending a subset of items from an items

catalog to different users because they have more interactions than other items

(Tam and Ho, 2003). However, other research has shown that there is a risk

of providing too many items in the recommendation list because it can affect

user’s decisions negatively (Kapoor et al., 2015).

It is important to understand the user’s behaviour before providing diverse

items in the recommendation list because different users accept different levels

of diversity in recommendation lists. The goal of the proposed model is to

suggest the number of different categories of items the recommender system

will present to the user. We do this by considering the user’s context and find
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how likely it is that the user will explore the recommendation list. This can be

done based on the prediction of how many different categories of items the user

wants to see. Providing different items in the recommendation list or increas-

ing the diversity of the recommended items can be measured by how different

the categories of items are. The categories of items can be used to define di-

versity because categories are used to group things or items of a similar type.

The category of items can be used to explicitly group items based on their

features and has a general interpretation among users. Moreover, the category

of items can be used to represent different suggestions for users, especially in

the e-commerce context because the categories of items are well accepted for

e-commerce categorization and are already available in most online stores. It

can be assumed that the user will realize the diversity of the recommendation

list if the categories are diversified among the recommended items.

The proposed model, Risk Assessment of User not Interacting with the sys-

tem based on a Data Driven approach (RAI-DD), predicts how many different

categories the user will explore during the session before providing the recom-

mendation list based on the user’s behaviour. The RAI-DD model will be based

on Stagewise Additive Modeling using a Multi-class Exponential loss function

(Zhu et al., 2006). The model tackles the issue of imbalanced datasets by in-

creasing the weight of misclassified sessions in the training sets. Furthermore,

e-commerce datasets have different characteristics than other datasets because

the most recent sessions have more relevance than older sessions (Whitting-

ton, 2013; Zhao and Cen, 2013). Investigating two real world publicly available

e-commerce datasets (Ret, 2017; Chen et al., 2012), show the behaviours may

change over time and the analysis is shown in Figure 5.1. The proposed model

will increase the priority of recent sessions by increasing their weights so the

recent sessions will have more chance of being selected.

This chapter is organized as follows. Section 5.2 describes the contribu-
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Figure 5.1: The change of behaviours over time for e-commerce datasets

tions of the chapter. Section 5.3, introduces the proposed model. We first

introduce the problem of predicting the risk of users not interacting with the

system, then we propose a model that can handle the issue by adding a higher

weight to the recent sessions of training datasets, based on Stagewise Additive

Modeling using a Multi-class Exponential loss function algorithm. Section 5.4

presents experimental results of the proposed method on two real world data

sets. Section 5.5 concludes the chapter.

5.2 Contributions

The contributions of this chapter are described below:

• Proposes a model which assesses a risk of the user not interacting with
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the system based on a data driven approach and predicts how many

different categories the recommender system can provide to users.

• Proposes a model that can increase exploration of items or reduce the

risk of irritating users with many recommended items when the users’

behaviours show that they may not interact with the recommendations

that include diverse items.

• Shows the effectiveness of the proposed model by comparing it with other

recommender system approaches.

• Proposes and evaluates a model that predicts how many different cate-

gories the recommender system can provide in the recommendation list

for new users.

5.3 Proposed Model

The proposed model predicts how many different categories the recommender

system can include in the recommendation list based on a user’s interaction

with the system. The proposed model, Risk Assessment of User not Interact-

ing with system (RAI-DD), is based on a data driven approach and applies an

ensemble learning algorithm, the Stagewise Additive Modeling using a Multi-

class Exponential loss function (Zhu et al., 2006).

The Stagewise Additive Modeling using a Multi-class Exponential loss func-

tion is one of the ensemble learning algorithms that learns sequentially. This

algorithm is similar to the Adaptive Bosting algorithm which assigns a higher

weight of misclassified instances that increases the chance of being chosen for

the next iteration in the training process. The main difference between the

Adaptive Boosting algorithm and Stagewise Additive Modeling using a Multi-

class Exponential loss function is that the adaptive boosting algorithm requires
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the base learner to be a better than random classifier and the error rate should

be less than 0.5, while the Stagewise Additive Modeling using a Multi-class

Exponential loss function does not require the base learner error rate to be

more than 0.5. The Stagewise Additive Modeling using a Multi-class Expo-

nential loss function has lower computational cost than the Adaptive Boosting

when there are more than two classes because the Adaptive Boosting deals

with multi-classes as one vs other classes and if there is K classes the compu-

tational cost will increase K times (Zhu et al., 2006). The Stagewise Additive

Modeling using a Multi-class Exponential loss function algorithm can handle

imbalanced issues of the data set because it is similar to the Adaptive Boosting

algorithm which can handle this issue (Sun et al., 2006). For the imbalance

issue the Stagewise Additive Modeling using a Multi-class Exponential loss

function can tackle the imbalanced datasets issue through a training process

by adding more weight to the instance that is mis-classified after each itera-

tion, and this increases their priority to be chosen on the next iteration of the

model training.

The Stagewise Additive Modeling using a Multi-class Exponential loss func-

tion uses the uniform distribution for the weight of instances which means that

all instances initialize with equal weight and have similar priority to be chosen

when the model starts the training process. However, the recent e-commerce

datasets are more important than historical data (Whittington, 2013; Zhao

and Cen, 2013).

The proposed model, Risk Assessment of User not Interacting with system

based on a Data Driven approach (RAI-DD), increases the priority of recent

sessions by increasing their weights. As described in Chapter 4, we propose to

use the Bernoulli distribution for sessions weights because the complexity of

this distribution is linear. The goal of using this distribution is to let the model

choose the recent sessions on the early iteration of the training and make sure
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that they are predicted correctly. The proposed model initializes the weight of

the training set sessions, and assigns a weight p to recent sessions and weight q

to non-recent sessions. The weight of recent sessions should be higher than the

weight of non-recent sessions and the sessions with p weight will have a higher

priority of being chosen for training iterations. Each session will be categorised

as a recent or non-recent session based on a threshold. The threshold is based

on the timestamp of sessions and the size of the training set. The timestamp is

used to organise the training set from the oldest session to the newest session.

For instance, when the threshold is 0.5 this means that 50% of the last half of

the training set is considered as a recent sessions set. Equation 5.1 was used

to initialize the weight of instances based on the Bernoulli distribution:

D(i) =


p i = recent session, 0.5 < p ≤ 1

q = 1− p i = non-recent session, 0 ≤ q < 0.5

(5.1)

To calculate the weight of each classifier based on Stagewise Additive Modeling

(Zhu et al., 2006):

αt = log(
1− εt
εt

) + log(k − 1) (5.2)

where ε is the rate of the number of mis-classified sessions divided by the

training set size, t is the classifier, and k is the number of classes.

Then the sessions weight update based on Stagewise Additive Modeling (Zhu

et al., 2006), and is given by:

Dt+1(i) =
Dt(i) exp(−αtyiht(xi))

Zt

(5.3)
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where D is the weight of sessions i, when training classifier t. yi is the correct

output of session i and ht is the predicate output by classifier t, and Z is the

sum of all weights by the classifier t. The pseudocode of RAI-DD is shown in

Algorithm 2.

Algorithm 2: Risk Assessment of User Interaction (RAI-DD)

1. Input: Data set D = {(x1,y1),. . . (xm,ym)}; Decision stump S;
Threshold θ; Recent session weight p; Non-Recent session weight q;
Number of Iterations T .

2. For i = 1 to m:

(a) If D(xi) ≥θ:
D1(i) = p

Else
D1(i) = q

3. For t = 1 to T :

(a) Fit a Decision stump st to the training data using weights Di.

(b) Compute error of st

ε = Pri∼Dt [st(xi) 6= yi]

(c) Compute weight of st

αt = log(
1− εt
εt

) + log(k − 1)

(d) For i = 1 to m:

i. Update weight of session

Dt+1(i) =
Dt(i) exp(−αtyist(xi))

Zt

4. Output: S(x) =
[∑T

t=1 αtst(x)
]
.

The features that are fed into the proposed model are based on the users’

behaviours and how the users are interacting with the system. To find how

the a user is interacting with the system there will be some features that

are related to the current session and others related to previous session of
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the user. The contextual information features of the current session are the

date and time of the session. The current information of the session is the

number of clicks in the current session and the duration of the current session.

The features that are based on user behaviour in the previous session are the

rate of items that the user explored in the previous sessions, the number of

previous sessions that have been performed by the user, and whether the user

performs any purchases and the kind of user, such as if they are a new user

or already a user. Table 5.1 shows the features and their type. The features

that are related to the current session and other features that are related to

the previous sessions of the user will be fed into the RAI-DD model to predict

how many different categories we can provide to the user before providing a

recommendation list.

Table 5.1: Risk features types of RAI-DD

Features that are related to the current session

Feature Type

Time of session Numerical
Date of session Numerical
Number of clicks Numerical
Duration of the current session Numerical

Features that are related to the previous sessions

Feature Type

Rate of Items Numerical
Number of previous sessions Numerical
Purchases Binary
kind of the user Categorical

5.4 Experiments and Results

In this section we conduct experiments to show a sensitivity analysis of ses-

sions weight and thresholds of recent sessions, compare the performance of the

proposed model with recommender system approaches and show the ability of
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the model to predict how many categories the new user may explore during

the session on different datasets. For the chosen datasets, we have used 70%

of the dataset for training and 30% for testing the proposed model.

5.4.1 Experimental setup

The datasets that are used in the experiments are the Retail Rocket recom-

mender system dataset (Ret, 2017) and the Online Retail dataset (Chen

et al., 2012), which are publicly available. To build an effective prediction

model at least three clicks are required in the session (Ding et al., 2015) so, a

pre-processing step has been done and only the sessions that have at least three

clicks are included. The Retail Rocket recommender system dataset contains

the clicks data, representing interactions that were collected over a period of

4.5 months. In total and after the pre-processing step there were 91,870 ses-

sions. The Online Retail dataset represents interactions that were collected

over a one-year period and contains 18,535 sessions (Chen et al., 2012). The

main difference between the datasets is that the Retail Rocket dataset pro-

vides information about the clicks and purchases that occur in sessions of the

users while the Online Retail dataset provides information about purchases

that occur in sessions of the users. The hardware and software environment

that have been used for the experimental part in Chapter 3, have also been

used in these experiments. Source code of RAI-DD is available for download

3. Table 5.2 contains statistics of the datasets.

The datasets are imbalanced so to avoid bias toward the majority class, the

Table 5.2: Statistics of Datasets

Dataset sessions categories Period

Retail Rocket 91,870 8 May to September
Online Retail 18,535 8 January to December

3Available at https://github.com/DanahAG/RAI_DD

https://github.com/DanahAG/RAI_DD
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accuracy of the models cannot be chosen as an evaluation metric. Therefore,

Precision, Recall, F1 score, True negative rate (TNR) and the AUC of the

(ROC) curve used for evaluation.

To show the effectiveness of the proposed model (RAI-DD), we compared RAI-

DD with a collaborative filtering recommender system based on purchases of

items and a popularity based recommender system. Cosine similarity has been

used to calculate the item-to-item similarity and the top ten recommended

items. The base learners are a decision stump, tree with two leaves, because

the datasets are imbalanced and this kind of tree does not consider the minority

classes features as noise.

5.4.2 Experimental result

Three experiments were performed on each dataset. Firstly, we performed sen-

sitivity analysis of the session’s weight and threshold of recent sessions subset

on the F1 score of the proposed model. Secondly, we compared RAI-DD with

a collaborative filtering recommender system based on purchases of items and

a popularity based recommender system. Finally, we showed the TPR, TNR

and the AUC of the ROC curve of the proposed model for new users and com-

pared it with other users.

The first experiment is to perform sensitivity analysis of sessions weight and

threshold of recent sessions subset on the F1 score of the proposed model

RAI-DD and Stagewise Additive Modelling using a Multi-class Exponential

loss function Algorithm (SAMME) on each dataset. Figure 5.2, shows that

when the threshold is 0.5, (where 50% of the training set is considered as re-

cent sessions), the highest F1 scores are 0.77 and 0.74 for online retail data set

and retail rocket data set, respectively, when p is 0.9, and they are the lowest

F1 score compared with other p values. The reason behind this is that the

proposed model keeps training on a subset of training set which causes over-
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Figure 5.2: Influence of recent sessions weight in F1 score, Note: the y-axis for each
dataset has a different range.

fitting. The optimal weight of p is 0.75 for both datasets and the highest F1

score when p is 0.75 and the threshold of the recent sessions set is 0.50 of the

retail rocket dataset and the online retail dataset is 0.78 and 0.81, respectively.

The (SAMME) requires 150 and 100 iterations to obtain the highest F1 score

of the retail rocket dataset and the online retail dataset, respectively, while

RAI-DD requires 100 and 50 iterations to obtain the highest F1 score of the
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retail rocket dataset and the online retail dataset, respectively. The SAMME

assigns similar weight to all sessions but RAI-DD assigns higher weights to re-

cent sessions. Figure 5.3, shows that when the weight of the recent sessions p

Figure 5.3: Influence of recent sessions threshold in F1 score, Note: the y-axis for
each dataset has a different range.

is 0.75 and the number of iterations is 100, the optimal threshold of the recent

sessions set of training set is 0.5 and the F1 score is 0.78 of the retail rocket

dataset. For the online retail dataset, the F1 score is 0.82 when the threshold
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of the recent sessions set of training set is 0.75 and the weight of the recent

sessions p is 0.75. However, in both datasets when the threshold of the recent

sessions set of training set is 0.25 and the number of iterations is 100, the

proposed model obtains the minimum F1 score and is equal to 0.76 and 0.81

on the retail rocket dataset and online retail dataset, respectively. The reason

behind this is that the model focuses on the recent sessions set which is 25% of

the training dataset and this means that the model depends on recent sessions

for prediction which causes overfitting or failing to generalize on unseen data.

Finding the optimal threshold is based on the changes of behaviours in the

datasets.

In the second experiment, we show the precision, recall of the proposed model,

item based collaborative filtering recommender system and popularity-based

recommender system, for two datasets, retail rocket dataset and online retail

dataset shown in Figure 5.4. For the item based collaborative filtering rec-

ommender system, the proposed model outperforms the former recommender

system with regard to precision by 66.2% and 60% for the retail rocket dataset

and the online retail dataset, respectively, and outperforms the former recom-

mender system with regard to recall by 63.2% and 41.6% for the retail rocket

dataset and the online retail dataset, respectively. The reason behind this is

that the collaborative filtering approach provides a recommendation list with-

out considering user behaviour and more than 50% of the recommendation list

provided based on this approach contains four to five categories of items but

more than 80% of the sessions have fewer than three categories in the retail

rocket dataset and more than 70% of the sessions have fewer than three cate-

gories of online retail dataset. For the popularity based recommender system,

the proposed model outperforms the former approach with regard to precision

by 74.2 % and 81.5 % for the retail rocket dataset and the online retail dataset,

respectively, and outperforms the former recommender system with regard to
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recall by 73.3 % and 75.7 % for the retail rocket dataset and the online re-

tail dataset, respectively. The reason behind this is that the popularity based

recommender system provides recommendation lists without considering user

behaviour and almost all the recommendation lists provided based on this ap-

proach contain eight categories of items but fewer than 20% of the sessions

have more than six categories for the retail rocket dataset and fewer than 30%

of the sessions have more than six categories for the online retail dataset. For

the proposed model, evaluating precision and recall are important because we

want the model to get as many sessions that are correctly predicted as possible.

Figure 5.4: Comparison of the proposed model and other recommender systems
approaches

In the third experiment, we show the TNR, TPR and the AUC of the ROC

curve of the proposed model for new users sets and past users sets for two
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datasets, the retail rocket dataset and the online retail dataset in Figure 5.5.

For the new users set, the TPR of the proposed model is lower than the past

users set by 1.1% and 7.3% for the retail rocket dataset and the online retail

dataset, respectively, and the TNR of the proposed model is lower for new

users than the past users set by 0.5% and 4.6%, for the retail rocket dataset

and the online retail dataset, respectively. The AUC of the ROC curve can

show the effectiveness of the model to distinguish between classes, especially

when there is an imbalance issue on the datasets. The AUC of the ROC curve

of the new users set is lower than the past users set by 0.5% and 1.9% for the

retail rocket dataset and the online retail dataset, respectively. The experi-

ment result shows that the proposed model can effectively predict the number

of categories that we can provide to new users.

Figure 5.5: Comparison of the proposed model on different datasets
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5.5 Conclusion

In this chapter, we proposed a model, Risk Assessment of a user not Interact-

ing with the system, to assess the risk of a user not interacting and tackle the

issue of users’ behaviours changing over time. The proposed model assesses the

risk by using concepts from Stagewise Additive Modelling using a Multi-class

Exponential loss function Algorithm, to predict how many different categories

the recommender system can provide to users in the recommendation list. Ex-

periments show the effectiveness of the proposed model in assessing the risk of

a user not interacting before provision of a recommendation in two different

datasets, and the highest F1 score is 0.81. The algorithm obtains higher F1

scores with a lower number of iterations compared to the Stagewise Additive

Modelling using a Multi-class Exponential loss function algorithm. Further-

more, we carried out experiments against a collaborative filtering system that

used cosine similarity to measure the similarity between items, and a popular-

ity based recommender system. The experiments on the datasets show that

the proposed model outperforms the two recommender systems with regard to

predicting the number of categorise the recommender system should present

in the recommendation lists. The limitations of this model are that it may

increase the complexity of the recommender system and requires tuning more

parameters than the Stagewise Additive Modelling using a Multi-class Expo-

nential loss function algorithm to find the optimal weighting of the sessions

and the threshold of the recent sessions set. In the next chapter we are going

to propose a risk aware recommender system that can be used to provide a

recommendation list based on assessing the risk of the user not purchasing

and to reduce risk of recommendation list overfitting by finding how many
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categories that the user may explore during the session.
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6
Personalized Risk Aware

Recommender System

The aim of the proposed framework in this chapter is to build a recommender

system that considers the risk of a user not purchasing before provision of

recommendations to the user. The goal of the framework is to the reduce

chance of irritating users with a diversity of items when the user’s purchase

intention is low by providing personalized recommendations and to increase

the diversity in the recommendation list when the user’s purchase intention is

high. The level of diversity depends on the risk assessment of user interaction,

because different users may prefer different levels of diversity.

111
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6.1 Introduction

Recommender systems in the e-commerce context are important from a user

viewpoint and a business viewpoint. The benefit of building these systems

in the e-commerce domain from the users viewpoint is to save the user time

and effort and from the business viewpoint is to increase sales (Ricci et al.,

2011; Lee and Hosanagar, 2016). The recommender systems in the e-commerce

domain have focused on providing recommendations based on a user’s prefer-

ences, regardless of the user’s current situation. However, this situation may

prevent users from accepting the recommendations and it may irritate them

instead of helping them to find what they are looking for. Providing poor

or inaccurate recommendations could be considered a risk because it upsets

users and as a result negatively influences a consumer’s decision to purchase

(Adomavicius et al., 2018).

The goal of the proposed framework is to provide a personalized recommen-

dation when the risk of user not purchasing is high and to increase diversity

in the recommendation list when the risk of the user not making a purchase is

low. One of the roles of embedded marketing is to find out how stores should

organise products to customers (Wheelwright and Clark, 1992). The proposed

model will inject diverse items from different categories based on the end cap

zone that is used in item placement in the retail stores. This end cap strategy

has an influence in how customers interact and can increase sales (Caruso

et al., 2018).

Diversity generally is how different the items are in the recommendation lists

(Bradley and Smyth, 2001; Hurley and Zhang, 2011). Diversity is important

in the recommender systems for many reasons. Coverage of items or providing

non-obviousness recommendations have a positive influence on user satisfac-

tion and the performance of recommender systems (Herlocker et al., 2004).

Recommending a wide range of items is generally a good approach to enhance
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the chances that the user is pleased by at least some of the recommended items

and it may enhance business (Fleder and Hosanagar, 2009).

Evaluating recommender systems based on accuracy only will have several lim-

itations. The diversity and novelty can be used for evaluating the quality of a

recommendation list (Adomavicius and Tuzhilin, 2005; Herlocker et al., 2004;

McNee et al., 2006). Novelty in recommendations is important when there

are a few items which are extremely popular and the rest of them are much

less known (Anderson, 2006). The novelty can be assessed by the long tail

distribution of items (Anderson, 2006; Brynjolfsson et al., 2010).

There are two kinds of diversity: individual diversity and aggregate diversity

(Adomavicius and Kwon, 2011). Individual diversity is how different items are

in a recommendation list for a user. Aggregate diversity is the total number of

different items a recommendation algorithm can provide to users. Aggregate

diversity is an important factor for business and users because increasing the

coverage of items across users can increase sales as well as user satisfaction

(Vargas and Castells, 2014). Aggregate diversity considers recommendation

diversity across all users (Adomavicius and Kwon, 2011). Aggregate diversity

can be measured by the number of items in the test set the model recommends

in the recommendation lists divided by the number of all items in the training

set which is the coverage of items (Robillard and Walker, 2014; Shlomo et al.,

2018).

Providing diverse items in the recommendation list or increasing the diversity

of the recommended items can be measured by how different the categories

of items are, because categories are used to group things or items of a similar

type. The category of items can be used to represent different suggestions for

users, especially in the e-commerce context because the categories of items are

well accepted for e-commerce categorization and are already available in most

online stores. The user may realize the item diversity if the categories of items
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are diversified among the recommended items. From the previous chapters, we

assessed the risk of a user not making purchases based on user behaviour and

population behaviour, then we assessed the risk of a user not interacting with

the system before provision of recommendations to predict how many different

categories we can provide to the user in the recommendation lists. The goal

of risk assessment is to decrease the chances of irritating the user when the

session is risky or the user’s purchase intention is low and increase diversity in

the recommendation list which can be used to increase the chance of making a

purchase when the session is not risky or the user intention to make purchase

is high.

This chapter is organized as follows. Section 6.2 describes the contributions

of the chapter. Section 6.3 introduces the proposed model. We first introduce

the problem of the current recommender systems, then we propose a model

that can handle the issue, by including the risk of the user not purchasing

and the risk of recommending a narrow range of items. Section 6.4 presents

the experimental results of the proposed method on two real world data sets.

Section 6.5 concludes the chapter.

6.2 Contributions

The contributions of this chapter are described below:

• Proposes a recommender system that considers user behaviour by as-

sessing the risk of the user not purchasing and does not rely on user

preferences only.

• Proposes a recommender system which increases the diversity of the rec-

ommendation list based on the risk of a user not interacting with the

system.
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• Shows the effectiveness of the proposed model by comparing it with

other recomender system approaches and shows how the proposed rec-

ommender system can decrease long tail issues of items distribution.

• Proposes a recommender system that increases coverage of items in the

recommendation lists.

6.3 Proposed Model

The goal of the e-commerce recommender system is to provide recommen-

dations to users to save their effort and time and, as a result increase their

satisfaction which persuades them to make purchases and increase sales (Ricci

et al., 2011; Lee and Hosanagar, 2016). The e-commerce recommender system

usually provides recommendation lists based on the preferences of users (Ter-

veen and Hill, 2001). There are many approaches of recommender systems

for providing recommendation lists based on user preferences, the main ap-

proaches being collaborative filtering approach, the content based approach

and the hybrid approach (Ricci et al., 2011). The collaborative filtering ap-

proach recommends items based on other users who prefer similar items to

provide personalized recommendations (Terveen and Hill, 2001; Ricci et al.,

2011). However, there is a risk of providing recommendations based only on

the past preferences of users because these preferences may change overtime.

Relying on these preferences can cause overfitting issues of the recommenda-

tion list or keep recommending similar items to the user because it makes the

recommender system decrease the coverage of items by recommending a subset

of items and as a result increases the items distribution long tail issues. Fur-

thermore, there is a risk of irritating the user by providing many recommended

items when the user is not in a situation to accept many recommendations and

make purchases and as a result it will affect their decision to make a purchase
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negatively (Adomavicius et al., 2018).

Figure 6.1: Personalized Risk Aware Recommender System sequence diagram

The proposed framework, Personalized Risk Aware Recommender System (PRARS),

depends on two risk assessment models: risk assessment of user not purchasing

and risk assessment of recommending a narrow range of items. The goal of

the former risk assessment model is to find if the session will contain purchase.

The aim of the proposed framework is to increase diversity in the recommen-

dation list when the session is predicted to contain a purchase. The reason

for increasing diversity for those sessions is to reduce bias towards popular

items and increase the chance of making a purchase. The risk assessment of

recommending a narrow range of items is applied to suggest the number of

different categories of items the framework will present to the user. The goal

of this assessment is to find the level of diversity that the user wants to see.
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The session that is predicted as high risk will receive only personalized items,

to reduce irritating the user with diverse items. The session that is predicted

as low risk will receive diverse items recommendations. Furthermore, per-

sonalized items will be recommended to make sure that the user is receiving

recommendations based on their preferences similar to those how are in a high-

risk session.

The recommender system framework will inject diverse items from different

categories in the recommendation list which will increase diversity in the rec-

ommendation list and as a result will decrease the overfitting issue of users

preferences or bias towards popular items. The proposed framework builds the

diverse items list based on the distribution of items and include items from

the long tail distribution of items. For each category, the proposed framework

will find the items that have minimum interactions based on the Split-Apply-

Combine Strategy (Wickham et al., 2011) and the pseudocode of Diverse items

list is shown in Algorithm 3.

Algorithm 3: Diverse items List (DI)

1. Input: item i; Purchase of item ip; Category of item icategory; List of all
items I

2. For each i ∈ I:

(a) (ip.count) = Count (ip)

3. Split (I, icategory)

4. For each icategory ∈ I:

(a) Min(ip.count)= Get-Minimum (icategory,ip.count)

5. DI= Combine(icategory, Min(ip.count))

6. Output: DI

The goal of the proposed framework is to increase the coverage of items and

decrease the long tail issue. Figure 6.1, shows the sequence diagram of the per-
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sonalized risk aware recommender system framework, PRARS. The proposed

framework will build personalized recommendations based on the collaborative

filtering approach. There are two kinds of collaborative filtering approaches:

user-to-user collaborative filtering and item-to-item collaborative filtering. The

proposed framework is based on item-to-item collaborative filtering to reduce

the dimensionality of the user-to-user collaborative filtering approach, because

it does not require any changes in matrix dimension when there is a new user

which is supposed to be more often than new items.

The PRARS will be based on user’s purchases which means that if items i and

j have been purchased by different users this means that item i is similar to

item j and the user who prefers items i will most likely prefer item j. To find

similarities between items, we first build a user-item matrix, then an item-

item similarity matrix. The user-item matrix is to find whether a user makes

purchases of those items or not where rows represent user IDs and columns

represent item IDs. Then, based on this information, we start to build the

item-item similarity matrix which is used to find the relation between items.

To find similarities between items i and j, firstly we find all users who have

bought both items. Then, we measure the similarity between i and j, which

have been bought by users a and b by using the Cosine similarity. The Cosine

similarity is more suitable for the item based collaborative filtering (Jannach

et al., 2011). We build two item-vectors, pi for item i and pj for item j, in

the user space of (a, b) and find the cosine angle between these vectors, by

using the Cosine similarity metric (Sarwar et al., 2001), and it is calculated

as follows:

wij = sim(i,j) (6.1)

= cos(pi.pj) (6.2)

=
pi.pj

||pi||.||pj||
(6.3)
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If the cosine is equal to one this means that the angle between vectors is equal

to zero and the items are totally similar, and if the cosine is equal to zero this

means that the angle between vectors is equal to 90 degrees and the items are

not similar. For each item, the score is going to be calculated based on similar

items that the user has already bought. To calculate the aggregation score for

user u and item i (Sarwar et al., 2001):

s(u,i) =

∑
j∈Iu Wij.puj∑
j∈Iu |Wij|

(6.4)

where Wij is the similarity between the item i and item j. Because p is equal

to zero or one, all the scores will be zero or one. Then it will not be useful to

distinguish between relevancy of items. So, the aggregation score becomes:

s(u,i) =
∑
j∈Iu

Wij (6.5)

The proposed framework, personalized risk aware recommender system (PRARS),

provides recommendations based on assessing the risk of the user not purchas-

ing and assessing the risk of the user not interacting with system. The pseu-

docode of PRARS is shown in Algorithm 4.

6.4 Experiments and Results

In this section we conduct experiments comparing the proposed framework

with other recommender system approaches which are the item-to-item collab-

orative filtering recommender system and the popularity based recommender

system. The evaluation is based on the accuracy through precision and recall,

diversity through coverage of items, novelty through long tail distribution of

items, and complexity.
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Algorithm 4: Personalized Risk Aware Recommender System
(PRARS)

1. Input: User session US = {(x1,y1,z1),. . . (xm,ym,zm)}; Number of items
to be recomended N; item i; List of all items I; List of diverse items DI;

2. For u = 1 to m:

(a) yx ← RA−DD(u)

(b) For each i ∈ I
i. Compute s(u,i)

ii. Descending.sort(s(u,i),I)

(c) If yu = risky:

i. RL = top(N,I)

(d) Else

i. zu ← RAI −DD(u)

ii. RL = top(N − zu, I) + random(zu, DI)

3. Output: Recommendation list RL

6.4.1 Experimental setup

The datasets that are used in the experiments are the Retail Rocket recom-

mender system dataset (Ret, 2017) and the Online Retail dataset (Chen et al.,

2012), which are publicly available. To build an effective prediction model at

least three clicks are required (Ding et al., 2015) so, a pre-processing step was

been done and only the sessions that had at least three clicks are included.

The Retail Rocket recommender system dataset contains 91,870 sessions. The

Online Retail dataset contains 18,535 sessions (Chen et al., 2012). The hard-

ware and software environment that have been used for the experiments in

Chapter 3, have also been used in these experiments. Source code of PRARS

is available for download 4. Table 6.1, contains statistics of the datasets.

There are some studies that argue that the accuracy of the recommender

system model is not enough and they suggest metrics that are used to evaluate

4Available at https://github.com/DanahAG/PRARS

https://github.com/DanahAG/PRARS
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Table 6.1: Statistics of Datasets

Dataset No. of sessions No. of items No. of users

Retail Rocket 91,870 243 26609
Online Retail 18,535 395 4373

recommender systems based on the diversity and the novelty of recommenda-

tion list (Adomavicius and Tuzhilin, 2005; Herlocker et al., 2004; McNee et al.,

2006). Diversity can be assessed based on the coverage of items (Robillard

and Walker, 2014; Shlomo et al., 2018). Novelty can be assessed based on the

long tail distribution of items (Anderson, 2006; Brynjolfsson et al., 2010). The

evaluation of the proposed framework is going to be based on the precision,

or the ratio of recommended items that are relevant to the user, recall is the

percentage of items that a user buys that are recommended, and the coverage

of the items is the ratio of items in training sets the framework can recommend

in the recommendation lists. To show the effectiveness of the proposed frame-

work (PRARS), we compared it with the item-to-item collaborative filtering

recommender system and the popularity based recommender system.

Recall =
Number of recommended items that are relevant

Total number of relevant items
(6.6)

Precision =
Number of recommended items that are relevant

Number of recommended items
(6.7)

Coverage =
Number of recommended items

Number of items in the training set
(6.8)
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6.4.2 Experimental result

To measure the accuracy of the model we are using precision and recall of the

proposed framework PRARS, and compare the results with the item-to-item

collaborative filtering recommender system and the popularity based recom-

mender system. Figure 6.2 , shows that the proposed model has less precision

than the item to item collaborative filtering recommender system when we in-

crease the top N recommendations. The precision ratio of the proposed model

underperforms the item to item collaborative filtering recommender system by

0.91% of the Retail Rocket dataset and 0.01% of the Online Retail dataset at

the top ten recommendations. The reason behind this is that the proposed

framework is adding more diverse items to the end of the recommendation

list when the session is not risky, or the user’s purchase intention is high.

It is expected that diversity can affect the accuracy of the model negatively

(Adomavicius and Kwon, 2008). The precision of the proposed model out-

performs the popularity based recommender system by 2.95% of the Retail

Rocket dataset and 0.34% of the Online Retail dataset at the top ten rec-

ommendations. The popularity based recommender system has the lowest

precision compared with the proposed framework and the item-to-item col-

laborative filtering recommender system. The reason behind these results is

that the popularity based recommender system does not measure similarity

between items, it just recommends the most popular items that are shown on

the training set. The item to item collaborative filtering recommender system

has the highest precision compared with other recommender systems which

are the proposed framework and popularity based recommender systems. The

reason behind this is that the item-to-item collaborative filtering recommender

system is building the recommendation list based on similarities between items

that the users bought in the training sets which increases the chance of pre-

dicting the items that the user will purchase.
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Figure 6.2: Precision of PRARS, Item-to-Item Collaborative Filtering and Popular-
ity based recommender systems

Figure 6.3 shows the recall of the proposed framework compared with other

recommender system approaches. The recall of the proposed framework un-

derperforms the item-to-item collaborative filtering recommender system by

1% of the Retail Rocket dataset and 0.54% of the Online Retail dataset at

the top ten recommendations. The proposed model has less recall than the

item to item collaborative filtering recommender system when we increase the

top N recommendations. The reason behind this is the proposed framework

is increasing the diversity of the items at the end of the recommendation list

when the risk of the user not purchasing is low or the user’s purchase inten-

tion is high. The popularity based recommender system has the lowest recall

compared with the proposed framework and the item-to-item collaborative fil-
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tering recommender system. The reason behind these results is the popularity

based recommender system provides recommendation lists based on the popu-

larity of items in the training set without calculating the similarities between

items. The item-to-item collaborative filtering recommender system has the

highest recall compared with other recommender systems which are the pro-

posed framework and the popularity based recommender system because the

item-to-item collaborative filtering recommender system is building the rec-

ommendation list based on similarities between items that the users bought in

the training sets which positively influences the accuracy of the recommender

system.

Figure 6.3: Recall of PRARS, Item-to-Item Collaborative Filtering and Popularity
based recommender systems

The second experiment is to evaluate the aggregate diversity of the framework.
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The aggregate diversity of the model can be measured based on the coverage

of the items (Robillard and Walker, 2014; Shlomo et al., 2018). The coverage

of the items is used to show how many items from the training set the recom-

mender system can include in the recommendation list. Figure 6.4 shows a

comparison of the proposed framework PRARS and two recommender system

approaches which are the item-to-item collaborative filtering recommender sys-

tem and the popularity based recommender system. The proposed framework

outperforms the item-to-item collaborative filtering recommender system and

the popularity based recommender system by 8% and 84% in the Retail Rocket

dataset, respectively, when the top N recommendations is equal to 10 and the

coverage of the proposed framework is 89.9%. For the Online Retail dataset

the proposed framework outperforms the item to item collaborative filtering

recommender system and the popularity based recommender system by 10%

and 63% respectively, when the top N recommendations is equal to 10 and

the percentage of coverage of proposed framework is 70.2 %. The proposed

framework can include more items from the training set in both datasets which

means that the proposed framework can increase the aggregate diversity in the

recommendation lists when the users sessions are not risky or the user pur-

chase intention is high.

The third experiment is to evaluate the novelty of the proposed framework

and other recommender system approaches. Novelty in recommendation is a

major factor when there are a few items which are extremely popular, and the

rest of them are not recommended to the user (Anderson, 2006). The novelty

can be assessed by the long tail distribution of items (Anderson, 2006; Bryn-

jolfsson et al., 2010). Increasing the number of the items in the head of items

distribution means more items are becoming more popular and included in the

recommendation list. To find how many items are in the head of items distri-
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Figure 6.4: Coverage of PRARS, Item-to-Item Collaborative Filtering and Popular-
ity based recommender systems

bution, the cut off is selected based on the areas of distribution, both the head

(popular items) and the long tail (un-popular items) areas are equal. Figure

6.5 shows the long tail of items distribution of the proposed framework PRARS

and the two recommender system approaches. The proposed framework head

includes 11 items while the item-to-item collaborative filtering recommender

system includes 10 items and the popularity based recommender system in-

cludes 6 items for the Retail Rocket dataset. For the Online Retail dataset, the

proposed framework head includes 16 items while the item-to-item collabora-

tive filtering recommender system includes 14 items and the popularity based

recommender system includes 7 items. The proposed framework outperforms

other approaches in the novelty because it includes more items in the head of

the items distribution. Including more items in the head of the items distribu-
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tion of the proposed framework depends on the risk assessment of the user not

purchasing and the risk assessment of the user not interacting with the system.

Lower risk means items from different categories can be recommended and as

a result can increase the number of items in the head of the items distribution.

Figure 6.5: long tail of items distribution of the proposed framework (PRARS), the
Item-to-Item Collaborative Filtering recommender system and the Popularity based
recommender system
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The fourth experiment is to compare the complexity of the proposed framework

with other recommender system approaches. Figure 6.6 shows the compar-

ison of the proposed framework PRARS and the two recommender system

approaches. The proposed framework requires more than one millisecond to

build a recommendation list for 100 sessions and more than 16.26 milliseconds

to build a recommendation list for 1000 sessions of the Retail Rocket dataset.

The proposed framework requires more than 0.78 milliseconds to build rec-

ommendation lists for 100 sessions and more than 13 milliseconds to build

recommendation lists for 1000 sessions of the Online Retail dataset. The item-

to-item collaborative filtering recommender system outperforms the proposed

framework by 0.16 milliseconds to build recommendation lists for 100 sessions

and by 3.4 milliseconds to build recommendation lists for 1000 sessions for the

Online Retail dataset. For the Online Retail dataset, the item-to-item collab-

orative filtering recommender system outperforms the proposed framework by

0.04 milliseconds to build recommendation lists for 100 sessions and by 3.3 mil-

liseconds to build recommendation lists for 1000 sessions. The reason behind

this is that the proposed framework performs a risk assessment of the user not

purchasing and a risk assessment of the user not interacting with the system.

The complexity of risk assessment of the user not purchasing model and the

complexity of the user not interacting with the system model are based on the

Adaptive Boosting. The Adaptive Boosting complexity is O(log(n)× f ×m)

where n is the number of sessions, f is the number of features and m is the

number of iterations. The item-to-item collaborative filtering recommender

system requires a similarity matrix to provide recommendations while the pro-

posed framework requires a similarity matrix as well as risk assessment models.

The popularity based recommender system outperforms the item-to-item col-

laborative filtering recommender system and the proposed framework required

one millisecond to build recommendation lists for 100 sessions and 10 millisec-
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onds to build recommendation lists for 1000 sessions for the Retail Rocket

dataset and for the Online Retail dataset set it requires 0.70 milliseconds to

build recommendation lists for 100 sessions and more than 7.35 milliseconds

to build recommendation lists for 1000 sessions. The reason behind this is

that the popularity based recommender system does not perform a similarity

matrix to provide recommendation lists to users which means less processing

time compared with other recommender system approaches which perform a

similarity matrix to provide recommendation lists.

Figure 6.6: Time to provide recommendation lists of the proposed model, the Item-
to-Item Collaborative Filtering recommender system and the Popularity based rec-
ommender system

The proposed framework, PRARS, outperforms the item to item collaborative

filtering recommender system and the popularity based recommender system
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regarding diversity and novelty. However, the proposed framework underper-

forms the item-to-item collaborative filtering recommender system regarding

precision, recall and processing time. Furthermore, the proposed framework

underperforms the popularity based recommender system regarding processing

time only.

6.5 Conclusion

In this chapter, we proposed a recommender system framework, Personalized

Risk Aware Recommender System, to increase aggregate diversity in recom-

mendation lists based on the risk of the user not purchasing and the risk of

recommending a narrow range of items. The goal was to increase aggregate

diversity when the user has high purchase intention and decrease irritating the

user by applying the item-to-item collaborative filtering approach when the

risk of the user not purchasing is high. The number of diverse items that the

proposed framework can include in the recommendation list will depend on the

risk of the user not interacting with the system because different users accept

different levels of diversity in their recommendation lists. Experiments have

shown the effectiveness of the proposed framework in increasing the aggregate

diversity of the recommendation list compared with the item to item collab-

orative filtering recommender system and the popularity based recommender

system. The proposed framework has the highest aggregate diversity and out-

performs the item-to-item collaborative filtering recommender system coverage

by 8% and the popularity based recommender system by 84% in the Retail

Rocket dataset and the coverage of proposed model is 89.9%. For the Online

Retail dataset the proposed model outperforms the item-to-item collaborative

filtering recommender system by 10% and the popularity based recommender

system by 63% and the coverage of the proposed framework is 70.2%. Further-
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more, the experiment shows that the proposed framework can increase novelty

in recommendation lists which is evaluated by the long tail distribution of

items and the proposed framework outperforms the item-to-item collaborative

filtering recommender system and the popularity based recommender system.

However, the proposed framework has some limitations. The first limitation is

higher complexity or processing time compared with other recommender sys-

tems and the reason behind that is that the proposed framework assesses the

risk of the user not purchasing and the risk of recommending a narrow range

of items before providing recommendations to the user which is a result of in-

creased complexity. The second limitation is that the proposed framework has

lower precision and recall rates compared with the item-to-item collaborative

filtering recommender system. In the next chapter we will conclude the thesis

and discuss future directions.
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7
Conclusions

In this thesis we proposed a framework for a recommender system that com-

prises risk assessment models to consider risks before providing recommen-

dation lists. These risks are assessed to consider users’ behaviours that may

influence the recommender system goal: saving the user time and effort. The

proposed framework of the recommender systems is awareness of two types

of risk: the risk of the user not purchasing and the risk of recommending a

narrow range of items. We performed two approaches of risk assessment: a

model driven approach and a data driven approach. The proposed framework

can influence diversity in recommendation lists positively and decreases issues

of the long tail distribution of items.

133
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7.1 Contributions

The thesis contributions are as follows:

• RA-MD, a risk assessment model, which assesses the risk of a user

not purchasing based on user behaviour and population behaviour. The

proposed model assessed the risk of a user not purchasing by using a

concept of model driven approach which is the Constructive Cost Model

and classifies sessions to a risky session, a session that is predicted to not

contain a purchase, and a non-risky session, a session that is predicted

to contain a purchase.

• RA-DD, an algorithm that assesses the risk of a user not making

a purchase by using a concept of data driven approach which is the

Adaptive Boosting algorithm, to predict and classify sessions to a risky

and non-risky session. This algorithm assesses the risk of a user not

purchasing and adapts to the change of users’ behaviours.

• RAI-DD, an algorithm that assesses the risk of a user not interacting by

using a concept of data driven approach which is the Stagewise Additive

Modelling using a Multi-class Exponential loss function Algorithm, to

predict how many different categories of items the users might explore

during a session. The goal is to find the optimal level of diversity.

• PRARS, we introduced a recommender system framework, Personal-

ized Risk Aware Recommender System, a recommender system frame-

work that increases aggregate diversity in the recommendation list based

on the risk of the user not purchasing and the risk of recommending a

narrow range of items. The goal is to increase aggregate diversity when

the risk of the user not purchasing, a non risky session, is low and de-

creasing irritating the user by providing personalized recommendations
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by applying an item-to-item collaborative filtering approach when the

risk of the user not purchasing is high. The number of diverse items that

the proposed model can include in the recommendation list will depend

on the risk of a user not interacting with the system, which predicts how

many different categories of items the user will explore during a session.

7.2 Limitations

This thesis has proposed a recommender system framework that considers two

types of risks before providing recommendations. We introduced algorithms

to assess risks and provided recommendation lists. However, there are some

limitations that can be noted for future research:

• The proposed algorithms in Chapters 4 and 5 for assessing risks require

tuning more parameters based on the change of the datasets. Applying

an optimization algorithm to obtain the optimal values for the parameter

could be useful taking into account the complexity of these algorithms

and their influence on the recommender system scalability.

• The proposed recommender system in Chapter 6 increases the diver-

sity of recommendation lists by providing items from different categories

which are from the long tail distribution of items. However, the proposed

recommender system does not perform a similarity metric to find how

diverse these items are for a specific user.

7.3 Future Directions

In the thesis we proposed a framework for a risk aware recommender system

that provides personalized and diverse recommendations to users and consid-

ers the risks that may affect recommender systems’ goals: the user’s purchase
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intention and the user interaction with the system. Future directions based

on this work can be categorised as research related to recommender systems

mechanisms, risks that can affect recommender systems and diversity in rec-

ommender systems.

• Recommender Systems

We performed the recommender system framework that provides per-

sonalization based on implicit data and we applied our risk assessments

on the collaborative filtering approach. There are other kinds of rec-

ommender systems that are based on the sequence of clicks from users

which basically find the next item the user will probably like based on

the previous clicks through the Markov Chain Model and other models

for next event prediction. It would be interesting to find the relationship

between risk awareness and its influence on the sequence of clicks and

what are the possible methods to include risk assessments through these

kinds of recommendations.

• Risk

We studied the risks that can influence the goals of the recommender

system: low purchase intention and low interaction. There is another

direction that is not related to the user centred application. Including

more risks that may influence the goals of the recommender system from

different stakeholders’ viewpoints could be useful. Applying an opti-

mization of risks to find the most critical risks that are required to be

considered may increase the quality of the recommender systems. Fur-

thermore, awareness of the ethics issue in purchasing implicit data that is

gathered from users to understand their behaviours are debatable issues

that can affect communities in general.

• Diversity



Chapter 7. Conclusions 137

The lack of item diversity in a recommender system is considered a new

challenge for e-commerce recommender systems. Diversity can be as-

sessed through coverage of items and can affect the accuracy of the rec-

ommender system. However, there are no metrics that can be used to

measure accuracy and diversity as a multi objective metric that con-

siders balancing accuracy and diversity. Furthermore, in this thesis we

considered the items from the long tail distribution of items which do

not have a lot of interaction in the training sets as diverse items. Study-

ing the items’ features and their similarities with other items for specific

users may improve the quality of diversity; however, this will definitely

increase the complexity of the system. Finding the trade-off between

the quality and the complexity of providing items diversity is also an

interesting direction.
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