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Abstract. Social media harassment, a cyberbullying behavior, poses a serious threat to
users and platform owners of social media. A growing body of research suggests involving
bystanders in interventions to combat deviant behaviors. In this paper, we contextualize
the bystander intervention framework and reporting literature to social media in order to
understand why bystanders report social media harassment. Our contextualized inter-
vention framework focuses on three sociotechnical aspects—the online social environment,
characteristics of the technology platform, and their interplay—that explain bystander
reporting on social media platforms. We tested the model using data gathered from 291
active Facebook users. We found that four contextualized factors, (1) perceived emergency
of the social media harassment incident, (2) perceived responsibility to report, (3) perceived
self-efficacy in using built-in reporting functions, and (4) perceived outcome effectiveness
of built-in reporting functions for tackling social media harassment, shaped bystanders’
willingness to intervene against social media harassment. In addition, we showed that
perceived anonymity of the reporting system counterbalances the negative influence of the
presence of others on bystanders’ willingness to intervene. For research, we contribute to
the cyberbullying literature by offering a novel sociotechnical explanation of mechanisms
that shape bystanders’willingness to report social media harassment. For practice, we offer
insight into how to build safer and secure social media platforms for all users.
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1. Introduction
Online harassment, the most prevalent form of cyber-
bullying, involves individuals deliberately disseminat-
ing rude, threatening, or offensive content directed at
individuals or groups through information communi-
cation technologies (Wolak et al. 2007). Studies have
found that online harassment on social media plat-
forms (hereafter referred to as social media harass-
ment) is awidespread phenomenon that affects all age
groups. Plan International UK found that 43.9% of ad-
olescents between 11 and 18 experienced social media
harassment (Plan International UK 2017). The Pew
ResearchCenter reported that 58% of adults experienced

social media harassment (Duggan 2017). Evidence
suggests that social media harassment negatively
impacts social media users, resulting in adverse out-
comes such as suicidal ideations, social anxiety, sub-
stance abuse, diminished life satisfaction, and delin-
quency (Hinduja and Patchin 2010, Slonje et al. 2013,
Veletsianos et al. 2018).
Social media harassment is pervasive across social

media platforms (Van Royen et al. 2017), exerting
increasing public pressure on platforms such as Face-
book and Twitter to actively fight harassment. Fur-
thermore, 84% of users believe that platform owners
have a responsibility to protect them from social media
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harassment (Anti-Defamation League 2019). Users’
attributions of responsibility to social media plat-
forms are echoed in educators’ and government
agencies’ requests for social media platforms to al-
leviate social media harassment by introducing dig-
ital safety plans (Duggan 2017), which essentially
makes social media owners not only responsible for
providing platforms for user activities but also for
moderating public discourse (Boyd 2010, Crawford
and Gillespie 2016, Turel et al. 2019).

Social media harassment typically involves three ac-
tors: bystanders, perpetrators, and victims (Wong-Lo
and Bullock 2014). Bystanders who witness harass-
ment can intervene in three major ways: reporting the
harassment, defending the victim, and supporting the
victim (Dillon and Bushman 2015). Because admin-
istrators control access to platform features, reporting
socialmedia harassment to platformsmay be themost
efficient and effective way to stop cyberbullying
(Wong-Lo and Bullock 2014). Though many social
media platform owners (e.g., Facebook, Twitter, Link-
edIn, and YouTube) have implemented built-in social
media harassment reporting functions (see Table A-1 in
Online Appendix A) (Facebook Safety 2011, Kiss
2010), we lack a rich understanding of the factors
that shape bystanders’ willingness to use them.

A clear understanding of why bystanders report
social media harassment is important because plat-
forms need help from bystanders to combat social
media harassment. Given the volume of social media
content, it is difficult for platform owners to monitor,
identify, and review every post. Although Facebook
and Instagram have experimented with machine learn-
ing and artificial intelligence to detect problematic posts
(Griffiths 2019), humans are more apt than machines
at recognizing sarcasm and other subtle forms of
social media harassment employed by perpetrators
(Harris 2017). For instance, Facebook reported that it
removed 2.6 million content items related to bullying
or harassment in the first quarter of 2019; however,
automated technology identified only 14.1% of that
content (Facebook 2019). Thus, bystanders can play a
critical role in mitigating the impact of social media
harassment by identifying offensive materials or be-
havior on social media platforms.

Furthermore, given that victims of social media
harassment tend not to take action (Price and Dalgleish
2010, Paul et al. 2012), motivating bystanders on so-
cial media platforms to use reporting functions may
be an effective strategy to deter social media ha-
rassment. A recent survey found that although 60%
of social media users believe that bystanders have the
responsibility to mitigate social media harassment,
just 30% of bystanders reported intervening after
witnessing social media harassment (Duggan 2017).
Of these bystanders, 17% used the platforms’ reporting

tools to flag content, whereas 12% used these tools to
report the perpetrator (Duggan 2017). Thus, there is a
need to understand the factors driving bystanders to
use built-in reporting functions to report social media
harassment incidents.
To achieve this objective, we draw on the litera-

ture on bystander intervention (Latané and Darley
1970) and reporting behavior (e.g., Lowry et al. 2013)
and adopt a sociotechnical perspective (Lee 2004,
Bostrom et al. 2009, Sarker et al. 2019) to develop a
contextualized research model. Using a sociotechnical
perspective allows us to capture both social and tech-
nical aspects in framing and investigating technology-
related phenomena (Lee 2004, Bostrom et al. 2009,
Sarker et al. 2019). This perspective, with a focus on
aligning the system’s design with the social envi-
ronment in order to produce desired outcomes, fits
well into our investigation of bystanders’willingness
to use built-in reporting functions to further firm goals
of responding to social media harassment.
Developing a contextualized understanding of by-

standers’ willingness to report social media harass-
ment is important for several reasons. First, whereas
information systems (IS) studies have investigated
the positive (e.g., well-being) (Wenninger et al. 2019)
and negative consequences (e.g., envy and loneliness)
(Krasnova et al. 2015, Matook et al. 2015) of social
media use, limited research has investigated the
impact of these characteristics in mitigating bad be-
havior (e.g., social media harassment) and encour-
aging good behavior (e.g., bystander intervention) on
social media platforms. In addition, the context of
social media harassment differs from traditional
applications of the bystander intervention framework
in that social media harassment is reported in the same
place as the harassing act—namely, on the social media
platform itself. In contrast, traditional bystander in-
terventions separate the physical location of the har-
assing act from the reporting act. For example, it would
not be unusual for a report of social media harassment
to be filed on the same platform, whereas a charge of
face-to-face harassment would typically require a by-
stander to change locations to report the incident to
a supervisor or human resource professional. Thus,
bystander reporting interventions on social media plat-
forms areuniqueinthat theharassmentandthereporting
take place within the same sociotechnical system offered
by the social media platform.
This paper unfolds as follows. First, we provide a

theory and model for bystander reporting interven-
tions on social media platforms. Then, we describe
our research design and results. Finally, we conclude
with a discussion of the results, their limitations, and
their implications for future work. Our work con-
tributes to efforts to mitigate social media harassment
by shedding light on the social and technical aspects
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that shape bystanders’ willingness to use reporting
functions on social media platforms.

2. Research Background
In this section, we review research on online ha-
rassment, bystanders’ responses, and reporting be-
havior and provide a summary of built-in reporting
functions on popular social media platforms. We use
this review to contextualize the bystander interven-
tion framework (Latané and Darley 1970) to social
media harassment reporting.

2.1. Online Harassment and
Bystanders’ Responses

Online harassment refers to any threatening and/or
offensive message sent directly to a victim or posted
publicly about a victim by means of an online com-
munication medium. It often involves a disruptive
event that follows the pattern of cyberbullying1 and
results in distress to the victim (Jones et al. 2013).
Studies of online harassment focus on (1) comparisons
betweenoffline andonline harassment (e.g.,Wolak et al.
2007, Sumter et al. 2012), (2) the way in which online
features accelerate the prevalence of online harass-
ment (e.g., Moore et al. 2012, Lowry et al. 2016b),
and (3) the characteristics (or profiles) of perpetrators
and victims (e.g., Finn 2004, Wong et al. 2018, Calvete
et al. 2010, Huang and Chou 2010). Although research
has directed attention toward perpetrators and victims
(Ybarra et al. 2007, Lindsay et al. 2016, Chan et al.
2019), few studies examine bystanders in the context
of harassment occurring on social media platforms
(Jones et al. 2015, Chan et al. 2021).

Bystanders are witnesses of harassment and other
acts of violence that they neither perpetrate nor by
which they are directly victimized (Twemlow et al.
2004). Bystanders can play positive or negative roles in
online harassment (Salmivalli 2010, Pozzoli and Gini
2013a). Reinforcers are bystanders who engage in
negative bystander behaviors—such as actively sup-
porting harassment (via forwarding, leaving comments,
or clicking the “like” button on harassing posts) or
passively ignoring incidents (Shultz et al. 2014)—in
an attempt to reinforce the undesirable behavior of the
perpetrators and magnify the negative impact on
victims (Macháčková et al. 2013, Runions et al. 2013).
In contrast, upstanders are bystanders who are willing
to engage in positive behaviors—such as reporting
harassment to platform administrators, or defending,
consoling, or supporting the victims—in an attempt
to mitigate the harm to victims and/or stop the ha-
rassment (Cassidy et al. 2013). Bystander intervention
is considered a highly effective means of curbing
online harassment (Wong-Lo and Bullock 2014). Our
research seeks to identify factors that encourage by-
standers to become upstanders who are willing to

use a platform’s built-in reporting functions to in-
tervene in social media harassment.

2.2. Prior Literature on Reporting Behavior
Our literature review reveals that although reporting
behavior has been studied in different contexts (see
Table B-1 in Online Appendix B), prior research has
not examined bystander reporting intervention in the
context of social media harassment. Among the var-
ious forms of reporting behavior, whistleblowing,
which refers to “the disclosure by organization mem-
bers . . . of illegal, immoral, or illegitimate practices
under the control of their employers, to persons or
organizations that may be able to effect action” (Near
and Miceli 1995, p. 680), has been found to be a
particularly effective tool to fight unethical practices/
wrongdoing in organizations (Park et al. 2008, Park
and Keil 2009, Smith and Keil 2003). For instance, the
model of whistleblowing has been used to explain the
reporting of computer abuse (Lowry et al. 2013) and
bad news about information technology projects in
organizational contexts (Park et al. 2008, Park and
Keil 2009). Although previous IS studies offer valu-
able insights on reporting behaviors and reporting
systems, such work requires nuance and extension to
explain bystanders’ reporting of social media ha-
rassment outside of organizational contexts.
Absent specific guidance from academic research, it

is not surprising that platform owners implement
different functions for facilitating bystander reports
of social media harassment. Table A-1 in Online
Appendix A presents a list of popular social media
platforms and their harassment reporting functions
(GlobalWebIndex 2018). Reporting mechanisms gen-
erally share technical features; however, social media
platforms require different information from bystanders
who report an incident. For example, Facebook, Insta-
gram, and LinkedIn ask users to specify the incident
type, whereas Twitter requires users to provide their
name and email when reporting. Furthermore, some
social media platforms (e.g., Instagram, LinkedIn, and
YouTube) provide limited feedback to bystanders who
report posts, giving them no indication as to whether
review teams actually responded to reports of social
media harassment.

2.3. The Bystander Intervention Framework
The bystander intervention framework (Latané and
Darley 1970) was developed to explain why by-
standers take action to intervene in order to curtail
personal harassment. The framework suggests that
bystanders’ assessment of a harassment event they
are witnessing, their sense of personal responsibility
to intervene, and their actual capacity to intervene
are all factors that shape their helping responses.
The framework also directs attention to bystanders’
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evaluation of the presence of others (i.e., pluralistic ig-
norance, diffusion of responsibility, and evaluation ap-
prehension) as shaping responses (Darley and Latané
1968; Latané and Darley 1968, 1970). The bystander
intervention framework has been used to examine
helping behavior in various contexts, such as sexual vi-
olence (Banyard 2011), domestic violence (Hoefnagels
and Zwikker 2001), and traditional bullying (Pozzoli
and Gini 2013b).

Prior research has drawn on the bystander inter-
vention framework to investigate bystanders in the
context of cyberbullying (e.g., Allison and Bussey
2016, Brody and Vangelisti 2016, Obermaier et al.
2016). However, such research has mostly consid-
ered social psychological factors, such as demo-
graphic variables (e.g., age, gender, and education
level) (e.g., Quirk and Campbell 2015, DeSmet et al.
2016), relationship with the victim/perpetrator (e.g.,
Macháčková et al. 2013, Song and Oh 2018), and
empathy (e.g., VanCleemput et al. 2014) to further the
understanding of bystander intervention in the online
environment (see Table C-1 in Online Appendix C).
Notably, scant research has examined how socio-
technical factors shape bystanders’ willingness to re-
port social media harassment.

2.4. Understanding the Social Media Bystander
Reporting Intervention: A
Sociotechnical Perspective

Social media refer to “online platforms where people
form communities in which they create, exchange,
comment, recreate, and cocreate content” (Karahanna
et al. 2018, p. 738). Platform owners have imple-
mented built-in reporting functions for bystanders to
use if they witness social media harassment. Bystander
reporting interventions on social media platforms are
distinct from interventions performed in offline en-
vironments in that the willingness to intervene re-
quires considering social and technical components
because social media can be viewed both as online
social environments in which social media harass-
ment incidents take place and as technology plat-
forms on which reporting functions are embedded. In
this study, we adopt the sociotechnical perspective to
explain why bystanders report harassment on social
media platforms.

The sociotechnical perspective, which views sys-
tems as comprised of elements of the technology and
the social environment,fits well into our investigation
of drivers of bystanders’ willingness to use built-in
reporting functions to report social media harass-
ment. First, social media are inherently social tech-
nology platforms that enable connectivity and com-
munication among users and offer visibility of those
social interactions, facilitated by built-in design mecha-
nisms (such as message transparency and network

translucence) (Leonardi 2015). Specifically, bystanders
can easily understand a harassing incident on so-
cial media, assess their personal responsibility to
intervene, and observe how other bystanders react
to the incident (i.e., the presence of others). Second,
bystanders’ use of built-in reporting functions likely
results from social considerations (e.g., privacy and
presence of others) within the context of a technically
enabled environment. Specifically, bystanders’ will-
ingness to report through built-in reporting functions
reflects a trade-off between confidence in the ano-
nymity of the reporting function and awareness of the
presence of others in a social environment. Third, the
influence of social and technical components may be
intertwined in how they shape bystanders’ view of
how design features (e.g., built-in reporting func-
tions) enable a social process (e.g., reporting behav-
iors). As technology platforms, social media make
them easier for bystanders to articulate the implica-
tions of reporting social media harassment because
they directly interact with the platforms and the
embedded reporting functions. Because bystanders
understand the platforms and control whether they
use built-in reporting functions, they are likely bet-
ter positioned to evaluate their own ability to use
the technology and predict the likely outcomes of
such use (i.e., self-efficacy and outcome expectancy)
(DeSmet et al. 2016). Furthermore, bystanders can
assess themanagerial practices and regulatory structures
of platform owners (i.e., perceived reporting climate and
perceived reporting justice) to judge the likely effective-
ness of using built-in reporting functions to mitigate
social media harassment incidents.
In sum, our study uses the three aspects noted

above to develop a sociotechnical perspective on
social media reporting. Placing salience on both social
and technical components (as well as their interplay)
in framing and investigating social media bystander
reporting interventions, our study aims to capture the
distinctive nature of this technology-related phe-
nomenon (Sarker et al. 2019).

3. Research Model and
Hypothesis Development

In this section, we articulate a contextualized social
media bystander reporting intervention framework
(Latané and Darley 1970) in order to develop a soci-
otechnical model (Sarker et al. 2019) of bystanders’
willingness to use the platform’s built-in reporting func-
tions to report social media harassment (see Figure 1).

3.1. Contextualizing the Factors of the Bystander
Intervention Framework

Our contextualized social media bystander reporting
intervention framework suggests that four main factors

Wong et al.: Bystanders’ Proactive Reporting Responses
Information Systems Research, 2021, vol. 32, no. 2, pp. 561–581, © 2021 The Author(s)564



shape bystanders’willingness to use built-in reporting
functions: (1) their assessment of the emergency of
the social media harassment situation, (2) their sense
that it is their personal responsibility to report the
incident, (3) the capacity to intervene, and (4) the
presence of others—that is, whether other bystanders
are also present for helping behaviors. We map the
core concepts of the bystander intervention frame-
work to constructs in our model in order to predict
bystanders’ willingness to use built-in reporting
functions to report social media harassment (see
Table 1).

3.2. Social Media and Bystander
Reporting Interventions

As discussed in Section 2.4, bystander reporting in-
terventions on social media platforms are distinctive
in that bystanders’willingness to intervene involves a
consideration of both social and technical compo-
nents. In this study, our contextualized model of the
social media bystander reporting intervention includes
three distinct sociotechnical components: online so-
cial environments where social media harassment
incidents take place, technology platforms on which
reporting functions are embedded, and the interplay of
the characteristics of built-in reporting functions and
the online social environment.

3.2.1. Social Media as Online Social Environments
Social media platforms have changed how users
communicate. Socialmediamake the content of users’
message exchanges transparent (i.e., message trans-
parency) and their network connections translucent
(i.e., network translucence) (Leonardi 2014, 2015). In
the context of social media harassment, the metaconcepts
of message transparency (e.g., awareness of the au-
thorship on and the content of the harassing posts) and
network translucence (e.g., awareness of the network
ties of those involved in the harassing events) influ-
ence bystanders’ assessments of their reporting in-
terventions on social media platforms (summarized
in Table 2).
Perceived emergency refers to the extent to which

bystanders perceive that a social media harassment
incident needs to be urgently addressed. The as-
sessment of emergency is important because it exerts
a significant influence on individuals’ willingness to
engage in prosocial interventions (Manstead and Fischer
2001, Burn 2009, Nickerson et al. 2014). Emergencies
are thought to draw bystanders’ attention to ob-
servable details of an incident andmotivate them to take
actions (Dovidio et al. 2006, Loewenstein and Small
2007). Emergency is relevant to social media harass-
ment because social media create online environ-
ments that increase communication visibility—that is,

Figure 1. The Research Model
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it makes it possible to directly observe not only the
harassing content itself in the original messages (i.e.,
message transparency) but also how other bystanders
react to such content (e.g., via reposts, comments,
and likes) (i.e., network translucence) (McFarland

and Ployhart 2015), which can therefore invoke
feelings of emergency among bystanders. If by-
standers perceive a social media harassment inci-
dent as an emergency that requires prompt action,
they are more likely to report the incident using

Table 1. Social Media Bystander Reporting Intervention Model

The bystander intervention framework Core constructs in our research model

Decision of intervention Willingness to use built-in reporting functions is defined as bystanders’ willingness to report social
media harassment incidents to platform owners by using built-in reporting functions of social
media platforms

Assessment of the event Assessment of the social media harassment incident
—Perceived emergency is defined as the extent to which bystanders believe that the social media

harassment incident needs to be addressed urgently
Assessment of personal responsibility Assessment of personal responsibility to report the incident

—Perceived responsibility to report is defined as bystanders’ subjective assessment of their sense of
personal obligation to deal with social media harassment incidents

Assessment of capability to intervene
(personal and situational factors)

Assessment of capability to intervene
—Perceived self-efficacy to report is defined as bystanders’ subjective assessment of their ability to

successfully report the harassment using built-in reporting functions on social media platforms
—Perceived outcome effectiveness of reporting is defined as the extent to which bystanders believe that

using built-in reporting functions on social media platforms will effectively tackle social media
harassment

Presence of others Presence of others
—Pluralistic ignorance is defined as the extent to which bystanders believe that other bystanders

who have also witnessed the incident will remain unconcernedwith the social media harassment
incident on the social media platform

—Diffusion of responsibility is defined as the extent to which bystanders believe that reporting
responsibility should be transferred to other bystanders who have also witnessed the incident

—Evaluation Apprehension is defined as bystanders’ fear of being judged or negatively evaluated
when using built-in reporting functions to report social media harassment incidents

Table 2. Social Media Characteristics and Bystander Intervention Decision

Social media characteristics

Bystander intervention Message transparency Network translucence

Assessment of the event (perceived
emergency)

Social media allow the content of messages
(i.e., harassing posts) to be easily and
effortlessly seen by users.

Social media allow users to observe other users
involved in social media harassment (e.g.,
perpetrators, victims, bystanders).
Bystanders can assess the emergency of the
incident based on the characteristics of other
users (e.g., how many bystanders have
viewed/shared/commented on the
harassing posts).

Bystanders can assess the emergency of a
harassment incident based on the harassing
content.

Assessment of personal responsibility
(perceived responsibility to report)

Social media allow the content of messages
(i.e., harassing posts) to be easily and
effortlessly seen by users. Bystanders can
assess their personal responsibility for
intervention based on the harassing content.

Social media allow users to observe other users
involved in social media harassment (e.g.,
perpetrators, victims, bystanders).
Bystanders can assess their personal
responsibility to intervene based on the
characteristics of other users (e.g., how
many bystanders have viewed/shared/
reacted/commented on the harassing
posts).

Presence of others Social media allow the content of others’
interactions (i.e., what they like, comment,
and share) to be easily and effortlessly seen
by users. Bystanders can assess the influence
of the presence of others on helping
behaviors based on others’ interactions (e.g.,
how other bystanders comment on an
intervention).

Social media allow users to observe other users
who are involved in a social media
harassment incident (e.g., other bystanders).
Bystanders can assess the influence of the
presence of others on helping behaviors
based on the characteristics of others’
interactions (e.g., how many bystanders
there are to help; who the other
bystanders are).
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built-in reporting functions. We thus hypothesize
the following.

Hypothesis 1. Perceived emergency will have a positive
effect on bystanders’ willingness to use built-in reporting
functions to report social media harassment incidents to
platform owners.

Perceived responsibility to report refers to bystanders’
subjective assessments of their sense of obligation to
respond to social media harassment incidents per-
sonally (Gracia et al. 2008). Across many different
types of crime, violence, and wrongdoing (Finkelhor
and Wolak 2003, Tarling and Morris 2010, Edwards
et al. 2013), bystanders who feel moral responsibility
are likely to intervene to address an incident (Laible
et al. 2008). In the context of social media, bystanders’
feelings of moral responsibility may be evoked by
viewing harassing content (i.e., message transparency)
or the parties involved in the incident (i.e., network
translucence). For example, a bystander may feel more
responsibility to report if the incident is particularly
extreme (e.g., a post threatening physical harm) or if the
victim of social media harassment is part of their
social network (e.g., a close friend, acquaintance, or
online follower). Therefore, we expect that bystanders
who perceive a personal responsibility to report will
report greater willingness to use built-in reporting
functions to report social media harassment incidents
to platform owners. We thus hypothesize the following.

Hypothesis 2. Perceived responsibility to report will have a
positive effect on bystanders’ willingness to use built-in
reporting functions to report social media harassment in-
cidents to platform owners.

Becausesocialmedia increasethevisibilityofharassing
content and other users’ responses to such content
(Zhao et al. 2011), we suspect that greater feelings of
emergency triggered by social media harassment will
lead to bystanders’ feelings of personal responsibility
to intervene because feelings of emergency will make
threat assessments more salient (Latané and Darley
1970). We thus hypothesize the following.

Hypothesis 3. Perceived emergency will have a positive
effect on perceived responsibility to report.

The presence of others refers to bystanders being less
likely to intervene when they know others are present
and observing their behavior. The bystander inter-
vention literature suggests that such “nonaction”
results from bystanders demonstrating pluralistic
ignorance, diffusion of responsibility, and evaluation
apprehension (Latané and Nida 1981, Fischer et al.
2011). Specifically, because social media bystanders
can easily observe who has reacted to a disruptive
event as well as how they reacted (Thornberg 2007,
Schacter et al. 2016), they may form intentions to act

based on others’ responses. If bystanders see that no
one else is intervening (i.e., no feedback in the form of
likes, comments, or shares on harassing posts), they
may conclude that no action is needed (i.e., pluralistic
ignorance). Also, if social media bystanders per-
ceive the presence of others on the social media
platform (e.g., via the list of connections or the “Who
is available to chat” function provided by Facebook in
real time), they may diffuse responsibility and expect
other witnesses to the incident to take action (i.e., dif-
fusion of responsibility) (Obermaier et al. 2016), po-
tentially resulting in no help being offered to the
victim. Finally, humans care about social rewards and
punishments and are generally concerned about how
others evaluate them and their actions (i.e., through
easy access to online profiles displaying personal
information and a record of activities) (Manstead and
Fischer 2001, Burn 2009, Nickerson et al. 2014). Be-
cause social media content is traceable and users’ can
directly observe the interactions of others on social
media (Leonardi and Vaast 2017), bystanders tend to
be more conservative in their actions in order to avoid
retaliation by a perpetrator or negative evaluation by
other community members (Brody and Vangelisti
2016, Song and Oh 2018). As such, bystanders wit-
nessing social media harassment may be reluctant to
intervene if they believe that their actions will be
judged negatively or retaliated against by others on
the social media platform (i.e., evaluation appre-
hension). Thus, we hypothesize the following.

Hypothesis 4A. The presence of others will have a negative
effect on bystanders’ willingness to use built-in reporting
functions on social media platforms.

Empirical evidence suggests that the presence of
others negatively impacts a bystander’s sense of
personal responsibility. For instance, Koedinger and
Aleven (2007) observed that when bystanders per-
ceive the presence of others in their social circles, they
tend to minimize their responsibility to help and
underuse available intervention resources. Obermaier
et al. (2016) also found that when the number of
witnesses to cyberbullying incidents on Facebook
increased, bystanders were less likely to feel a per-
sonal responsibility to respond and less inclined to
attempt to intervene in cyberbullying incidents. We
expect that the presence of others reduces bystanders’
sense of personal responsibility to report social media
harassment. Therefore,we hypothesize the following.

Hypothesis 4B. The presence of others will have a negative
effect on bystanders’ perceived responsibility to report social
media harassment.

3.2.2. Social Media as Technology Platforms. Platform
owners offer not only space for users to engage in
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online activities but also tools for users to help monitor
discourse on this space (Crawford and Gillespie 2016).
Such help from bystanders is invaluable for making
social media platforms safer because automated solutions
have been found to miss harassment incidents (Facebook
2019). Platform owners solicit help through afford-
ing bystanders access to built-in reporting functions,
which allow users to flag or report offensive content or
harassing incidents. When a bystander flags a prob-
lematic post or behavior, in most cases, the platform’s
review team examines the report and either removes
materials deemed offensive or blocks the perpetrator
from accessing his or her account. To better under-
stand how platform owners can encourage the use of
built-in reporting functions, we direct attention to the
platform’s technical features, bystanders’ personal
attributes, and perceived outcomes.

Confidence in system anonymity refers to the extent to
which bystanders believe in the anonymity of the
system when using built-in reporting functions. Confi-
dence in system anonymity is important, particularly
because well-publicized security scandals (e.g., Face-
book’s Cambridge Analytica data scandal in 2018)
have intensified users’ concerns about privacy on
social media platforms (eMarketer 2019). Studies sug-
gest that when individuals perceive reporting to be
anonymous, they feel less concerned about personal
costs andmay thus bemore likely to report disruptive
events (Keil et al. 2010, Lowry et al. 2013). Similarly, if
users have confidence in the anonymity of an online
reporting function, they will be more likely to report
social media harassment incidents via the built-in
reporting function because they will be less con-
cerned about potential retaliation from a perpetrator
on the social media platform. We predict that confi-
dence in system anonymity increases bystanders’
willingness to use built-in reporting functions to re-
port social media harassment incidents. Thus, we
hypothesize the following.

Hypothesis 5. Confidence in system anonymity will have a
positive effect on bystanders’ willingness to use built-in
reporting functions on social media platforms.

Appraisal theories suggest that individuals eval-
uate resources available to effect change when de-
ciding whether to take action in a situation (Folkman
et al. 1986). Resources can be found within the self
(e.g., in the form of efficacy beliefs) or externally (e.g.
in the form of support from an organization). Ample
evidence suggests that if users believe they are ca-
pable of effecting change, they will perform protec-
tive actions (Lee andLarsen 2009, Liang andXue 2010,
Bala and Venkatesh 2015, Tu et al. 2015). We examine
two appraisals of capabilities that shape how by-
standers respond to harassment incidents (Latané
and Darley 1970): perceived self-efficacy to report

and perceived outcomes of reporting. Perceived self-
efficacy to report refers to bystanders’ personal judg-
ment of their ability to perform reporting acts using
built-in reporting functions on social media plat-
forms. We also include in our research model the
perceived outcome effectiveness of reporting, which refers
to the extent to which bystanders believe that using
built-in reporting functions on social media plat-
forms is an effective means of tackling social me-
dia harassment.
If bystanders have confidence in their ability to use

built-in reporting functions and in the outcomes of
such use, they will likely be more willing to report
social media harassment to platform owners. Al-
though it is well-established that efficacy shapes
behavior (Compeau and Higgins 1995), it is less
certain how efficacious social media users believe
built-in reporting functions to be. Moreover, it is less
certain how beliefs about the platform’s capability
(e.g., outcomes of use) relate to users willing to use
built-in reporting functions. Our uncertainty is ech-
oed in industry reports on cyberbullying and social
media. Consider a recent Safety Net report (The
Children’s Society and YoungMinds 2018) showing
that users believe they should receive training on
reporting and that they want access to tools and
technological solutions for addressing online harass-
ment. The report’s findings align with our intuition
that individuals’ beliefs about personal capability in
conjunction with beliefs about tools shape bystanders’
willingness to report social media harassment inci-
dents (by using reporting tools or other technological
solutions). Thus, we hypothesize the following:

Hypothesis 6. Perceived self-efficacy to report will have a
positive effect on bystanders’ willingness to use built-in
reporting functions on social media platforms.

Hypothesis 7. Perceived outcome effectiveness of reporting
will have a positive effect on bystanders’ willingness to use
built-in reporting functions on social media platforms.

Research on reporting (Dozier and Miceli 1985,
Miceli and Near 1985) suggests that organizations
(i.e., platform owners) play a key role in influencing
reporting interventions. Individuals generally eval-
uate the effectiveness of reporting interventions in
terms of structures and policies (i.e., perceived reporting
justice) and the managerial practices (i.e., perceived
reporting climate) of organizations (i.e., platform owners).
In the context of social media reporting interventions,
bystanders’ appraisal of the managerial and regula-
tory practices of a platform (i.e., perceived reporting
climate and perceived reporting justice) influences
their willingness to intervene.
Perceived reporting climate refers to bystanders’ per-

ception of the extent to which a social media platform
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encourages and supports reporting. If individuals
perceive that theplatformclimate encourages expressing
personal views and opinions, they are more likely to
speak up (Wei et al. 2015). Bullying research suggests
that the perceived climate reinforces how bystanders
perceive the likely efficacy of an intervention, which,
in turn, may encourage bystanders to defend victims
(Gini et al. 2008, Barchia and Bussey 2011, Pöyhönen
et al. 2012). In the context of our study, supporting the
perception that bystanders’ reporting behavior is safe
and welcome in the social media community (e.g.,
through a “thank you” message sent by the platform
to bystanders reporting social media harassment or
an initiative taken by community members to raise
awareness of social media harassment) may enhance
bystanders’ beliefs about the effectiveness of using
these tools to combat social media harassment and
encourage bystanders to report social media harassment
incidents using reporting tools. Therefore, we hypoth-
esize the following.

Hypothesis 8A. Perceived reporting climate will have a
positive effect on bystanders’ perceived outcome effectiveness
of reporting social media harassment incidents.

Hypothesis 8B. Perceived reporting climate will have a
positive effect on bystanders’ willingness to use built-in
reporting functions on social media platforms.

Perceived reporting justice refers to the extent to
which bystanders believe that their reporting be-
haviors will be treated fairly by social media platform
owners. It involves bystanders’ perceptions that they
will be treated fairly by the report-receiving au-
thorities (i.e., the social media platform owners) and
that the outcome of reporting procedures will also be
fair. Researchers have found that if bystanders lack
confidence in the fairness of reporting processes,
particularly regarding how the relevant authorities
will handle submitted reports, they tend not to re-
port incidents (Miceli and Near 1992). Studies on
computer crime reporting, peer reporting, and whis-
tleblowing (Skinner and Fream 1997, Lewis 2011,
Sulkowski 2011) demonstrate that perceived justice
affects response outcomes (e.g., outcome effective-
ness and intervention adoption). Echoing this intui-
tion, social media users have urged platform owners
to implement transparent review processes with con-
crete review policies for reporting social media harass-
ment (The Children’s Society and YoungMinds 2018).
As the perception of reporting justice grows, evidence
suggests that bystanders will expect positive out-
comes of using built-in reporting functions to report
social media harassment and feel more motivated to
report social media harassment. Thus, we hypothe-
size the following.

Hypothesis 9A. Perceived reporting justice will have a
positive effect on bystanders’ perceived outcome effectiveness
of reporting social media harassment incidents.

Hypothesis 9B. Perceived reporting justice will have a
positive effect on bystanders’ willingness to use built-in
reporting functions on social media platforms.

3.2.3. The Interplay of the Characteristics of Built-In
Reporting Functions and the Online Social Environment.
In contrast to traditional reporting interventions
(in which the harassing act and the reporting act typi-
cally occur in different locations), social media reporting
interventions often occur in the same place as the har-
assing act—namely, on the social media platform
itself. Parties involved in the social media harassment
incidents (i.e., perpetrators, victims, and bystanders)
use the same social media platform to harass and
report harassment. As such, their offline identities
and social networks (i.e., lists of friends and fol-
lowers) may be easily identifiable through informa-
tion posted on their public or private profiles. Fur-
thermore, platform owners or users with application
programming interface (API)2 access can retrieve and
trace posts back to their sources (McFarland and
Ployhart 2015), making authors identifiable and po-
tentially responsible for the content of their posts.
Thus, bystanders have legitimate concerns about pro-
tecting their identity when they use built-in reporting
functions embedded in the social media platform.
We expect that confidence in system anonymity not

onlydrives bystanders touse built-in reporting functions
but also inhibits the negative impact of the presence of
others on bystander reporting interventions. Reporting
behavior and perceived responsibility to report social
media harassment are more likely when the bystander
effect (i.e., thepresenceofothers) is lowandconfidence in
system anonymity is high. In other words, perceived
anonymity of the reporting system likely counterbal-
ances the negative influence of the presence of others on
bystanders’ willingness to intervene. For instance, if
bystanders perceive the reporting system to be anony-
mous (i.e., perceive that no sensitive personal informa-
tion is captured during the reporting process), they will
be less concerned about the possibility of being nega-
tively evaluated or retaliated against by others. Confi-
dence in reporting system anonymity can serve as a
safeguard against the bystander effect on social media
platforms. We thus hypothesize that confidence in sys-
tem anonymity mitigates the negative impact of the
presence of others on bystanders’ willingness to use
built-in reporting functions.

Hypothesis 10A. Confidence in system anonymity will
positively moderate the relationship between the presence of
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others and bystanders’ willingness to use built-in reporting
functions on social media platforms. Specifically, the nega-
tive effect will be weakened when bystanders’ confidence in
system anonymity is high.

Hypothesis 10B. Confidence in system anonymity will
positively moderate the relationship between the presence of
others and bystanders’ perceived responsibility to report social
media harassment. Specifically, the negative effect will be weak-
ened when bystanders’ confidence in system anonymity is high.

4. Research Method
In this section, we detail our research setting, data
collection method, and measures.

4.1. Setting and Data Collection
We recruited social media users who had witnessed
social media harassment incidents on Facebook in the
six months prior to data collection. We focused on
Facebook because (1) it is recognized as a prominent
platform for socialmedia harassment (KimandHancock
2015), and (2) its built-in reporting function directly
reports content that may violate Facebook’s terms of
use to a review team.

We drew our sample of Facebook users from Ama-
zon’s Mechanical Turk (MTurk). Registered MTurk
users participate in tasks (such as completing surveys)
in exchange for remuneration (Ward and Broniarczyk
2011). Consistent with practices suggested by Lowry
et al. (2016a), we included several “attention check”
questions to detect careless, random, or haphazard
responses (Mason and Suri 2012). For example, we
asked, “Is Facebook a social networking site?” and
“Does heat make ice melt?” In addition, to minimize
potential response bias, we followed general princi-
ples (i.e., autonomy, beneficence, justices, privacy,
and confidentiality) for ethical research practices on
human subjects in data collection (Mishna et al. 2012).
The participants were informed that the survey was
voluntary and anonymous. After completing the ques-
tionnaire, participants were debriefed.

We collected 291 useable responses from active
Facebook users—161 (55.3%) were female and 130
(44.7%) were male. The age of the participants ranged
from 17 to 70. The participants were generally well
educated, with approximately 69.4% holding a bache-
lor’s degree or higher. The average participant spent
28minutes completingour survey (49minutesmaximum,
18 minutes minimum). Online Appendix D, Table D-1
summarizes the sample demographics.

4.2. Procedure and Measurement
The questionnaire included three parts. First, par-
ticipants recalled a recent harassment incident on
Facebook that they had witnessed during the past six

months. Second, participants described the incident
and assessed it in a questionnaire. Third, they were
introduced to thebuilt-in reporting functiononFacebook
(see Online Appendix E) and answered questions that
measured our constructs.
We included nine control variables (see Table F-1

in Online Appendix F) to reduce the possibility of spu-
rious relationships: moral belief about online harassment,
empathy, type of social media harassment witnessed, re-
lationship closeness with victim, relationship closeness
with perpetrator, social media usage (self-reported),
and demographic characteristics, namely, age, gen-
der, and education. Research suggests that these fac-
tors may influence individuals’ decisions to inter-
vene (Miceli and Near 1992, Tavakoli et al. 2003,
Kirkman et al. 2009). We used existing construct
measures with the exception of relationship closeness
with victim and relationship closeness with perpetrator.
Where necessary, minor modifications tailored items
to fit the social media context or to direct attention to
the built-in reporting function on Facebook. All
measures used a seven-point Likert scale, except for
type of social media harassment witnessed, which used
a nominal scale. Apart from two constructs consid-
ered formative at the second-order levels (i.e., pres-
ence of others and confidence in system anonymity),
all constructs were modeled as reflective indicators.
Online Appendix F details the measurement items
and their sources.
We validated the second-order formative con-

structs in consistencywith prescriptions found in the
research methods literature (MacKenzie et al. 2011,
Polites et al. 2012). Our second-order constructs were
operationalized as superordinate at the second level
and reflective at the first level (Diamantopoulos and
Winklhofer 2001, Cenfetelli and Bassellier 2009).
Presence of others was conceptualized as a formative
second-order construct determined by three first-
order constructs—pluralistic ignorance, diffusion of
responsibility, and evaluation apprehension—because
prior research (Darley and Latané 1968, Latané and
Darley 1970) suggests that these dimensions consti-
tute bystanders’ perceptions of thepresenceof others in
the environment. We measured the three first-order
dimensions using scales adapted from Burn (2009),
La Greca and Lopez (1998), and Prentice and Miller
(1993). Confidence in system anonymity was operation-
alized as a formative second-order construct determined
by dissociated anonymity and visual anonymity, the es-
sential anonymity components identifiedbySuler (2004).
To measure these two first-order constructs, we used
scales adapted from Lowry et al. (2013).
To ensure the content validity of the measures, we

conducted a pretest and pilot test. The pretest in-
volved 30 undergraduate and graduate students eval-
uating the online questionnaire, with a particular focus
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on the clarity of instructions, wording of the questions,
relevance of themeasures, presence of biasedwords and
phrases, use of standard English, and format (Fowler
and Cosenza 2009). Based on initial feedback, we
removed six items see Online Appendix F for more
detail). We then conducted an online pilot test with
100 active users of Facebook. Except for minor
modifications to formatting, no major issues were
identified in the pilot test.

5. Data Analysis and Results
We used covariance-based structural equation mod-
eling (CB-SEM) through AMOS 22 to run the data.
CB-SEM is considered appropriate for validating models
with multidimensional constructs (Roberts and Thatcher
2009, Wright et al. 2012). We employed a two-step
analytical approach to evaluate the research model,
first estimating the psychometric assessment of the
measures, and then the structural model.

5.1. Measurement Model Evaluation
5.1.1. Reflective Constructs. We conducted a confir-
matory factor analysis that included the reflective latent
constructs (i.e., willingness to use built-in reporting
functions, perceived emergency, perceived responsibility
to report, perceived self-efficacy to report, perceived out-
come effectiveness of reporting, perceived reporting jus-
tice, and perceived reporting climate), the first-order
dimensions of the presence of others (i.e., pluralistic
ignorance, diffusion of responsibility, and evaluation ap-
prehension), and confidence in system anonymity
(i.e., dissociative anonymity and visual anonymity), as
well as the two reflective control variables (i.e., em-
pathy and moral belief about online harassment).

To evaluate the reflective constructs, we assessed
construct reliability, convergent validity, and dis-
criminant validity. First, we estimated composite
reliability indices (Fornell and Larcker 1981). All
constructs exceeded the 0.7 benchmark, indicating
satisfactory construct reliability (see Tables G-1a and
G-1b in Online Appendix G). Second, we examined
item loadings and the square root of the average variance
extracted (AVE) for each construct to assess convergent
and discriminant validity. All item loadingswere greater
than the recommended 0.5 cutoff (Carmines and Zeller
1979), suggesting that the items loaded well on their
respective constructs (see Table G-4 in Online Ap-
pendix G). In addition, the AVEs of all the constructs
were greater than the recommended level of 0.5 (Fornell
and Larcker 1981), demonstrating good convergent
validity (see Tables G-1a and G-1b in Online Ap-
pendix G). The square root of the AVE of each con-
struct was found to be greater than the correlations of
the construct with other constructs, demonstrating
satisfactory discriminant validity (see Table G-3a in
Online Appendix G).

We also assessed the psychometric properties of
the overall measurement model. Following the two-
index strategy suggested by Hu and Bentler (1999),
we evaluated model fit using the comparative fit in-
dex (CFI; where values approaching or surpassing 0.9
indicate satisfactory fit) and standardized root mean
square residual (SRMR; where values approaching or
below 0.08 indicate good fit). Our measurement model
shows satisfactory fit with the data (χ2 = 2,226.10, de-
grees of freedom (df) = 1081, χ2/df = 2.06, CFI = 0.91,
root mean square error of approximation (RMSEA) =
0.06, SRMR = 0.06).

5.1.2. Second-Order and First-Order Formative Constructs.
Following the guidelines and recommendations of
operationalizing multidimensional and formative
constructs (Petter et al. 2007, Cenfetelli and Bassellier
2009, Wright et al. 2012), we operationalized the pres-
ence of others and confidence in system anonymity as
second-order aggregate constructs formed from first-
order reflective dimensions, whereas the type of social
media harassment witnessed was operationalized as a
first-order formative construct. First, we evaluated the
variance inflation factor (VIF) of the measures of the
second-order and first-order formative constructs. All
VIFs were below 3.33, indicating the absence of multi-
collinearity (see Table G-1b in Online Appendix G)
(Diamantopoulos and Siguaw 2006, Petter et al. 2007,
Cenfetelli and Bassellier 2009). Second, we assessed
the zero-order correlation (i.e., absolute contribution)
for each second-order construct against the overall av-
erage for each construct (see Tables G-2a and G-2b in
Online Appendix G). All the items showed significant
associations with the overall measure at the 0.05 level of
significance. Third, we assessed the weight (i.e., relative
contribution) and loading (i.e., absolute contribution) of
the first-order formative indicators (see Table G-2c in
Online Appendix G) and found that the weights of
all indicatorswere significant. Our results also show that
there was no unexpectedly high correlation among the
formative indicators (below the 0.9 thresholds). In sum,
the results provide evidence of the validity of our second-
order and first-order formative constructs.

5.1.3. Common Method Bias and Social Desirability
Bias. We also tested for common method variance
influence (Schwarz et al. 2017) and social desirability
bias (Podsakoff et al. 2003). Our results suggest that
common method bias and social desirability bias had
minimal impact on this study. Online Appendix H
details the assessment of common method bias and
social desirability bias.

5.2. Structural Model Evaluation
We analyzed our model using a maximum likelihood
parameter estimation in CB-SEM. We first estimated
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a baseline model with only the main effect (Model 1
in Table G-5 in Online Appendix G). The model fit
was deemed satisfactory (χ2 = 69.29, df = 27.00, χ2/
df = 2.57, CFI = 0.98, RMSEA = 0.07, SRMR = 0.04). All
hypothesized effects, except those in Hypotheses 8A
and 9B, were statistically significant. We then added
the interaction terms of confidence in system ano-
nymity and the presence of others on willingness to
use built-in reporting functions and perceived re-
sponsibility to report, respectively, to test the mod-
erating effects of confidence in system anonymity
(Model 2 in Table G-5 in Online Appendix G). The
research model accounts for 77.7% of the variance in
bystanders’ willingness to use built-in reporting func-
tions, 43.4% of the variance in perceived responsibility to
report, and 56.5% of the variance in perceived outcome
effectiveness of reporting (see Figure 2).

Table 3 presents a summary of our results. By-
standers’ perceived emergency (Hypothesis 1, β =
0.18, p < 0.001), perceived responsibility to report
(Hypothesis 2, β = 0.21, p < 0.001), presence of others
(Hypothesis 4A, β = −0.26, p < 0.001), confidence in
system anonymity (Hypothesis 5, β = 0.18, p < 0.001),
perceived self-efficacy to report (Hypothesis 6, β =

0.24, p < 0.001), perceived outcome effectiveness of
reporting (Hypothesis 7, β = 0.26, p < 0.001), and
perceived reporting climate (Hypothesis 8B, β = 0.11,
p < 0.05) were significant predictors of bystanders’
willingness to use built-in reporting functions. Also,
consistent with our predictions, perceived emergency
(Hypothesis 3, β = 0.60, p < 0.001) and the presence
of others (Hypothesis 4B, β = −0.19, p < 0.001) exerted
significant positive and negative influence on per-
ceived responsibility to report, respectively. Per-
ceived reporting justice had a significant impact on
bystanders’ perceived outcome effectiveness of reporting
(Hypothesis 9A, β = 0.70, p < 0.001). When confidence
in system anonymity was added to the model as a
moderator, it exerted significant positive moderating
effects on both the relationship between presence
of others and willingness to use built-in reporting
functions (Hypothesis 10A, β = 0.11, p < 0.001) as well
as the relationship between the presence of others and
perceived responsibility to report (Hypothesis 10B,
β = 0.15, p < 0.001). Thus, the negative effects of the
presence of others on both willingness to use built-in
reporting functions and perceived responsibility to
report were alleviated when bystanders had a higher

Figure 2. Results of the Research Model

Note. H, Hypothesis; n.s., not significant (also depicted with a dotted line).
*p < 0.05; **p < 0.01; ***p < 0.001.
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level of confidence in systemanonymity. Contrary to our
expectations,perceivedreporting climate (Hypothesis 8A)
and perceived reporting justice (Hypothesis 9B)
did not have a statistically significant influence on
bystanders’ perceivedoutcomeeffectivenessof reporting
social media harassment and willingness to use built-
in reporting functions, respectively.

5.3. Post Hoc Analyses
5.3.1. Interaction Effects. To assess the nature of con-
fidence in system anonymity, we conducted simple
slope analyses following the guidelines suggested by
Aiken et al. (1991). We plotted the significant inter-
actions one standard deviation above and below
the mean for the confidence in system anonymity.
Online Appendix I shows the conditional effects of
the moderator. Figures 3 and 4 show the interaction
plots. For the interaction between the presence of others
and confidence in system anonymity, we observed a
weaker negative relationship between presence of others
and willingness to use built-in reporting functions when
confidence in system anonymity was perceived to be
high (β = −0.27, p < 0.001), and a stronger negative
relationship when confidence in system anonymity
was perceived to be low (β = −0.76, p < 0.001). Fur-
thermore, we found a moderate negative relationship
between the presence of others and perceived re-
sponsibility to report when confidence in system
anonymity was perceived to be low (β = −0.49, p <
0.001). These results imply that, compared with by-
standers with low confidence in system anonym-
ity, those with high confidence in system anonym-
ity were more likely to accept the responsibility to
report and more willing to use built-in reporting
functions when they witnessed social media harass-
ment, despite their perception of the presence of
others. The results, therefore, confirm that confidence

in reporting system anonymity reduces the negative
effect of the presence of others on reporting social
media harassment.

5.3.2. Mediation Effects. We used bootstrapping to
conduct post hoc tests of mediation (Hayes 2009,
Lowry et al. 2016b, Vance et al. 2015). In the boot-
strapping process, we resampled with replacement
from the obtained sample 5,000 times (Hayes 2009)
and specified a 95% confidence interval (CI). Figure
J-1 in Online Appendix J depicts the mediation rela-
tionships for our study.We examined (1) the effects of
perceived emergency and the presence of others on
perceived responsibility to report (a1 and a2), as well
as the effect of perceived reporting justice on the
perceived outcome effectiveness of reporting (a3); (2)
the effects of the perceived responsibility to report
and perceived outcome effectiveness of reporting
on willingness to use built-in reporting functions
(b1 and b2); and (3) the effects of the assessments
(i.e., perceived emergency, presence of others, and
perceived reporting justice) on willingness to use
built-in reporting functions (c′1–c

′
3). When the CIs of

Table 3. Results of Hypothesis Testing

Hypotheses Path (sig.) Supported?

H1: Perceived emergency → willingness to use built-in reporting functions 0.18*** Yes
H2: Perceived responsibility to report → willingness to use built-in reporting functions 0.21*** Yes
H3: Perceived emergency → perceived responsibility to report 0.60*** Yes
H4A: Presence of others → willingness to use built-in reporting functions −0.26*** Yes
H4B: Presence of others → perceived responsibility to report −0.19*** Yes
H5: Confidence in system anonymity → willingness to use built-in reporting functions 0.18*** Yes
H6: Perceived self-efficacy to report → willingness to use built-in reporting functions 0.24*** Yes
H7: Perceived outcome effectiveness of reporting → willingness to use built-in reporting functions 0.26*** Yes
H8A: Perceived reporting climate → perceived outcome effectiveness of reporting 0.08 (n.s.) No
H8B: Perceived reporting climate → willingness to use built-in reporting functions 0.11* Yes
H9A: Perceived reporting justice → perceived outcome effectiveness of reporting 0.70*** Yes
H9B: Perceived reporting justice → willingness to use built-in reporting functions −0.09 (n.s.) No
H10A: Presence of others × confidence in system anonymity → willingness to use built-in reporting functions 0.11*** Yes
H10B: Presence of others × confidence in system anonymity → perceived responsibility to report 0.15*** Yes

Note. H, Hypothesis; sig., significance; n.s., not significant.
*p < 0.05; ***p < 0.001.

Figure 3. Interaction of Presence of Others and Confidence
in System Anonymity on Willingness to Use Built-In
Reporting Functions
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the indirect effects (i.e., ab) did not include zero be-
tween the upper and lower bounds and the CIs of the
direct effects (i.e., c′) did, full mediation was indi-
cated; on the other hand, if the CIs of neither the
indirect effects (i.e., ab) nor the direct effects (i.e., c′)
included zero between the upper and lower bounds,
partial mediation was indicated.

We found partial mediation. Table J-1 in Online
Appendix J summarizes the results of the mediation
test. The effects of perceived emergency and presence
of others on bystanders’ willingness to use built-in
reporting functions were partially mediated by per-
ceived responsibility to report. The effects of per-
ceived reporting justice were partiallymediated by the
perceived outcome effectiveness of reporting. In other
words, in addition to exerting direct impact on by-
standers’ willingness to use built-in reporting func-
tions, perceived emergency, presence of others, and
perceived reporting justice also indirectly influenced
willingness to report through influencing bystanders’
perceived responsibility to report and perceived out-
come effectiveness of reporting, respectively.

6. Discussion and Implications
6.1. Discussion of Results
This study was motivated by a desire to understand
bystanders’ willingness to use built-in reporting func-
tions on social media platforms. To explore this, we
drew on the bystander intervention framework and
reporting literature to develop a contextualized re-
search model for the social media bystander reporting
intervention. Adopting a sociotechnical perspective,
we considered the distinctive elements of technology
and social factors relevant to social media bystanders’
willingness to report incidents. The contextualized
social media constructs (i.e., perceived emergency,
perceived responsibility to report, perceived self-
efficacy to report, perceived outcome effectiveness
of reporting, and presence of others) had significant
effects on bystanders’ willingness to use built-in
reporting functions. In addition, our study’s find-
ings provide empirical evidence of the importance of

considering the social and technical components in
bystander reporting interventions on social media
platforms and also demonstrate the interplay of the
characteristics of built-in reporting functions and the
online social environment—namely, how confidence
in system anonymity of the reporting system coun-
terbalances the negative influence of the presence of
others, a frequently cited reason for bystanders not
reporting harassment. Contrary to our expectations,
perceived reporting justice did not have a significant
direct effect on bystanders’willingness to use built-in
reporting functions. It was only in terms of perceived
outcome effectiveness of reporting that justice in the
regulatory structures mattered for reporting inter-
ventions on social media platforms.We thus infer that
perceived reporting justice is an essential criterion for
evaluating the outcome effectiveness of reporting,
which influences bystanders’ reporting interventions.
One interesting caveat worth noting is that per-

ceived reporting climate did not influence perceived
outcome effectiveness of reporting. One of the pos-
sible reasons for this is that the reporting climate
empowers bystanders and builds their social confi-
dence in the reporting intervention, which may thus
encourage them to intervene through using built-in
reporting functions on social media platforms di-
rectly. We therefore found a positive effect of per-
ceived reporting climate on bystanders’ willingness
to use built-in reporting functions. Prior whistle-
blowing studies also demonstrate that managerial
practices and regulatory structures do not always
have the same strength of relationship to the effec-
tiveness of the outcome. For example, Perry (1993)
found that the effectiveness of whistleblowing was
not related to the organization’s climate in terms of
discouraging dissent. In the following sections, we
discuss the implications for research and practice,
limitations, and avenues for future research.

6.2. Implications for Research
Ourwork represents one of the first academic studies,
if not the first, examining bystanders’ reporting be-
havior in response to social media harassment. Un-
derstanding why social media bystanders are will-
ing to intervene is critical, as it is considered to be one
of the most effective means of curbing social media
harassment (Wong-Lo and Bullock 2014). Further-
more, bystanders’ responses to social media harass-
ment can influence how the harassment incident
unfolds (Leung et al. 2018). Given that many so-
cial media platform owners have implemented built-
in reporting functions for reporting social media
harassment, this study complements practice by
offering a theoretical understanding of why by-
standers use reporting tools offered by social me-
dia platforms.

Figure 4. Interaction of Presence of Others and Confidence
in SystemAnonymity on Perceived Responsibility to Report
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To explain the willingness to report, we drew on
the bystander intervention and reporting literature. We
mapped the core concepts of the bystander inter-
vention framework and reporting literature to con-
structs in our research model. In contrast to estab-
lished reporting frameworks (which typically apply
to situations in which the harassing act and the
reporting act occur at different locations), our social
media bystander reporting intervention framework
accounts for harassing acts and reporting acts that
take place on the same social media platform. Spe-
cifically, we used a sociotechnical perspective to
identify distinctive elements of the social media
context that make bystanders’ reporting of social
media harassment different from face-to-face report-
ing. Our work directs attention to how the interplay of
the online social environment and characteristics of
technology (Crawford and Gillespie 2016) shape by-
standers’ willingness to use built-in reporting func-
tions. By delineating the distinctiveness of bystander
reporting interventions on social media from face-to-
face environments, our study not only advances the
literature on reporting and harassment but under-
scores the value of using a sociotechnical approach to
study how to identify and mitigate social media ha-
rassment (Sarker et al. 2019).

Our social media bystander reporting interven-
tion framework identifies three distinctive elements:
(1) online social media environments, (2) social media
technology platforms with built-in reporting func-
tions, and (3) the interplay of the characteristics of
built-in reporting functions and the online social
environment. In doing so, we draw on social media,
cyberbullying, and reporting literature to examine
how social media’s characteristics shape bystander
reporting behavior. We also explain how communi-
cation visibility of social media (via message trans-
parency and network translucence) (Leonardi 2014,
2015) increases bystanders’ enhanced awareness of
the harassing incident, personal responsibility to re-
port, and presence of others on social media platforms.
To explain why bystanders use built-in reporting
functions, we built upon appraisal theory (Folkman
et al. 1986) and highlighted the importance of con-
sidering the perception of the reporting function
(i.e., confidence in system anonymity), the manage-
rial practices and regulatory structures of the plat-
form owners (i.e., perceived reporting climate and
perceived reporting justice), and bystanders’ assess-
ment of their usage of the reporting function (i.e.,
perceived self-efficacy to report and perceived out-
come effectiveness of reporting). Our research un-
derscores the tension between technological and so-
cial solutions to social media harassment. Although
ourwork emphasizes the importance of technological
remedies or the perception of them, it does not

discount that paying attention to social elements is
important to further the fight against social media
harassment. Empirical evidence of the interplay of
the characteristics of built-in reporting functions and
the online social environment provides further sup-
port to the sociotechnical perspectives offered by
Sarker et al. (2019). Through the social media by-
stander reporting intervention framework’s applica-
tion and further investigation of these distinctive el-
ements, we believe researchers could shed light on
how to more effectively encourage social media by-
standers to intervene on behalf of victims of social
media harassment, cyberstalking, cyberimpersonation,
and cybertrolling.

6.3. Implications for Practice
The findings of this study have important implica-
tions for practitioners, including platform owners,
schools, organizations, and government agencies.
Platform owners often invest in online social plat-
forms with the goal of building social relationships
among individuals who share similar interests, ac-
tivities, backgrounds, or real-life connections. Spe-
cific guidelines are discussed below.
First, our findings show that the perceived emer-

gency associated with a social media harassment
incident influences bystanders’ willingness to use a
built-in reporting function to report the incident to
platform owners. To increase bystanders’ awareness
of the emergency of social media harassment inci-
dents, platform owners could use machine learning
techniques to detect harassment language on social
media platforms, classify posts into benign or hurtful
categories, and add automated alerts for negative
harassment posts. Platform owners could also ex-
periment with showing other bystanders (anony-
mously) that a user has flagged a post or message as
offensive or harassing as ameans of evoking powerful
social forces to be well behaved. Such design features
may also draw bystanders’ attention to the emer-
gency of the harassing post and motivate them to
report social media harassment.
Second, perceived responsibility predicts bystanders’

willingness to report. The concept of responsibility
implies that bystanders take a more active role in
supporting and protecting their communities’ inter-
ests and that they feel more broadly accountable to
their communities for their actions. To promote the
development of social and moral responsibility, cam-
paigns and training programs (e.g., on Internet eti-
quette, advanced moral development, and acceptable
online behavior) should be developed or implemented
in school curricula and in other public forums, which
could help mitigate the negative consequences of social
media harassment. For example, to advance bystanders’
sense of responsibility as well as their sense of
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personal efficacy in using built-in reporting functions,
platform owners could design lively and interactive
“take action” modules that educate users on how to
recognize and differentiate social media harassment
incidents from acceptable online posting and sharing
behaviors, introduce the anonymous reporting sys-
tem mechanism (e.g., by instructing users on how to
submit or complete reports by using built-in report-
ing functions), and provide samples demonstrating
how platform owners handle bystander reports.

Third, bystanders’ efficacy beliefs could potentially
be engendered through the effective design of online
reporting systems and training on how to use them.
Whereas we know that efficacy beliefs in technology
translate to its use (McKnight et al. 2011), we know
much less about how to design reporting systems that
encourage such personal efficacy. For practice, this
suggests a need for sandboxing and experimenting
with ways to design reporting functions. For exam-
ple, it would be useful to examine whether the
placement and prominence of reporting functions
shape bystanders’ perceptions of their personal ef-
ficacy. Platform owners could potentially increase by-
standers’ efficacy beliefs through improving the re-
liability, dependability (Tams et al. 2018), and quality
of the user interface of the reporting function. More-
over, platform owners could emphasize the efficacy
of reporting tools and focus on directing attention
toward both enactive mastery and mindfulness. An
extensive body of work underscores that enactive
mastery and vicarious learning—that is, watching
others perform tasks—encourages users to perform
new tasks on computers (Compeau and Higgins
1995). Also, a growing body of work underscores
the importance of mindfulness—that is, attentiveness
to the context—as a driver of value-added technology
use (Sun and Fang 2016, Thatcher et al. 2018). By-
stander intervention training programs that provide
userswith illustrations of the effective use of response
tools and that underscore the context for when to use
them could increase bystanders’ willingness to use
reporting functions.

Fourth, platform owners should establish clear
and fair standards for bystander reporting and han-
dling harassment on socialmedia platforms andmake
such standards easily accessible, as bystanders may
need guidance on what reporting procedures should
be followed and what actions are expected of plat-
form owners after reporting. Moreover, platform
owners should actively foster a supportive reporting
climate and instill greater transparency in the re-
view process. For instance, the platform’s review
team could update bystanders who report social
media harassment on the progress and results of the
investigation. Such information sharing could in-
crease bystanders’ beliefs about the efficacy of built-in

reporting functions and, consequently, enhance their
willingness to report future social media harass-
ment incidents.
Fifth, the results of our study show that the pres-

ence of others inhibits bystanders’ reporting of social
media harassment. To reduce the influence of by-
standers’ perception of the presence of others, plat-
form owners should consider mechanisms that em-
power bystanders to use reporting tools. The social
media bystander reporting intervention model sug-
gests that platform designers should focus attention
on reinforcing positive perceptions and outcomes
of bystander reporting interventions as a means of
reducing evaluation apprehension, thus mitigating
users’ tendency to diffuse responsibility by under-
scoring bystanders’ responsibility to report social
media harassment, and reducing pluralistic igno-
rance by publicizing stories recounting how bystanders’
helping behavior can reduce or mitigate the impact of
social media harassment.
Finally, our study directs attention to the need for

bystanders’ confidence in reporting system anonym-
ity. Platform owners should raise awareness of the
availability of the reporting tool and focus on designing
tools that positively influence the subdimensions of
confidence in system anonymity—dissociative ano-
nymity and visual anonymity—in order to avoid
potential social impact or retaliation threats within
bystanders’ social circles. Deidentification in online
reporting could be designedby removing cues, prompts,
and any contextual information as a means of main-
taining user anonymity in the reports sent to victims
and perpetrators. As the findings of our study sug-
gest, enhanced confidence in system anonymity may
counterbalance the negative effect of the presence of
others on bystander intervention.

6.4. Limitations and Future Research
Our research has a few limitations. First, our study
offers a general test of a contextualized model of
bystander intervention on a social media platform.
Future research could consider the effects of types of
incidents (e.g., purposeful embarrassment, threat-
ening events, or sexual harassment) and levels of
emergency (e.g., high, medium, and low) on by-
standers’ reporting interventions. In addition, other
situational factors, such as the number and charac-
teristics of individuals in a harassment incident (e.g.,
who started harassing whom, how many people
joined in on the harassment), need to be examined to
assess whether they encourage positive or negative
responses from bystanders (Darley and Latané 1968,
Latané and Darley 1970).
Second, our study assesses the effects of a limited

number of social and technical components on by-
standers’ willingness to use built-in reporting functions
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on social media platforms. Future research could ex-
plore additional components as well as their inter-
plays. The need for such research is supported by our
study, which indicates that sociotechnical factors
contribute to social media bystanders’ willingness to
report harassment to the platform. Future research in
this area should delve into additional social factors
(e.g., collective empowerment) and technical factors
(e.g., synchronicity of the reporting function) that
enhance the understanding of how bystanders assess
the acuity of incidents, trust in the platform owners,
and willingness to engage in additional behaviors to
ameliorate the impact of social media harassment.

Third, ourwork on socialmedia bystander reporting
opens the door to at leastfive streams ofwork on online
reporting functions: (1) Additional research is needed
to validate our findings in the field across various
social media platforms. It would be interesting to see
whether our model is robust across platforms with
varying levels of message transparency and network
translucence. (2) Future research could investigate the
critical factors influencing bystanders’ decisions to
report/not report socialmedia harassment. (3) Future
research could explore the relationship between by-
stander reporting interventions (e.g., no intention to
report social media harassment) and negative by-
stander behaviors (e.g., joining in the social media
harassment incidents) on social media platforms. (4)
Future research could explore how other design fea-
tures, such as instant responses, feedback from the
review teams to userswho reported the harassing post,
and incentives to report, influence users’ willingness
to use built-in reporting functions. (5) Future work
should also examine the interplay of online and off-
line reporting of social media harassment; for ex-
ample, it would be interesting to examine how to
create effective coordination mechanisms between
platform owners and local authorities (e.g., govern-
ment agencies, police, and counseling centers) in
order to develop privacy-enabled referral policies
and procedures for mitigating social media harass-
ment. Thus, future research should consider looking
into how the specific artifact design of the reporting
system and the culture of the social media plat-
form influence bystanders’ reporting of social media
harassment to social media authorities as well as
offline authorities.

7. Conclusion
This study fills a gap in the understanding of social
media harassment and, more specifically, in the social
media harassment literature. It introduces the social
media bystander reporting intervention framework
and identifies factors relevant to understanding by-
standers’ willingness to report social media harass-
ment through using built-in reporting functions on

social media platforms. The results of our empirical
analysis confirm that three distinctive elements—the
online social environment, the technology platform,
and their interplay—shape bystanders’willingness to
report social media harassment. By enriching the
understanding of the distinctive elements that shape
bystanders’ willingness to use built-in online report-
ing functions, our work sheds light on how to more
effectively mitigate social media harassment and
provides a foundation for future work on how to
build safer communities on social media platforms.
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Endnotes
1Kowalski et al. (2008) categorized cyberbullying into six types:
harassment, denigration, outing and trickery, exclusion, imperson-
ation, and cyberstalking.
2An application programming interface is a computing interface
which allows interactions between multiple software intermediaries.
The hypertext transfer protocol–based API offers a means of getting
data into and out of a social media platform and can be used by
applications to programmatically query data on social media. Users
with an access token can read any post (including status updates) on a
social media platform. The availability of such applications means
that social media reporting may not be entirely anonymous because
users’ profiles, social networks, and posts may be visible and ac-
cessible through the use of such applications.
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