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Abstract

The question of how to find the smallest genus of all embeddings of a given fi-
nite connected graph on an orientable (or non-orientable) surface has a long and
interesting history. In this paper we introduce four new approaches to help answer
this question, in both the orientable and non-orientable cases. One approach in-
volves taking orbits of subgroups of the automorphism group on cycles of particular
lengths in the graph as candidates for subsets of the faces of an embedding. Another
uses properties of an auxiliary graph defined in terms of compatibility of these cy-
cles. We also present two methods that make use of integer linear programming, to
help determine bounds for the minimum genus, and to find minimum genus embed-
dings. This work was motivated by the problem of finding the minimum genus of the
Hoffman-Singleton graph, and succeeded not only in solving that problem but also
in answering several other open questions.

Mathematics Subject Classification: 05C10 (primary), 05E18, 20B25, 57M15

1 Introduction

The question of how to find the smallest genus of those embeddings of a given finite
connected graph on an orientable (or non-orientable) surface is a natural extension of

determining whether or not a graph is planar, and has a long and interesting history. It
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is also quite an important question, with applications found in map colouring, topology,
finite geometry (configurations and block designs), group theory, number theory and the

design of electronic circuits.

Pioneering work was done by Dyck and Heffter in the late 1800s [13, 22], but it was not

until the mid-1900s that significant progress was made, leading to the determination by
Ringel [38, 39] of the minimum non-orientable genus of the complete graph Kn (for n > 7)

and the minimum orientable and non-orientable genera of each of the complete bipartite
graphs Km,n, and then the determination by Ringel and Youngs [40] of the minimum

orientable genus of the complete graphKn (as a key step towards their proof of the Heawood
Map Colouring Problem).

Youngs also gave the first proof of the (now) well known fact that every orientable

embedding of a connected graph is determined by the rotations of edges at its vertices [52],
and this was taken further by Duke [12] to show that the range of genera of embeddings

of a given connected finite graph is an unbroken sequence of non-negative integers (from
the minimum genus to the maximum genus of the graph). Similar theory was developed

by various people for embeddings on non-orientable surfaces; details may be found in [44].

It is worth noting here that a minimum genus non-orientable embedding of a graph is not
necessary a 2-cell embedding, but unless the graph is a tree, there is always at least one

minimum genus non-orientable embedding which is a 2-cell embedding; see [35].

In the later 1990s, the minimum orientable genus was found for several graphs and
families of graphs, some of which are given in [44, Tables I and II]. In many of these

families, the graphs have a large degree of symmetry, which can be helpful to a large extent
in finding nice embeddings. Various authors developed a range of techniques that can work

well for many classes of graphs, involving rotation systems, voltage graphs, edge insertions
and deletions, graph contractions, graph amalgamations and graph products. Some of

these are described nicely in Gross and Tucker’s book on topological graph theory [19].

On the other hand, some other examples proved quite challenging, even when they

were vertex-transitive. Notable cases include the Cartesian product C3�C3�C3, a 6-
valent graph of order 27 which took some years to deal with (see [32, 4]), the 3-valent Gray

graph of order 54 (see [30]), and the associated Doyle-Holt graph, a 4-valent graph of order
27 (considered 13 years ago in [30] and dealt with at last in this paper).

The difficulty is not surprising, even for small graphs, in that a k-valent regular graph

of order n has ((k−1)!)n distinct embeddings into an orientable surface. Furthermore, in
1989 it was shown by Thomassen [47] that the problem of finding the minimum orientable

genus of a graph is NP-hard, and the problem of determining whether or not the minimum
orientable genus of a connected graph is a given non-negative integer g is NP-complete.

Also the problem of deciding whether or not a graph can be embedded in an orientable
surface of given genus g has been considered. A polynomial-time algorithm to solve this

problem was presented in 1979 by Filotti, Miller and Reif [14], but then shown in 2011
to be flawed, by Myrvold and Kocay [34]. In the meantime, in 1999 Mohar [31] produced
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an algorithm for this that runs in linear time in the graph order, but doubly-exponential
in the genus. In the case where the graph has no such embedding, the latter algorithm

returns a minimal subgraph that cannot be embedded in the given surface, and its validity
gives a constructive proof of the theorem of Robertson and Seymour [42] for any given

closed surface, there are only finitely many minimal forbidden subgraphs.

In contrast, finding the maximum genus of orientable embeddings of graphs is much

easier, thanks largely to some work in the 1970s by Xuong, who in [51] gave a formula for
this number in terms of the minimum ‘deficiency’ of spanning trees for the graph. Ten

years later Škoviera and Nedela used Xuong’s work in [43] to prove that almost every
vertex-transitive connected graph is upper-embeddable (in the sense of having a maximum

genus embedding with just one or two faces), and indeed that this happens whenever the
graph has valency or girth greater than 3.

In this paper we make further progress on the problem of finding the minimum genus

of graphs (in both the orientable and non-orientable cases). Our work was motivated by a
question by the second author about the minimum genus of the Hoffman-Singleton graph,

which arose in joint work with Izquierdo on geometries associated with Moore graphs [46].

The Hoffman-Singleton graph is the unique Moore graph of valency 7 and diameter 2

(and indeed the largest known Moore graph of diameter 2), and accordingly, is a 7-valent
connected graph of order 50, diameter 2 and girth 5. The properties of this graph, includ-

ing its order and valency, made it challenging to find the minimum genus using existing
methods (as summarised in [50] for example), and so we had to take a new approach. By

considering the action of subgroups of the automorphism group of the graph on cycles of
small length, we were able to find a minimum genus embedding on a non-orientable surface

with pentagonal faces, and then adapt our approach to find a minimum genus orientable
embedding as well.

We wrote up an early version of this paper describing our approach and the results,
but perplexingly, had difficulty in getting it accepted by a good journal (despite finding a

solution to a very challenging problem and developing a significant new approach in order
to do that). Then we got some highly astute advice from Tomaž Pisanski, who suggested

that we should apply our new approach to more examples, to underline its effectiveness.
So we proceeded to do that, and used our new approach to find (for the first time) the

minimum orientable or non-orientable genus of several other graphs, and answer a number
of open questions about some of these.

The approach we took for the Hoffman-Singleton graph, which we call the subgroup

orbit method, is useful for finding embeddings of graphs on surfaces with a certain degree
of symmetry. The method considers candidates for a subgroup G of suitable order in the

automorphism group of the graph such that G induces a group of automorphisms of the

embedding, and this helps to reduce the complexity of the search for such an embedding.
The automorphism group of a graph embedding is a subgroup of the automorphism group

of the underlying graph, and acts semi-regularly on the ‘flags’ of the embedding (see Sub-
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section 3.1), so |G| must divide the number of flags, which is four times the number of
edges of the graph. Orbits of G on closed walks of chosen lengths in the graph are taken as

possibilities for the boundaries of faces of the embedding, and then tested for compatibility,
completeness and orientability.

The subgroup orbit method works well for finding embeddings with face-transitive
automorphism group, but can also work well in other cases where the automorphism group

of the embedding has a small number of orbits on faces, and the lengths of those faces are
close to the girth of the graph. But of course it is a lot to expect such properties, and

indeed for some of the graphs we investigated, there were no such embeddings. For those,
we had to develop other methods, which appear to be new as well.

These methods involve a more direct consideration of ways in which cycles in the graph

can bound the faces of an embedding. Our second method involves creating an auxiliary
graph, with vertices taken as particular cycles in the graph, and adjacency indicating when

two such cycles cannot be taken simultaneously as faces of an embedding, and then using
the independence number of the auxiliary graph to give an upper bound on the number of

faces (and hence a lower bound on the minimum genus). According to Carsten Thomassen

(in a private communication), this approach has not been taken before. Our third approach
uses (mixed) integer linear programming to achieve the same thing when the auxiliary

graph method is not helpful, and our fourth method uses integer linear programming
directly for finding the faces of a minimum genus embedding of the graph.

All of these methods are quite general, in the sense that they do not expect the given

graph to possess some non-trivial symmetry, even though we developed each of them to
deal with graphs that do.

In particular, our new methods enabled us to prove the following:

(a) the minimum non-orientable genus of the Cartesian product graph C3�C3�C3 is
13, answering a 1998 question by Brin and Squier [4],

(b) the minimum non-orientable genus of the Gray graph is 13, complementing the de-
termination in 2005 of its minimum orientable genus in [30].

(c) the minimum orientable genus of the Doyle-Holt graph is 5, answering a 2005 ques-

tion by Marušič, Pisanski and Wilson [30],

(d) the minimum non-orientable genus of the Doyle-Holt graph is 8, complementing (c),

(e) the minimum orientable genus of the dual Menger graph of the Gray (273) configu-

ration is 6, answering two more questions from [30], and its minimum non-orientable

genus is 11,

(f) the minimum orientable genus of the second smallest semi-symmetric 3-valent graph

(which has order 110) is 15, answering the penultimate question in [30], and its min-
imum non-orientable genus is 28, and

(g) the minimum orientable genus of the Ljubljana graph (which has order 112) is 13,

answering the final question in [30], and its minimum non-orientable genus is 27.
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We also found the minimum orientable and non-orientable genera for several other
interesting graphs, including the Folkman graph and Tutte’s 8-cage.

Many of the discoveries mentioned above are described in this paper, in each case to

illustrate the particular method(s) we used to make them. Before that, we give some further

background in Section 2. Then we describe our ‘subgroup orbit’ method in Section 3,
our ‘independence number’ approach in Section 4, and our integer linear programming

approach in Section 5.

2 Further background

In this section we give further background on graph embeddings, known as maps, and we
briefly describe their connection with geometric realisations of certain set systems, and also

explain the use of voltage graphs to construct embeddings of particular kinds of graphs.

2.1 Graph embeddings

By an embedding of a connected graph X we mean a 2-cell embedding of X on some closed

surface S. In particular, such an embedding has the property that when the graph is
removed from the surface S, it breaks up S into simply-connected open regions (homeo-

morphic to open unit disks), called the faces of the embedding. (Note here that we do not
require the closure of a face to be homeomorphic to a closed unit disk.) Such an embedding

of a graph is also called a map, and then the graph X is the 1-skeleton of the map M .

Next, if we denote the sets of vertices, edges and faces of the map M by V , E and F
respectively, then by the well known Euler-Poincaré formula we have

|V | − |E|+ |F | = χ,

where χ is the Euler characteristic of the surface S. If S is orientable, then χ = 2 − 2g

where g is the genus of S (and of M), and in that case; furthermore, in the special case
where g = 0 (and χ = 2), the map M is called planar or spherical, while if g = 1 (and

χ = 0) then M is Euclidean or toroidal, and if g > 1 (and χ < 0) then M is hyperbolic.
On the other hand, if S is non-orientable, then χ = 2 − p where p is the genus of S, with

p = 1 when S is the projective plane, or p = 2 when S is the Klein bottle, and so on.

A given graph X may have several different embeddings, and the Euler characteristic

(and hence also the genus) of each one is determined by the number of resulting faces,
since the numbers of vertices and edges are exactly the same as for the graph X . In the

orientable case, the smallest and largest achievable values of the genus g are called the
minimum orientable genus and the maximum orientable genus of X , respectively. The

minimum orientable genus is often called simply the genus of X , and denoted by γ(X).
Similarly, in the non-orientable case, the smallest and largest achievable values of p are the

minimum and maximum non-orientable genus of X , respectively. The former is sometimes
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also called the cross-cap number ofX , and is denoted by γ(X). In both cases, the minimum
genus occurs when the number of faces is maximised, or equivalently, when the average

face-size is minimised.

As mentioned in the Introduction, every embedding of a connected graph X on an

orientable surface is uniquely determined by the cyclic orientation of the edges at each
vertex, giving what is known as the ‘rotation system’ of the embedding. Equivalently, the

embedding can be described by giving a set of closed walks (not necessarily simple cycles)
bounding the faces, with consistent orientation and folding well around each vertex. For

example, if the (anti-clockwise) rotations at the vertices 1 to 4 of K4 are taken as those
which induce the permutations (2, 3, 4), (1, 4, 3), (1, 2, 4) and (1, 3, 2) on their neighbours,

respectively, and we trace faces anti-clockwise (by ‘turning left’ at each successive vertex,
then the faces are bounded by the cycles (1, 2, 3), (1, 3, 4), (1, 4, 2), (2, 4, 3), and this gives

an orientable embedding of characteristic χ = 4−6+4 = 2 and minimum orientable genus
0. If we then replace the rotation at vertex 4 by its inverse, then the faces are bounded by

the cycle (1, 2, 3) and the closed walk (1, 3, 4, 2, 1, 4, 3, 2, 4), giving an orientable embedding
with χ = 4− 6 + 2 = 0 and maximum orientable genus 1.

For non-orientable embeddings, the situation is a little more complicated. Any such
embedding can also be described by cyclic orientation of the edges at each vertex, or by a

set of closed walks bounding the faces, but without consistent orientation. For example,
there exists a non-orientable embedding of K5 with χ = 5 − 10 + 6 = 1 and minimum

non-orientable genus 1 with faces bounded by the cycles (1, 3, 5), (1, 3, 4), (2, 4, 3), (1, 5, 2),
(2, 5, 4), (1, 4, 5, 3, 2), and for this, the local orientations at vertices 1 to 5 are given up to re-

versal by the cyclic permutations (2, 5, 3, 4), (1, 3, 4, 5), (1, 4, 2, 5), (1, 3, 2, 5) and (1, 2, 4, 3)
of their neighbours, but there is no consistent way of orienting these cycles that gives an

orientable embedding with the same face-bounding cycles. A connection between the two
descriptions above can be made by ‘twisting’ some edges. Further details are explained

in [19, 44] for example.

Finally, before continuing, we make two more points. One is that we may assume that

the given connected graph X has no vertices of valency 1 or 2, as their presence does not
affect the minimum (or maximum) genus of the graph: in any embedding, a leaf can be

added to any vertex, and similarly, a new vertex of valency 2 can be inserted into any edge,
without altering the genus. Another is that sometimes for ease of expression we will use

Fk to denote the number of faces of size/length k, and Fℓ to denote the number of faces
that are larger than some prescribed integer k.

2.2 Connections with geometric realisations of block designs and
configurations

Closely related to the study of embeddings of graphs in surfaces is the study of geometric
realisations of set systems, especially block designs and combinatorial configurations.
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In 1897, Heffter observed that certain triangular embeddings of graphs in surfaces can
be used to construct two-fold triple systems, with the role of the blocks being played by the

faces of the map; see [23]. Subsequent work by others took this further, and showed a link
between partially balanced incomplete block designs (PBIBDs) and triangular embeddings

of strongly regular graphs, for example. Further details can be found in the surveys [16, 17].

A combinatorial configuration is a set system with intersection properties that mimic

the properties of geometric configurations of points and lines, or occasionally configurations
of other geometric objects such as circles, planes, and so on. Geometric realisations of

configurations make up an important and classical area of geometry, described for example
in books by Grünbaum [20], Hilbert and Cohn-Vossen [24] and Pisanski and Servatius [37].

Many authors consider embeddings of the Levi graph (incidence graph) of a configuration
in a surface to be a geometric embedding of the configuration — see for example the

work by Coxeter in [10]. Similarly, geometric realisations of neighborhood geometries were
considered by Van Maldeghem in [48].

On the other hand, any isometric embedding of a graph on a surface gives a geometric

realisation of a point-circle configuration, by drawing a circle through the neighborhood of

each vertex of the graph. This was first observed by Gévay and Pisanski for the Euclidean
plane [15], and later by Izquierdo and Stokes for other surfaces [46]. Note that this way of

realising configurations geometrically is essentially different from the embeddings of block
designs described above, because it is not the faces but rather the rotation systems of

the embedded graph that constitute the blocks (or circles) of the geometric set system. In
particular, isometric embeddings of Moore graphs induce geometric realisations of balanced

pentagonal geometries, and this was the motivation for our initial work on embeddings of
the Hoffman-Singleton graph, as explained in [46].

2.3 Voltage graphs and covering graphs

Voltage graphs provide a very good way to describe or construct covers of a given smaller
graph (or multigraph), and can also be used to construct certain kinds of embeddings of

such covering graphs. Here we give a brief summary of some key points about these things,
and refer the reader to [18, 19] for further details.

Let X be any finite graph whose automorphism group A = Aut(X) has a non-trivial

subgroup B that acts semi-regularly on V (X) and E(X), meaning that every non-trivial

element of B fixes no vertex or edge of X . In this case, all orbits of B on V (X) or E(X)
have the same length n = |B|. Then we may define a smaller graph Y whose vertices are

the orbits of B on V (X), and an edge joins two such vertices if and only if some edge of
X joins a pair of vertices in the corresponding orbits. In particular, Y is a quotient of X ,

and X is a regular cover of Y.

Now choose a set of representatives of the orbits of B on V (X), and let v be the
representative of the B-orbit containing a vertex v. If {v, w} is any edge of X , then so

is {v, wβ} for some β ∈ B, and hence so is {vα, wβα} for all α ∈ B. Accordingly, there
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is an arc from uB to vB in the quotient graph Y that we can label with the element β
of B. (Also the reverse are could be labelled with β−1, but that is not necessary.) After

doing this for an edge from each orbit of B on E(X), we have a directed labelling of the
edges of Y that gives enough information to define the covering graph X uniquely, with

B considered as a regular permutation group of degree n = |B|. When so labelled, the
quotient graph Y is called the voltage graph, and B is called the voltage group, while X is

the derived graph, constructible from the graph Y and the voltage assignments.

The vertex-set of the derived graph can be regarded as the Cartesian product V (Y )×B,

and its edges are of the form {(y, α), (z, βα)} where α ∈ B, and (y, z) is an arc of Y labelled
with β ∈ B. To see the connection with constructing Y from the derived graph X , note

that y and z may be viewed as v and w, and (y, α) as v = vα, and (z, βα) as wβα.

The voltage graphs described above are also called regular voltage graphs, and they
correspond to regular coverings of graphs. Permutation voltage graphs were introduced by

Gross and Tucker in [18], where they proved that it is enough to use permutations from a
symmetric group as labels on the (possibly multiple) edges of a voltage graph, to represent

an ordinary covering of a given graph. Any regular voltage graph can be expressed as a

permutation voltage graph. More generally, a branched covering of a graph (which in the
literature is also known as a wrapped quasi-covering of a graph (see [27, 36])) is a pair of

graphs, similar to the pair consisting of a permutation voltage graph and its derived graph,
except that branched (or wrapped) vertices are also allowed.

Next, embeddings of the voltage graph Y can also be used to construct embeddings

of the derived graph X . To do this, simply assign a cyclic rotation of the edges at each
vertex of Y, and then use the voltage assignments to give the analogous rotations at the

corresponding vertices of X .

One particularly good feature of this process is that it preserves much of the symmetry

of the initial embedding – and indeed there are many cases where a highly symmetric or
minimum genus embedding can be described in terms of a voltage graph (see [29]). Not all

embeddings of the derived graph X can be obtained in this way, however, as we will see
with the Hoffman-Singleton graph. Given a nice embedding of a (branched) cover, it is not

certain that the quotient of this embedding is an embedding which is easily recognisable
as nice embedding for lifting. In other words, it is not usually clear in advance what kinds

of embeddings of the voltage graph (or even what voltage groups and voltage assignments)
will result in particularly nice embeddings of the derived graph.

In Section 3.4, we will compare one of our methods for finding graph embeddings with

methods that use coverings and voltage graphs.

3 The subgroup orbit method

Here we present the method that we used successfully to find minimum genus embeddings

of many of the graphs mentioned in the Introduction. It works well for finding embeddings
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of a graph with certain degree of non-trivial symmetry. The method uses selected elements
of the automorphism group of the graph to construct an embedding which will have an

automorphism group featuring at least the selected automorphisms.

3.1 Motivation

This method was inspired by properties of regular maps.

A flag of a map M is usually defined as an incident vertex-edge-face triple (v, e, f) in
M , but more technically it should be defined as follows, to avoid ambiguity in cases where

an edge e lies in just one face. Subdivide each face f of length k in M into 2k topological

triangles, with the vertices of each triangle being the centre of the face f , a vertex v of M
on the boundary of the face f , and the mid-point of an edge e incident with both v and f .

We then call each such triangle a flag of M . In this way, every edge of M lies in four flags
(with two for each choice of the vertex v).

An automorphism of map M is a bijection fromM to itself that preserves its vertex-set,

edge-set and face-set, and preserves incidence between these sets. By connectness, every
automorphism of M is uniquely determined by its effect on any flag, so the automorphism

group ofM (denoted by Aut(M)) acts semi-regularly on flags, and it follows that |Aut(M)|
divides the number of flags, namely 4|E(M)|.

A map M is called regular if Aut(M) is transitive (and hence acts regularly) on the
flags on M , or if M is orientable and the group of all orientation-preserving automorphisms

of M acts regularly on the arcs of M ; see [11] (or [9], for example). These two definitions
are not equivalent (indeed the two cases are different, but not mutually exclusive). In both

cases the automorphism group of M has a single orbit on faces, and if the face-size is small
enough then M can be expected to be a minimum genus embedding of X . (For example,

this always happens when all faces of M are triangular.) There are also non-regular maps
whose automorphism group has a small number of orbits on faces, and again if the faces

are small, then these can give minimum genus embeddings of the underlying graph.

Our method finds minimum genus embeddings for which some non-trivial subgroup
of the automorphism group of the graph induces a group of automorphisms of the map,

usually with a small number of orbits on faces, when such a subgroup exists.

Before describing it, we repeat the observation that the smallest genus embeddings have

the largest possible number of faces (in each of the orientable and non-orientable cases).
Also we note the following.

Lemma 3.1. If X is a connected finite graph of girth g, then in any embedding of X, every
face has size at least g, and the number of faces is at most 2|E(X)|/g.

Proof. The first conclusion is obvious, and the second follows by counting incident edge-face

pairs, which shows that the sum of the sizes of all faces at most 2|E(X)|. �
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The above observations show that it makes sense to consider cycles in the graph of
relatively small length (either girth cycles, or ‘almost’ girth cycles) as possibilities for the

closed walks bounding the faces of a small genus embedding. We also use subgroups of the
automorphism group of the graph (of order dividing 4|E|) to reduce the search space.

3.2 Description

Our subgroup orbit method proceeds as follows, for the given connected graph X :

Step 1. Find the set C of cycles of X of small lengths of interest.

Step 2. Find the automorphism group of X and its conjugacy classes of subgroups.

Step 3. For every representative subgroup G of order dividing 4|E(X)| in Aut(X), taken
in decreasing order of G,

(a) find the set S of orbits of G on the cycles in C,
(b) find subsets of S whose union forms the set of faces of an embedding of X,

(c) for each such subset, determine the orientability and genus of the resulting map.

Note that Step 3(b) requires checking that the union of the chosen subsets of S uses
every edge exactly twice; in particular, the sum of the lengths of the cycles in the union

must be 2|E(X)|. Also, if some set S of orbits of G on cycles produces an embedding of
X , then G will induce a subgroup of the automorphism group of the resulting map, so its

order must divide 4|E(X)|.

Step 3(b) also requires that the cycles incident with each vertex v fold well around v,

providing a cyclic permutation of the edges incident with v. Testing this can be achieved
simply by constructing a ‘local’ graph, representing the vertex-figure on the neighbourhood

X(v) of v, with an edge between vertices u and w if and only if the union contains a
cycle with edges {u, v} and {v, w}, and then checking that this graph is a k-cycle, where

k = |X(v)| is the valency of v. The test for orientability in Step 3(c) then follows on
easily from that. Also Step 3(b) can be sped up by use of a backtrack search, adding and

removing G-orbits on cycles to and from a union of such orbits, with feasibility tests at
each node of the search tree.

In practice, the length of time needed for Steps 1 and 2 is relatively small, while most of
the time is required for Step 3. Also the time needed increases as the order of G decreases,

because the number of orbits of G on C increases. But usually we do not conduct Step 3
for every class of subgroups. Indeed we stop the search if it finds an orientable embedding

and/or non-orientable embedding of provably minimum genus, since there is then no need
to proceed further, and in that case we have found such an embedding (or embeddings)

with largest possible automorphism group. Also we can stop the search if it takes too long
or requires too much memory, but in principle it can work even when the subgroup G is

trivial.
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3.3 Application to the Hoffman-Singleton graph

The Hoffman-Singleton graph is the unique Moore graph of valency 7 and diameter 2, and

hence has order 1 + 7 + 7 · 6 = 50 and girth 5.

It has a very nice ‘pentagons-and-pentagrams’ construction (due to Robertson [41]),
which may be described as follows: Take five pentagons P1, P2, P3, P4, P5, with each Pi

having vertices ui1, ui2, ui3, ui4 and ui5 and edges {ui1, ui2}, {ui2, ui3}, {ui3, ui4}, {ui4, ui5}

and {ui5, ui1}, and five pentagrams (5-pointed stars) Q1, Q2, Q3, Q4, Q5, with each Qi hav-
ing vertices vi1, vi2, vi3, vi4 and vi5 and edges {vi1, vi3}, {vi3, vi5}, {vi5, vi2}, {vi2, vi4} and

{vi4, vi1}, and then add an edge from vertex uij to vertex vrs whenever s ≡ ir + j mod 5.

Equivalently, it may be constructed as the derived graph of a graph T of order 10 whose
vertices are P1, P2, P3, P4, P5, Q1, Q2, Q3, Q4 and Q5, with a loop at each vertex and an edge

joining each of the 25 pairs of vertices Pi and Qj , and voltage group Z5 (under addition).
In particular, this makes it a 5-fold cover of T .

For ease of notation, we may re-label the vertices u11, u12, u13, u14, u15, u21, u22, . . . , u55 as

1 to 25, and the vertices v11, v12, v13, v14, v15, v21, v22, . . . , v55 as 26 to 50. Then for example,

the neighbours of the vertex 1 are 2, 5, 27, 33, 39, 45 and 46.

The Hoffman-Singleton graph is vertex-transitive, Indeed its automorphism group has
order 252000 and is isomorphic to PΣU(3, 5), which is a semi-direct product of the simple

linear group PSU(3, 5) by a cyclic group of order 2 generated by the Frobenius automor-
phism of GF(52). The stabiliser of a given vertex v is isomorphic to S7, which acts faithfully

on the neighbourhood of v. In particular, the graph is also arc-transitive, or symmetric.

An easy computation with the Magma system [2] shows that the automorphism group

has 148 conjugacy classes of subgroups, of orders 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16,
18, 20, 21, 24, 25, 32, 36, 40, 42, 48, 50, 60, 72, 80, 96, 100, 120, 125, 144, 168, 200, 240,

250, 336, 360, 480, 500, 720, 1000, 1440, 2000, 2520, 5040, 126000 and 252000 (with many
orders repeated). We can limit our attention to those of order dividing 4|E| = 700, that

is, of order 1, 2, 4, 5, 7, 10, 14, 20, 25, 50 or 100.

It is easy to check that there is no subgroup of order 50 that is complementary to the
vertex-stabiliser, and hence the Hoffman-Singleton graph is not a Cayley graph. Moreover,

it has no subgroup of order 175, 350 or 700, and hence has no subgroup that acts regularly
on the edges or on the arcs of the graph, or on the flags of any embedding. In particular, the

Hoffman-Singleton graph is not the underlying graph of a regular map, and this explains
why we started thinking about different kinds of embeddings. We collect some of our

findings in the following.

Proposition 3.2. The Hoffman-Singleton is not a Cayley graph, and is not the underlying

graph of a regular map.

Next, by Lemma 3.1, an upper bound on the number of faces of any embedding is

350/5 = 70, with the bound attained only when all faces are pentagonal.
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We implemented our subgroup orbit method inMagma, and ran it on an Apple laptop.
With C chosen as the set of all cycles of length 5 (of which there are 1260), it took only

minutes to check and eliminate subgroups of order 20 or more, but the computation then
slowed down considerably once it reached subgroups of order 10. Because of this, we

restricted the search to cyclic subgroups of prime order, and that led us to discover some
minimum genus embeddings.

One of the first ones we found (taking only a few minutes in the restricted computation)
uses ten orbits on C of a cyclic subgroup of order 7 in the automorphism group of the graph,

generated by the automorphism α that induces the permutation

(2, 5, 27, 33, 39, 45, 46)(3, 26, 10, 12, 37, 7, 49)(4, 29, 9, 36, 13, 6, 47)(8, 19, 48, 28, 50,

30, 20)(11, 40, 38, 14, 35, 17, 43)(15, 25, 16, 41, 32, 18, 23)(21, 34, 44, 22, 31, 24, 42)

on the re-labelled vertices. Note that this permutation does not act semi-regularly on the
vertices, since it fixes the vertex 1. The 70 faces of the embedding are bounded by the ten 5-

cycles (1, 2, 34, 32, 5), (2, 3, 29, 26, 28), (2, 3, 35, 17, 47), (2, 28, 23, 38, 40), (2, 34, 13, 12, 47),
(2, 40, 18, 44, 41), (3, 35, 32, 8, 48), (3, 36, 12, 44, 42), (4, 30, 16, 34, 31), (4, 30, 28, 23, 43), and

their images under non-trivial powers of the automorphism α.

This embedding is non-orientable, since the Euler characteristic χ is 50−175+70 = −55,
which is odd. In particular, it is a non-orientable embedding of minimum genus, and gives

the cross-cap number of the graph as 2−χ = 57. The embedding is illustrated in Figure 1,
and also in [46].

At this point, we note that the resulting map admits an automorphism of order 7
(acting on the underlying graph in the same way as α above), and also that with the help

of Magma it is not difficult to show that there are no other map automorphisms apart
from powers of α, and so the full automorphism group of this map has order 7.

Another non-orientable embedding we found of the same genus uses 14 orbits of a

cyclic subgroup of order 5 generated by the automorphism β that induces the semi-regular
permutation

(1, 6, 12, 19, 22)(2, 7, 13, 20, 23)(3, 8, 14, 16, 24)(4, 9, 15, 17, 25)(5, 10, 11, 18, 21)(26, 50,

43, 40, 31)(27, 46, 44, 36, 32)(28, 47, 45, 37, 33)(29, 48, 41, 38, 34)(30, 49, 42, 39, 35).

The 70 faces of this embedding come from the orbits of the following 5-cycles:

(1, 2, 41, 20, 33), (1, 33, 23, 48, 46), (1, 46, 16, 42, 45), (1, 45, 13, 14, 27), (1, 27, 18, 17, 39),

(1, 39, 36, 38, 5), (1, 5, 50, 47, 2), (2, 3, 4, 37, 40), (2, 34, 31, 18, 40), (3, 4, 30, 8, 48),
(3, 48, 18, 44, 42), (3, 42, 9, 26, 29), (4, 5, 32, 11, 43) and (4, 31, 15, 39, 37).

We later used linear programming (as we will describe in Section 5) to find a large

number of non-orientable embeddings of minimum genus with trivial automorphism group,

and some further computations using Magma showed that 7 is the largest order of the
group of automorphisms of any such embedding.
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Figure 1: A minimum genus non-orientable embedding of the Hoffman-Singleton graph

We collect our findings in the following theorem.

Theorem 3.3. The minimum non-orientable genus of the Hoffman-Singleton graph is 57,
and occurs for embeddings with 70 pentagonal faces. Moreover, the maximum order of a

group of automorphisms of such an embedding of this graph is 7, and other possibilities for

the order are 1 and 5.

For orientable embeddings, an upper bound on the number of faces is 69, potentially
giving Euler characteristic χ = 50 − 175 + 69 = −56 and genus 29. In theory, this could
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be achieved in a number of ways: ranging from 68 faces of length 5 and one of length 10,
to 64 faces of length 5 and five of length 6.

We ran another version of our Magma procedure with S chosen as a cyclic subgroup

of order 5 in the automorphism group of the graph, and C chosen as the set of all cycles of

length 5 and all the 6-cycles in a single orbit of S, and found an orientable embedding of
minimum genus 29, with 64 faces of length 5 and five of length 6. This embedding came

from the subgroup of order 5 generated by the obvious automorphism γ of order 5 that
induces the semi-regular permutation

(1, 2, 3, 4, 5)(6, 7, 8, 9, 10)(11, 12, 13, 14, 15)(16, 17, 18, 19, 20)(21, 22, 23, 24, 25)(26, 27,

28, 29, 30)(31, 32, 33, 34, 35)(36, 37, 38, 39, 40)(41, 42, 43, 44, 45)(46, 47, 48, 49, 50).

This subgroup is not conjugate to the subgroup generated by the earlier automorphism β

mentioned above. The 69 faces of the embedding come from 11 orbits of 〈γ〉 of length 5
on 5-cycles, with representatives

(1, 2, 34, 10, 27), (1, 5, 38, 7, 45), (1, 45, 13, 37, 39), (1, 46, 11, 12, 33), (6, 35, 17, 47, 7),

(6, 37, 22, 23, 28), (6, 46, 21, 41, 44), (11, 29, 24, 34, 32), (11, 43, 17, 26, 29), (11, 46, 48,
18, 40), (16, 17, 43, 23, 38),

plus another nine individual 5-cycles, which are all preserved by γ, namely

(6, 7, 8, 9, 10), (11, 15, 14, 13, 12), (16, 20, 19, 18, 17), (21, 25, 24, 23, 22), (26, 28, 30,

27, 29), (31, 33, 35, 32, 34), (36, 39, 37, 40, 38), (41, 43, 45, 42, 44), (46, 49, 47, 50, 48),

and a single orbit of 〈γ〉 of length 5 on 6-cycles, with representative (1, 27, 18, 31, 21, 46).

These 69 cycles are consistent, in that they give the rotation system for an orientable
embedding. For example, the seven of those 69 cycles that contain the vertex 1 are the

six 5-cycles (1, 2, 34, 10, 27), (5, 1, 33, 9, 26), (1, 5, 38, 7, 45), (2, 1, 39, 8, 41), (1, 45, 13, 37, 39)

and (1, 46, 11, 12, 33), plus the single 6-cycle (1, 27, 18, 31, 21, 46), and these are consistent
with ρ = (2, 39, 45, 5, 33, 46, 27), which gives a rotation at vertex 1. The rotations at other

vertices can be found similarly.

The resulting orientable embedding admits γ as a map automorphism of order 5, and
an easy Magma computation shows that there are no other automorphisms. In particular,

the above embedding is chiral (irreflexible), meaning that it does not admit an orientation-
reversing automorphism. Also an extended Magma computation showed that 5 is the

largest order of any group of automorphisms of an orientable embedding of minimum
genus 29.

We collect our findings in the following theorem.

Theorem 3.4. The minimum orientable genus of the Hoffman-Singleton graph is 29, and

this is attainable by a chiral embedding with 69 faces, of which 64 have length 5 and five

have length 6, and with automorphism group of order 5. Moreover, 5 is the maximum order

of a group of automorphisms of any minimum genus orientable embedding of this graph.
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3.4 Comparison with the voltage graph method

Here we make some observations that compare the voltage graph method (as described

near the end of Subsection 2.3) with our new subgroup orbit method, in response to a
suggestion by Tomaž Pisanski. Each of these two methods involves choice of an eventual

group of automorphisms of an embedding (or just a suitable set of permutations), in order
to reduce the size of the search space for nice embeddings, and this also makes it easy to

describe each embedding found.

But there are many important respects in which they differ.

The voltage graph method involves guessing a way of regarding the given graph as a

covering graph of a nice voltage graph (and then choosing suitable voltage assignments,
and so on), while the subgroup orbit method does not do this, even though those things can

sometimes be the outcome. In this sense, the subgroup orbit method is more systematic
than the voltage graph method (even without putting any extra restrictions on the set C of

cycles or the subgroup G, as we did when finding minimum genus orientable embeddings of
the Hoffman-Singleton graph). Also the subgroup orbit method can find embeddings that

are unlikely to be obtained by the voltage graph method. In particular, this may happen
when vertices in some face are identified in the quotient embedding while others are not,

but also in other cases where the quotient graph is not obvious or natural.

The minimum genus embeddings we found for the Hoffman-Singleton graph make a

good illustration of these arguments. Our orientable embedding with 69 faces can be con-
structed from an embedding of the quotient graph via the automorphism γ of order 5, and

this graph happens to be the very nice voltage graph T from which the Hoffman-Singleton
graph is often constructed (as described at the beginning of Section 3.3). On the other

hand, the minimum genus non-orientable embeddings that we found have automorphisms
that define quite different voltage graphs: the automorphism β of order 5 gives a quotient

graph on 10 vertices with multiple edges but no loops, while the automorphism α of order
7 defines a quotient graph on 8 vertices (with one being a branched vertex). Every em-

bedding of one of these quotient graphs will give an embedding of the Hoffman-Singleton
graph in some surface. In the third case (using α), however, the quotient graph is not the

most obvious one to choose. Also the third case also shows that no particular difficulties

need arise from using an automorphism that is not semi-regular.

The next point we make is that it can be difficult to choose the quotient graph and
voltage assignments when we want control over the size of the faces and/or the number of

faces in the derived embedding, which of course is what we need to do when searching for
minimum genus embeddings. Indeed it can be difficult even to guess what lengths the faces

should have in the quotient embedding in order to get faces of the desired lengths in the
covering graph, without considering also the values of the voltages on the edges, and how

they compose. For example, some of the pentagonal faces of the non-orientable embedding
obtained from the automorphism β are lifted from closed walks of length 5 in the quotient

embedding, consisting of a triangular face together with a closed walk of length 2, but
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in the voltage graph construction it would not be immediately clear if such a walk would
lift to a pentagonal face, or to something larger. In other examples, it may be easy to

see how short closed walks will lift in the derived graph, and often they unwind simply as
desired (almost by pure luck), but in many cases the situation can be rather complicated,

especially when a face is created from a union of smaller closed walks.

Here we feel it is interesting to note that voltage graph methods cannot be used to

construct a minimum non-orientable genus embedding of the Hoffman-Singleton graph
from the natural 10-vertex voltage graph T (mentioned earlier). Such an embedding must

have 70 pentagonal faces, lifted from 14 closed walks of length 5 in T that use each arc
exactly once. According to [21], there are four types of cycles of length 5 in the Hoffman-

Singleton graph. Cycles of type I are lifted loops, cycles of type II and III are lifts of closed
walks of type (v, v, v, u, u), and cycles of type IV are lifts of a cycle of length 4 with an

attached loop. Any walk that lifts to a cycle may use each arc no more than once, and it
follows that only cycles of types I and IV can be used in a lifted embedding. (Any closed

walk of type (v, v, v, u, u) in T could not unwind to a simple cycle of length 5 in the derived
graph if the loop at v was taken in both possible directions, and so would have to traverse

the loop at v twice in the same direction.) On the other hand, a counting argument shows
that we cannot cover each arc in T exactly once using quotient walks of cycles of type

I and IV, and so this voltage graph T cannot be used to construct an embedding of the

Hoffman-Singleton graph with only pentagonal faces.

The above example shows that the knowledge of a ‘special’ voltage graph does not
necessary help when looking for a minimum genus embedding. More generally, if a voltage

graph has a large number of vertices or edges, then it can be quite a challenge to find nice
embeddings of it, let alone nice embeddings of the derived graph, while the subgroup orbit

method is quite capable of easily finding nice embeddings also in those cases. In summary,
the subgroup orbit method can produce a greater range of embeddings than the voltage

graph method.

On the other hand, the subgroup orbit method works best when the graph has nice

embeddings with non-trivial symmetry, while the voltage graph method can be made to
work well also in cases where that does not happen (using permutation voltage graphs).

3.5 Some other examples

Example 3.5.1 The Cartesian product C3�C3�C3

This is an arc-transitive graph of order 27, valency 6, girth 3 and diameter 3 (and is a
Cayley graph for the abelian group Z3 ⊕ Z3 ⊕ Z3). By Lemma 3.1, any embedding of this

graph has at most 162/3 = 54 faces. In 1985 it was shown to have a genus 7 orientable

embedding with 42 faces, by Mohar, Pisanski, Škoviera and White [32], and three years
later Brin and Squier proved in [4] that any embedding has as most 43 faces, and thereby

showed that the minimum orientable genus of C3�C3�C3 is 7, but they left open the
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question of the minimum non-orientable genus.

With a natural vertex-labelling, our subgroup orbit method implemented in Magma

takes only a couple of minutes to produce a different and more symmetric orientable embed-

ding of minimum genus than the one found in [32]. This new embedding has automorphism

group S of order 36, generated by elements that induce the permutations

(2, 7)(3, 4)(5, 9)(10, 19)(11, 25)(12, 22)(13, 21)(14, 27)(15, 24)(16, 20)(17, 26)(18, 23)

and (1, 14, 27)(2, 15, 25)(3, 13, 26)(4, 23, 21, 10, 17, 9)(5, 24, 19, 11, 18, 7)(6, 22, 20, 12, 16, 8).

The resulting map has 18 triangular faces, 18 quadrangular faces and 6 hexagonal faces,

coming from the orbits under S of the 3-cycles (4, 6, 5), the 4-cycle (1, 2, 8, 7) and the 6-
cycle (2, 3, 21, 24, 23, 5). In particular, the first of the two generators for S given above

reverses the 4-cycle (1, 2, 8, 7), and it follows that this embedding is reflexible.

Our subgroup orbit method also quickly finds a non-orientable embedding of minimum
genus, with 43 faces, answering the question left open in 1988 by Brin and Squier [4]. This

embedding has 24 triangular faces, 12 quadrangular faces, and 7 hexagonal faces, and its
automorphism group is a dihedral group of order 12, generated by two elements that induce

the permutations

(2, 3)(4, 7)(5, 9)(6, 8)(10, 19)(11, 21)(12, 20)(13, 25)(14, 27)(15, 26)(16, 22)(17, 24)(18, 23)

and (1, 5, 9)(2, 8, 7, 4, 6, 3)(10, 14, 18)(11, 17, 16, 13, 15, 12)(19, 23, 27)(20, 26, 25, 22, 24, 21).

The 43 faces come from the orbits of the cycles (1, 2, 3), (2, 11, 20), (10, 11, 12), (1, 2, 11, 10),
(10, 12, 15, 24, 22, 19) and (2, 3, 6, 4, 7, 8).

Thus we have proved the following improvement of what was achieved in [32] and [4].

Theorem 3.5. The minimum orientable genus of the Cartesian product C3�C3�C3 is 7,

and this is attainable by a reflexible embedding with 42 faces, in which there are 18 faces of

length 3, plus 18 of length 4, and 6 of length 6, and with automorphism group of order 36.

The minimum non-orientable genus of the Cartesian product C3�C3�C3 is 13, and this

is attainable by an embedding with 43 faces, in which there are 24 faces of length 3, plus

12 of length 4, and 7 of length 6, and with automorphism group of order 12.

Example 3.5.2 Tutte’s 8-cage

This is the smallest 5-arc-transitive 3-valent graph. It is bipartite of order 30, with
girth 8; indeed it is also the smallest 3-valent graph of girth 8. Its automorphism group is

isomorphic to Aut(S6), of order 1440.

The number of faces of any embedding is bounded above by ⌊2|E|/8⌋ = ⌊90/8⌋ = 11.

Moreover, if there are exactly 11 faces, and F8 and Fℓ are the numbers of faces of length 8
and greater than 8, then 88 + 2Fℓ = 8(F8 + Fℓ) + 2Fℓ = 8F8 + 10Fℓ ≤ 2|E| = 90 and

so Fℓ ≤ 1, which implies that there are ten faces of length 8 and one of length 10.

Our subgroup orbit method quickly gives a minimum genus non-orientable embedding
with 11 faces, and cyclic automorphism group of order 10. With a suitable labelling of

vertices, the automorphism group is generated by an element inducing the permutation
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(1,11,25,20,26,3,23,22,28,14)(2,5,13,29,19,7,15,24,12,6)(4,27,17,8,18,9,16,10,21,30),

and the ten faces of length 8 come from the orbit of (1, 2, 5, 11, 23, 16, 8, 4), while the single

face of length 10 is bounded by the cycle (2, 6, 12, 24, 15, 7, 19, 29, 13, 5).

Also our subgroup orbit method gives an orientable embedding with 9 faces, and au-
tomorphism group of order 3. The automorphism group S is generated by an element

inducing the permutation

(2, 3, 4)(5, 9, 10)(6, 7, 8)(11, 21, 18)(12, 19, 16)(13, 17, 22)(14, 15, 20)(23, 28, 26)(24, 29, 30),

and the embedding has three faces of length 8, three of length 10 and three of length 12,
which come from the orbits under S of the cycles (1, 2, 5, 11, 23, 16, 8, 4), (5, 13, 25, 17, 30, 14,

26, 18, 27, 11) and (2, 6, 14, 30, 16, 23, 15, 7, 19, 29, 13, 5).

Our method found no orientable embedding with 11 faces, for a good reason. If there

existed one, then there would be ten faces of length 8 and a single face of length 10 (as
shown above). By transitivity of the automorphism group of Tutte’s 8-cage on 10-cycles,

we may choose any 10-cycle C to bound the single face of length 10, and then consider the
way the other ten faces wrap around it. By inspection of the edge-set of the graph, it is

easy to see that there are exactly four possibilities for a cycle of length 8 containing any
edge, and it follows that there are 410 possibilities for how to arrange potential faces of this

length around the given 10-cycle C. But then an easy Magma computation shows that in
all 410 cases, some arc is repeated in two different faces, so this is impossible. (In fact there

are only two embeddings that can be found in this way, and both are non-orientable.)

Thus we have the following:

Theorem 3.6. The minimum orientable genus of Tutte’s 8-cage is 4, attainable by a chiral

embedding with 9 faces, in which there are three faces of length 8, three of length 10, and

three of length 12, and with automorphism group of order 3. The minimum non-orientable

genus of Tutte’s 8-cage is 6, attainable by an embedding with 11 faces, in which there are

ten faces of length 8 and one of length 10, and with cyclic automorphism group of order 10.

Further examples will be met in the next two sections.

4 The independence number approach

4.1 Motivation and description

Lemma 3.1 gives a theoretical upper bound on the number of faces of an embedding, and

hence a lower bound on the minimum genus. If an embedding attains that bound, then it
will automatically have minimum genus (whether orientable or not). Also if an orientable

embedding falls short by just one face, then it will have minimum orientable genus, since
in that case the Euler characteristic has to be even.

The two examples considered in Subsection 3.5 (and many other graphs besides those)

show that these theoretical upper bounds on the number of faces of an embedding are not
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always attainable, and in such cases, some other information is required to help decide
whether a given embedding has minimum genus. This was already done for C3�C3�C3

(in Example 3.5.1) by Brin and Squier [4], using knowledge of the structure of the graph
to reduce the bound from 54 to 43 faces, and similarly, in Example 3.5.2 we used some

particular properties of Tutte’s 8-cage to decrease the bound from 11 to 9 in the orientable
case. These kinds of approach, however, are not likely to work well in general, so some

other approaches are needed.

The main idea of our new approach is that we analyse an appropriate set C of cycles of

the graph that are candidates for the faces, with the aim of finding an upper bound on the
number of members of C that can be combined together to form the faces of an embedding

or partial embedding. For example, the set C could be the set of all girth cycles, or all
cycles of length close to the girth.

We then define an auxiliary graph XC with C as its vertex-set, and with two cycles in

C joined by an edge if and only they cannot occur together in the same embedding.

There are several ways of telling that two cycles cannot occur in the same embedding.

Here we use the fact that the local arrangement of neighbours of a vertex requires that
any given 2-path lies in at most one face (under the assumption that no vertex of X has

valency 2), and accordingly, we define an edge between two members of C if and only if
they have a 2-path in common .

Next, we compute the independence number of the auxiliary graph XC. This is the

maximum number of pairwise non-adjacent vertices of XC, and can be found (for example)
in Magma using the MaximumIndependentSet command. The resulting number gives an

upper bound on the number of cycles from C that can bound faces of an embedding, and
hence can be used to find a lower bound on the average face size, and thereby obtain an

improved upper bound on the total number of faces.

The method can be summarised as follows:

Step 1. Choose an appropriate set C of cycles of interest in the given graph X .

Step 2. Define the auxiliary graph XC on the vertex-set C, with two elements of C joined
by an edge if and only if they cannot occur together in the same embedding.

Step 3. Find the independence number of the auxiliary graph XC, which gives an upper

bound on the number of the cycles of C that can occur as faces of any embedding.

This approach works for both orientable and non-orientable embeddings alike, but can
be further improved for orientable embeddings by taking C as a suitable set of oriented

cycles, and by joining two elements of C by an edge when they have either an arc (ordered
edge) or an underlying 2-path (or both) in common.

Also at Step 3 in both cases, the MaximumIndependentSet command can produce an

independent set of maximum size, in case that is helpful.

As the examples below will show, this approach can lead to significant reduction in the

upper bound on the number of faces, and then help with determining the minimum genus.
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4.2 Some applications

Example 4.2.1 The Gray graph

This is the smallest cubic (3-valent) graph that is semi-symmetric, which means regular

and edge-transitive but not vertex-transitive; see [8]. It is bipartite with order 54, diam-
eter 6 and girth 8, and has automorphism group of order 1296. An upper bound on the

number of faces of any embedding is ⌊162/8⌋ = 20, but this is not sharp. The minimum
orientable genus of the Gray graph was found in 2005 by Marušič, Pisanski and Wilson [30]

to be 7, via an embedding with only 15 faces, obtained from the embedding of C3�C3�C3

on a surface of genus 7 given in [32].

Our new approach also gives both this and the minimum non-orientable genus quite
easily. First, the Gray graph has 81 cycles of length 8, but none of length 10. With C

taken as the set of all 8-cycles, our independence number approach gives F8 ≤ 9, and then
because there are no 10-cycles, all other faces have length at least 12, and so we find that

|F | ≤ 9 + (2|E| − 72)/12 = 9 + 90/12, which gives |F | ≤ 16. Hence every non-orientable
embedding of the Gray graph has at most 16 faces, while every orientable embedding has

at most 15.

Furthermore, our subgroup orbit method easily finds one of each kind of embedding from
a dihedral subgroup S of order 6 in the automorphism group of the graph: an orientable

embedding with F8 = F12 = 6 and F14 = 3, and a non-orientable embedding with F8 = 9,

F12 = 4 and F14 = 3.

With a suitable labelling of the vertices, the dihedral subgroup S can be generated by
the two elements of orders 2 and 3 inducing the permutations

(1, 2)(3, 15)(5, 14)(6, 8)(7, 9)(11, 13)(12, 17)(16, 18)(19, 21)(20, 27)(23, 24)(25, 26)(29, 31)

(30, 32)(34, 35)(36, 37)(38, 40)(39, 47)(42, 43)(44, 45)(46, 48)(49, 53)(50, 52)(51, 54)

and

(1, 2, 4)(3, 9, 11)(5, 6, 17)(7, 15, 13)(8, 14, 12)(10, 27, 20)(16, 26, 23)(18, 24, 25)(19, 21, 22)

(29, 32, 34)(30, 31, 35)(33, 47, 39)(36, 45, 42)(37, 43, 44)(38, 40, 41)(46, 52, 54)(48, 51, 50),

and then the faces of the orientable embedding come from the orbits of S containing the

8-cycle (3, 29, 8, 42, 23, 46, 10, 33), the 12-cycles (1, 29, 3, 36, 14, 41, 5, 37, 15, 31, 2, 28) and
(1, 30, 5, 41, 22, 51, 27, 52, 21, 40, 8, 29), and the 14-cycle (3, 33, 15, 37, 18, 53, 25, 51, 22, 54,

26, 49, 16, 36), while those of the non-orientable embedding come from the orbits of S con-
taining the 8-cycles (1, 28, 2, 31, 15, 33, 3, 29) and (3, 33, 10, 46, 23, 49, 16, 36), the 12-cycles

(5, 37, 18, 50, 19, 38, 12, 45, 26, 54, 22, 41) and (10, 48, 21, 52, 27, 51, 22, 54, 20, 50, 19, 46), and
the 14-cycle (1, 29, 8, 42, 11, 34, 12, 38, 6, 31, 15, 37, 5, 30). The above orientable embedding

is reflexible, since 12-cycle (1, 29, 3, 36, 14, 41, 5, 37, 15, 31, 2, 28) is inverted by conjugation
by the first generator of S.

Thus we have the following improvement of what was found in [30].

Theorem 4.1. The minimum orientable genus of the Gray graph is 7, attainable by a
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reflexible embedding with 15 faces, of which six have length 8, six have length 12, and

three have length 14, and with dihedral automorphism group of order 6. The minimum

non-orientable genus of the Gray graph is 13, attainable by an embedding with 16 faces, in

which nine have length 8, four have length 12, and three have length 14, and with the same

automorphism group of order 6 as in the orientable case above.

Example 4.2.2 The Ljubljana graph

This is the third smallest semi-symmetric cubic graph. It is believed to have been first

found by R.M. Foster in the 1970s, and first mentioned in [3]. It was later rediscovered
in [5], as well as in the computations that produced the list of all small semi-symmetric

3-valent graphs published in [8]. It is bipartite with order 112, diameter 8 and girth 10, and
has soluble automorphism group of order 168. Other properties of this graph are described

in [7].

The upper bound on the number of faces of any embedding given by Lemma 3.1 is
⌊336/10⌋ = 33, but we can reduce this to 32 using our independence number approach.

If we take C as the set of all unoriented 10-cycles in the graph (of which there are 168),
then the auxiliary graph XC has independence number 24, and so F10 ≤ 24. Next, since

the graph is bipartite, every other face has length 12 or more, and so counting incident
edge-face pairs gives 336 = 2|E| ≥ 10F10 + 12(|F | − F10) = 12|F | − 2F10 ≥ 12|F | − 48,

and it follows that |F | ≤ (336 + 48)/12 = 384/12 = 32. Also if there are exactly 32 faces,
with 24 of length 10, then the inequality becomes an equality, and then the other eight

faces must all have length 12.

Our subgroup orbit method provides an orientable embedding with exactly 32 faces,
and automorphism group of order 24, isomorphic to A4×C2. In particular, this embedding

has minimum orientable genus.

With a suitable labelling of the vertices, the automorphism group S can be generated

by the elements of orders 2 and 3 inducing the permutations

(1, 39)(2, 56)(3, 52)(4, 45)(5, 42)(6, 34)(7, 15)(8, 48)(9, 51)(10, 30)(11, 14)(12, 46)(13, 33)

(16, 43)(17, 47)(18, 54)(19, 31)(20, 24)(21, 44)(22, 41)(23, 29)(25, 50)(26, 28)(27, 40)

(32, 49)(35, 38)(36, 55)(37, 53)(57, 108)(58, 83)(59, 89)(60, 110)(61, 112)(62, 104)(63, 100)

(64, 106)(65, 75)(66, 71)(67, 78)(68, 86)(69, 94)(70, 95)(72, 87)(73, 93)(74, 99)(76, 88)

(77, 111)(79, 82)(80, 102)(81, 109)(84, 98)(85, 101)(90, 105)(91, 107)(92, 96)(97, 103)

and

(1, 50, 36)(2, 26, 13)(3, 18, 17)(4, 38, 37)(5, 21, 41)(6, 45, 46)(7, 19, 49)(8, 10, 27)(9, 35, 31)

(11, 51, 12)(14, 32, 20)(15, 53, 23)(16, 39, 55)(22, 30, 56)(24, 34, 29)(28, 54, 44)(33, 40, 52)

(42, 47, 48)(57, 103, 81)(58, 85, 90)(59, 93, 80)(60, 75, 88)(61, 74, 64)(62, 91, 68)(63, 82, 77)

(65, 107, 92)(66, 96, 95)(67, 108, 102)(70, 100, 110)(71, 86, 111)(72, 78, 98)(73, 97, 101)

(76, 79, 104)(83, 109, 84)(87, 89, 105)(94, 99, 112),

and then the 32 faces of the orientable embedding come from the orbits of S containing the
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10-cycle (1, 57, 2, 61, 18, 91, 35, 79, 11, 59) and the 12-cycle (2, 57, 4, 63, 10, 78, 34, 95, 41, 80,
12, 60). Also the first of the two generators above reverses orientation, so this embedding

is reflexible.

Next, by applying a ‘twist’ to a single edge that is common to the boundary of two

distinct faces, we can merge those two faces into one, and thereby obtain a non-orientable
embedding with 31 faces (with F10 = 22, F12 = 8 and F20 = 1, or F10 = 23, F12 = 7

and F22 = 1, or F10 = 24, F12 = 6 and F24 = 1). In all cases, the embedding has trivial
automorphism group, or in other words, is asymmetric.

It turns out that all of the latter embeddings have minimum non-orientable genus,

because there is just one embedding with 32 faces, namely the orientable one described
above. To see this, we can use our independence number approach a slightly different way.

First, an easy Magma computation shows that the set C of all 168 cycles of length 10

in the Ljubljana graph forms a single orbit under the action of its automorphism group.

Now take any one of these 10-cycles as a representative of C, say C, and let I be the set
of all independent 24-sets in the auxiliary graph XC that contain C.

Next, partition the remaining 167 cycles from C into three subsets: forgettable 10-cycles,

which lie in no 24-set in I, standard 10-cycles, which lie in exactly one set in I, and special

10-cycles, which lie in more than one set in I. An easy computation shows that there are

82 forgettable 10-cycles, plus 63 standard 10-cycles, and just 167− (82 + 63) = 22 special
10-cycles. The forgettable 10-cycles can be ignored, as they cannot bound any face in a

32-face embedding. and so we need only deal with the standard and special 10-cycles.

We do this by considering the ways in which a 2-subset of C can be extended to an

independent 24-set in the auxiliary graph XC. Note that every independent 24-set in I
must contain a standard 10-cycle D, since there are only 22 special 10-cycles. Furthermore,

there is just one set 24-set in I containing a given standard 10-cycle D, and hence just
one independent 24-set containing {C,D}. It follows that we can find all members of I

by letting D run through the set of 63 standard 10-cycles, and for each one, determining
the largest independent subset of the induced subgraph of XC on the set of 10-cycles in C

that are independent of C and D. When this subset has size 22, its union with {C,D} is
a member of I, and conversely, every member of I can be found in this way.

In fact, by a Magma computation we find that the set I has only five members, with

each standard 10-cycle lying on just one of them, as follows:

• one containing 3 standard 10-cycles and 20 special 10-cycles,

• one containing 11 standard 10-cycles and 12 special 10-cycles,

• one containing 12 standard 10-cycles and 11 special 10-cycles,

• one containing 18 standard 10-cycles and 5 special 10-cycles, and

• one containing 19 standard 10-cycles and 4 special 10-cycles.

A further Magma computation shows that the first one gives rise to our known orientable
embedding of the Ljubljana graph (with 32 faces), while the other four are mutually equiv-

alent under the action of the full automorphism group of the graph, and give rise to
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embeddings with fewer than 31 faces. Further details are available if necessary from the
first author on request.

In particular, there is just one embedding of the Ljubljana graph with 32 faces, namely

the orientable embedding we described earlier, and therefore every non-orientable embed-

ding has at most 31 faces, and |F | = 31 gives the minimum non-orientable genus.

Hence we have answered the final question from [30], by proving the following.

Theorem 4.2. The minimum orientable genus of the Ljubljana graph is 13, attainable by a

reflexible embedding with 32 faces, of which 24 have length 10 and eight have length 12, and

with automorphism group of order 24 isomorphic to A4×C2. The minimum non-orientable

genus of the Ljubljana graph is 27, attainable by an embedding with 31 faces, and trivial

automorphism group.

5 Use of integer linear programming

5.1 Background and description

Our independence number approach can be regarded as a constraint satisfaction problem

on a subset of the cycles of the graph, in the sense that it finds the maximum number of
cycles from the given set C that can be considered as bounding cycles for the faces of some

embedding. This approach can also be modelled as an integer linear programming (ILP)
problem, by using variables xC for cycles C ∈ C, with xC = 1 if C is included as a bounding

cycle, or 0 if not, and then maximising
∑

C∈C xC subject to appropriate constraints.

This ILP variant is related to the successful use of the Kramer-Mesner method in the

search for block designs, as shown in [28] for example. Incidentally, ILP has been used also
to find planar embeddings of graphs [33], and drawings with minimum crossing number in

the plane [6]. Also at about the same time as we were using ILP for graph embeddings
and beginning to write up this work, another method using ILP was developed by Beyer,

Chimani, Hedtke and Kotrbč́ık [1], but the latter method differs from our one, and we
consider our method (and its variants) to be simpler.

In fact we developed four different ILP methods. The first two are particularly easy to

describe, and are used to provide lower bounds on the minimum genus of a graph. The
other two are modifications of the first two, and are used to construct actual embeddings

of a graph in a surface.

In all of them, we will assume that the given connected graph X has no vertices of

degree 1 or 2, and that X is is bridgeless (or in other words, 2-edge-connected), so that in
any embedding of X , every edge lies in two different faces. Also we use the term 2-arc for

an ordered triple (u, v, w) of vertices such that u and w are neighbours of v in X , and the
term 2-path for the same triple when the order of u and w is unimportant.

We now describe our first ILP method, for producing helpful information about the

faces of embeddings of a given graph X , whether orientable or not. For this, we let Ce be
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the set of all cycles in the set C containing a given edge e, and Cp be the set of all cycles
in C containing a given 2-arc p = (u, v, w) or its reverse (w, v, u).

Step 1. Choose a suitable set C of unoriented cycles of interest in the given graph X , and

define a variable xC for each cycle C ∈ C, with xC to take the value 1 if C is included as a
bounding cycle of some face of the embedding, or 0 if not.

Step 2. Define the objective function as an linear combination of the variables xC with

appropriate integer coefficients.

Step 3. Set up the constraints as follows:

• xC ∈ {0, 1} for all C ∈ C,

•
∑

C ∈Ce

xC ≤ 2 for every edge e of X , and

•
∑

C ∈Cp

xC ≤ 1 for every 2-path p in X .

Step 4. Find the maximum value of the objective function subject to the given constraints.

This gives an upper bound on the number of faces that can be bounded by the cycles

in C in any embedding. For example, if the objective function is the sum
∑

C ∈C xC then
the algorithm will search for the maximum number of cycles in the graph satisfying the

constraints. Since the faces of any embedding must satisfy these constraints, this gives
a simple computational method for bounding the number of faces in an embedding from

above. Note that the objective function does not need to be the simple sum
∑

C ∈C xC ;
indeed in the first example below, we take it as a non-trivial weighted combination of the

variables xC for the cycles of interest in C. Also the bound obtained might be less than

the number of faces in a minimum genus embedding, for example when we are interested
in what is possible for a partial embedding.

Our second ILP method is a modification of the first one, for orientable embeddings

only, and the same comments as above apply to it. Steps 1, 2 and 4 are the same, except
that C is taken as a set of oriented cycles of interest, and Step 3 is similar to the one above,

but we let Ca be the set of all oriented cycles in the set C containing a given arc a = (v, w),
and then set up the constraints as

• xC ∈ {0, 1} for all C ∈ C,

•
∑

C ∈Ca

xC ≤ 1 for every arc a in X , and

•
∑

C ∈Cp

xC ≤ 1 for every 2-path p in X .

Note that these two methods are designed to help provide good upper bounds on the

number of faces of an embedding, but are not designed to actually find a minimum genus
embedding. Some times they do find one, but as with the independence number approach,
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it can happen that an optimum solution to the ILP problem does not produce even a
partial embedding, because the constraints are necessary but not sufficient. Nevertheless

the methods can be very helpful, as the examples in the next subsection will show.

Our other two ILP methods go further, by requiring that cycles are chosen in a way
that actually gives an embedding. These methods can be obtained from the first two by

modifying the constraints, as we explain below.

First, let S{v,k} be the set of subsets of size k of the neighbourhood X(v) of a vertex v,

and for any such subset S ∈ S{v,k}, let CS be the set of cycles in C that contain a 2-arc of
the form (a, v, b) such that a, b ∈ S.

We now alter the constraints in our first method (which does not distinguish between

non-orientable and orientable embeddings), to the following:

• xC ∈ {0, 1} for all C ∈ C,

•
∑

C ∈Ce

xC = 2 for every edge e of X , and

•
∑

C ∈CS

xC < k for every S ∈ S{v,k}, for every v ∈ V (X) and 2 ≤ k ≤
⌊

deg(v)
2

⌋

.

Similarly, we alter the constraints in our second method (for finding orientable embeddings
only), by considering arcs instead of edges in the second constraint. The following Lemma

explains why these modifications help us find minimum genus embeddings.

Lemma 5.1. In the third and fourth ILP methods presented above, a feasible region consists

of the set of all embeddings and all orientable embeddings of X, respectively, and every

feasible solution that maximises the objective function
∑

C ∈C xC gives a minimum genus

embedding of X.

Proof. The constraint
∑

C ∈Ce
xC = 2 ensures that every edge is used in the embedding

exactly twice. In particular, every edge lies in two faces, and so every vertex v occurs

deg(v) times among the set of faces in a feasible solution. Next, the constraints of the form
∑

C ∈CS
xC < k ensure that the faces around each vertex can be arranged into a rotation

system. For if that were not possible, then the faces around some vertex v would partition
into rotation sub-systems, and at least one of those sub-systems would consist of k faces

for some k ≤
⌊

deg(v)
2

⌋

, but the relevant constraint makes that impossible.

An arbitrary embedding of X is given by selection of cycles with the property that each

edge occurs twice, each vertex occurs deg(v) times, and there is a rotation system around
each vertex. Hence the feasible region consists of all possible embeddings. Moreover,

replacing the constraint on edges with the corresponding constraint on arcs is exactly
what’s needed to reduce the feasible region to orientable embeddings. In particular, in the

orientable case only one orientation can be chosen for each cycle. �

Note here that it is also possible to discard the objective function, and instead calculate
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the feasible region after adding a further constraint of the form
∑

C ∈C xC = F , where F
is the expected number of faces. Similarly, we may separate this constraint into a number

of other constraints specifying the number of cycles that can bound faces of particular
lengths.

5.2 Some applications

Example 5.2.1 The Folkman graph

This is the smallest semi-symmetric finite graph. It is bipartite of order 20, with valency,

diameter and girth 4, and its automorphism group has order 3840. An upper bound on
the number of faces of any embedding is 2|E|/4 = 80/4 = 20. An easy computation shows

there are 30 cycles of length 4, and 80 cycles of length 6.

Using our independence number approach with C taken as the set of all 4-cycles, we
find that any embedding (whether orientable or non-orientable) has at most 10 faces of

length 4. Then taking C as the set of all 4-cycles and all 6-cycles, the independence number
approach does not help, because the bound it gives is too large. (A reason for this is that it

can allow three cycles that are pairwise independent in the auxiliary graph XC but cannot
occur simultaneously as bounding cycles of faces of an embedding.)

On the other hand, the ILP method works very well, and tells us easily that any
embedding has at most 15 faces of length up to 6. Together these 15 faces would use up at

least (10× 4 + 5× 6)/2 = 35 of the 40 edges, and it then follows that the number of faces
is at most 16. But also our subgroup orbit method finds many embeddings with exactly

16 faces, which are therefore of minimum genus.

The most symmetric non-orientable embeddings of minimum genus have ten faces of
length 4, five of length 6 and one of length 10, with a dihedral automorphism group of

order 10. With a suitable labelling of the vertices, one such group S is generated by the
elements that induce the permutations (2, 3)(4, 5)(7, 8)(9, 10)(11, 19)(12, 16)(14, 18)(17, 20)

and (1, 4, 2, 3, 5)(6, 9, 7, 8, 10)(11, 17, 13, 20, 19)(12, 14, 15, 18, 16), and then the 16 faces come

from the orbits of S containing the 4-cycle (1, 11, 6, 14), the 6-cycle (1, 11, 9, 15, 10, 19) and
the 10-cycle (1, 14, 3, 16, 4, 15, 5, 12, 2, 18).

The most symmetric orientable embeddings of minimum genus have ten faces of length 4,

four of length 6 and two of length 8, with elementary abelian automorphism group of or-
der 8. With the same vertex-labelling as above, one such group S is generated by the el-

ements inducing the involutions (1, 6)(2, 7)(3, 8)(4, 9)(5, 10), (1, 2)(4, 5)(6, 7)(9, 10)(11, 12)
(13, 14)(16, 20)(17, 19) and (1, 4)(2, 5)(6, 9)(7, 10)(13, 20)(14, 16)(15, 18)(17, 19), and then

the 16 faces come from the orbits of S containing the 4-cycles (1, 11, 6, 14), (1, 18, 6, 19)
and (3, 14, 8, 16), the 6-cycle (1, 14, 3, 13, 2, 18) and the 8-cycle (1, 19, 10, 12, 7, 17, 4, 11).

Also the three given generators of S all reverse orientation, so this embedding is reflexible.

Accordingly, we have the following theorem.

Theorem 5.2. The minimum orientable genus of the Folkman graph is 3, attainable by a
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reflexible embedding with 16 faces, of which ten have length 4, four have length 6, and two

have length 8, and with elementary abelian automorphism group of order 8. The minimum

non-orientable genus of the Folkman graph is 6, attainable by an embedding with 16 faces,

in which ten have length 4, five have length 6, and one has length 10, and with dihedral

automorphism group of order 10.

Example 5.2.2 The Doyle-Holt graph

The Doyle-Holt graph is the smallest finite graph that is half-arc-transitive, meaning

that it is vertex- and edge-transitive but not arc-transitive. It was discovered independently
by Doyle (and mentioned in his Harvard thesis in 1976) and Holt in 1981 (see [25]). This

graph has order 27, valency 4, diameter 3 and girth 5, and its automorphism group has
order 54. It is also isomorphic to a spanning subgraph of the Menger graph of the dual of

the Gray configuration, which we deal with in the next example.

An upper bound on the number of faces of any embedding is ⌊108/5⌋ = 21, and an
easy computation shows there are 54 cycles of length 5, and 63 cycles of length 6. Our

independence number method gives 27 as an upper bound on the number of faces of length

5, but our ILP method gives an upper bound of 18. Also if an embedding has 21 faces, with
Fℓ of length greater than 5, we have 108 = 2|E| ≥ 5F5+6Fℓ = 5(F5+Fℓ)+Fℓ = 105+Fℓ,

and so Fℓ ≤ 3, and it follows that (F5, Fℓ) = (18, 3).

Our orbit method gives such a non-orientable embedding with 21 faces, and automor-
phism group isomorphic to D3 ×C3, of order 18. With a suitable labelling of the vertices,

this group can be generated by the elements inducing the permutations

(1, 2, 3)(4, 5, 6)(7, 8, 9)(10, 11, 12)(13, 14, 15)(16, 17, 18)(19, 20, 21)(22, 23, 24)(25, 26, 27),

(2, 3)(5, 6)(8, 9)(10, 21)(11, 20)(12, 19)(13, 24)(14, 23)(15, 22)(16, 27)(17, 26)(18, 25) and

(1, 4, 7)(2, 5, 8)(3, 6, 9)(10, 13, 16)(11, 14, 17)(12, 15, 18)(19, 22, 25)(20, 23, 26)(21, 24, 27),

and then the 21 faces of the embedding come from the orbits containing the 5-cycle

(1, 13, 8, 19, 18) and the 6-cycle (10, 23, 16, 20, 13, 26)

For orientable embeddings on the other hand, the second version of our ILP method
(applied to oriented cycles of length 5) shows that the number of faces of length 5 is at

most 14. Similarly, the oriented version of our independence number method shows this
number is at most 15. In particular, it follows that an orientable embedding cannot have

21 faces (and characteristic −6), so the total number of its faces is no more than 19.

Using our orbit method, we found there exists an orientable embedding with 19 faces,

indeed with F5 = 14, F6 = 1 and F8 = 4. With the same vertex-labelling as previ-
ously, the automorphism group of this embedding is the group of order 2 generated by

the involutory automorphism given for the non-orientable embedding above, and then the
faces come from the seven orbits of containing the 5-cycles (1, 13, 20, 5, 25), (1, 18, 19, 8, 13),

(2, 14, 21, 7, 22), (2, 16, 20, 9, 14), (2, 22, 18, 6, 26), (2, 26, 10, 23, 16) and (4, 16, 23, 8, 19), the
6-cycle (12, 25, 15, 19, 18, 22), and the orbits of the 8-cycles (4, 12, 22, 7, 10, 5, 20, 16) and

(5, 10, 26, 13, 8, 11, 24, 17). Also the given generator preserves the face bounded by the
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6-cycle (12, 25, 15, 19, 18, 22) as well as its orientation, and so this embedding is chiral.

In particular, we have found the minimum orientable genus of the Doyle-Holt graph,
thereby answering a question posed in [30] and taking it further, as follows:

Theorem 5.3. The minimum orientable genus of the Doyle-Holt graph is 5, attainable by

a chiral embedding with 19 faces, of which 14 have length 5, one has length 6, and four have

length 8, and automorphism group of order 2. The minimum non-orientable genus of the

Doyle-Holt graph is 8, attainable by an embedding with 21 faces, of which 18 have length 5
and three have length 6, and automorphism group of order 18 isomorphic to D3 × C3.

Example 5.2.3 The dual Menger graph of the Gray configuration

The Gray configuration is a configuration of 27 points and 27 lines, which can be

realised in 3-dimensional Euclidean space via a 3 × 3 × 3 grid, with the lines as pairwise
intersections of 9 planes, partitioned into three triples, each being parallel to one of the

three planes with equations x = 0, y = 0 and z = 0.

The Gray graph is the Levi graph (or incidence graph) of this configuration, namely

the bipartite graph whose vertices are the points and lines and whose edges represent
incidence (between points and lines). Also the Menger graph of the Gray configuration,

which indicates collinearity of points, is isomorphic to the Cartesian product C3�C3�C3.
On the other hand, the Menger graph of the dual of the Gray configuration, which indicates

copunctuality of lines, is another graph of order 27, valency 6, diameter 3 and girth 3, with
automorphism group of order 1296. It was studied in some detail in [30].

Let X be this dual Menger graph. As with C3�C3�C3, an upper bound on the

number of faces of an embedding of X is 162/3 = 54, but that bound is far from sharp.
By inspection (or an easy application of our ILP method) there can be at most 27 faces of

length 3, and from this it follows that the number of faces is bounded above by 47. Better
still, if we take Cj as the set of all cycles of length j for j ∈ {3, 4}, and then C = C3∪C4, our

ILP method gives a maximum value for the objective function 2
∑

C ∈C3
+
∑

C ∈C4
as 66,

and so 2F3 + F4 ≤ 66. Hence if Fℓ denotes the number of faces of length greater than 4,
we have 162 = 2|E| ≥ 3F3 + 4F4 + 5Fℓ = 5(F3 + F4 + Fℓ)− (2F3 + F4) ≥ 5|F | − 66, which

gives |F | ≤ ⌊(162 + 66)/5⌋ = 45.

Our subgroup orbit method provides a non-orientable embedding with 45 faces, such
that (F3, F4) = (18, 27). Its automorphism group has order 108, and is isomorphic to a

semi-direct product of the non-abelian group of order 27 and exponent 3 by the Klein
4-group V4. With a suitable labelling of the vertices, this group can be generated by the

elements inducing the permutations

(1, 25)(2, 11)(4, 22)(5, 24)(6, 9)(7, 27)(8, 17)(10, 26)(12, 20)(13, 21)(14, 15)(16, 19) and

(1, 2, 15)(3, 14, 4, 5, 9, 10)(6, 19, 7, 11, 18, 8)(12, 13, 24, 26, 17, 16)(20, 23, 21, 27, 25, 22),

and then the 18+27 = 45 faces of the embedding come from the orbits of the 3-cycle (1, 4, 8)

and 4-cycle (1, 2, 3, 7). The characteristic of this embedding is χ = 27− 81 + 45 = −9.
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Next, for orientable embeddings, there can be at most 44 faces (in order to have even
characteristic), and our orbit method produces one with (F3, F4, F6) = (26, 12, 6). With

the same vertex-labelling as previously, the automorphism group of this one is cyclic of
order 6, generated by the second of the two automorphisms given for the non-orientable

embedding above. The 44 faces come from the eight orbits containing the five 3-cycles
(1, 4, 8), (3, 8, 17), (3, 27, 7), (12, 23, 20) and (12, 24, 17), the two 4-cycles (1, 8, 3, 2) and

(3, 17, 25, 27), and the single 6-cycle (4, 18, 26, 16, 20, 8). Also the given generator reverses

orientation, and so this embedding is reflexible.

In particular, we have found the minimum orientable genus of this graph, thereby
answering a question posed in [30], and taking it further, as follows:

Theorem 5.4. The minimum orientable genus of the dual Menger graph of the Gray

configuration is 6, attainable by a reflexible embedding with 44 faces, of which 26 have

length 3, and 12 have length 4, and 6 have length 6, with a cyclic automorphism group

of order 6. The minimum non-orientable genus of the same graph is 11, attainable by an

embedding with 45 faces, of which 18 have length 3, and 27 have length 4, and automorphism

group of order 108 isomorphic to a semi-direct product of the non-abelian group of order

27 and exponent 3 by the Klein 4-group.

Also in [30] it was noted that if H and D are the Doyle-Holt graph and the Menger
graph of the dual Gray configuration, respectively, then 4 ≤ γ(H) ≤ γ(D) ≤ 7. We have

now shown that γ(H) = 5 and γ(D) = 6, so that in fact 4 < γ(H) < γ(D) < 7.

Moreover, it was shown in [30, Proposition 1] that if L is the Levi graph and M is the

Menger graph of any (v3) configuration, then γ(M) ≤ γ(L), and near the end of [30] the
authors asked about finding such a configuration for which that inequality in strict. Our

work provides an answer to this question as well, because the Levi graph of the dual of
the Gray configuration is the Gray graph (giving γ(L) = 7), while its Menger graph is the

above graph D, with γ(D) = 6 < 7. Hence we can strengthen Proposition 1 of [30] to the
following:

Theorem 5.5. If L is the Levi graph and M is the Menger graph of any (v3) configuration,

then γ(M) ≤ γ(L), and this inequality is strict for the dual of the Gray (273) configuration.

Example 5.2.4 The second smallest semi-symmetric cubic graph

This graph is also the smallest ‘Iofinova-Ivanov graph’, contructed in [26], and so we
will call it II1. It was the most challenging of all the examples we considered in this work.

It is a bipartite graph of order 110, diameter 7 and girth 10, with automorphism group of
order 1320, isomorphic to PGL(2, 11); see [8] for more details.

The naive upper bound on the number of faces of any embedding of II1 is 330/10 = 33,

but again this is not sharp. Using our ILP approach on cycles of length 10 and 12, it can
be shown that 2F10 + F12 is at most 48, and hence if Fℓ is the number of faces of length

greater than 12, we have
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330 = 2|E| ≥ 10F10 + 12F12 + 14Fℓ = 14(F10 + F12 + Fℓ)− 2(2F10 + F12) ≥ 14|F | − 96,

and therefore |F | ≤ ⌊426/14⌋ = 30.

Now this improved upper bound is sharp, because our orbit method produces a non-

orientable embedding with exactly 30 faces, and F10 = F12 = 15. With a suitable labelling
of vertices, the automorphism group S of this embedding is cyclic of order 3, generated by

the automorphism inducing the permutation

(1, 33, 46)(2, 52, 18)(3, 10, 24)(4, 17, 13)(5, 15, 41)(6, 53, 32)(7, 31, 27)(8, 26, 42)(9, 47, 22)

(11, 38, 51)(12, 44, 16)(14, 34, 28)(19, 36, 43)(20, 40, 54)(21, 45, 30)(23, 48, 35)(25, 39, 29)

(49, 55, 50)(56, 91, 84)(57, 74, 93)(58, 80, 103)(59, 110, 65)(60, 101, 94)(62, 86, 77)

(64, 82, 92)(66, 102, 104)(67, 95, 97)(68, 72, 99)(69, 73, 105)(70, 79, 78)(71, 90, 100)

(75, 85, 106)(76, 108, 88)(83, 87, 107)(89, 96, 98),

and then the faces of the embedding come from the S-orbits of the five 10-cycles (1, 56, 2,

59, 6, 66, 19, 68, 8, 57), (2, 56, 4, 62, 11, 83, 29, 78, 14, 60), (3, 64, 23, 96, 45, 73, 26, 74, 10, 61),
(5, 70, 25, 76, 12, 82, 48, 100, 32, 65) and (6, 71, 20, 88, 29, 83, 43, 104, 37, 66), and the five 12-

cycles (1, 56, 4, 63, 13, 77, 16, 88, 20, 67, 7, 58), (1, 57, 3, 64, 16, 77, 51, 106, 34, 70, 5, 58), (2, 59,
15, 80, 31, 99, 42, 105, 47, 81, 9, 60), (7, 67, 30, 98, 49, 109, 55, 106, 51, 107, 36, 72) and (9, 60,

14, 85, 49, 98, 48, 100, 54, 97, 45, 73). The characteristic is χ = 110− 165 + 30 = −25.

Our subgroup orbit method also produces an orientable embedding with 27 faces, indeed

with (F10, F12, F14) = (6, 12, 9), from the same cyclic subgroup S of order 3. In particular,
this embedding is chiral, because S has odd order. Its faces come from the nine S-orbits

containing the two 10-cycles (1, 56, 2, 60, 9, 73, 26, 72, 7, 58) and (11, 75, 50, 96, 23, 64, 16, 88,
29, 83), the four 12-cycles (1, 57, 8, 69, 21, 95, 40, 76, 12, 62, 4, 56), (1, 58, 5, 70, 34, 106, 51, 77,

16, 64, 3, 57), (2, 56, 4, 63, 17, 86, 38, 87, 19, 66, 6, 59) and (5, 65, 32, 100, 54, 97, 27, 68, 19, 87,
25, 70), and the three 14-cycles (2, 59, 15, 80, 31, 95, 21, 89, 55, 109, 49, 85, 14, 60), (3, 64, 23,

90, 53, 102, 37, 104, 43, 99, 42, 93, 24, 61) and (9, 60, 14, 78, 29, 88, 20, 71, 35, 89, 21, 69, 22, 81).

In turns out that this is an orientable embedding of minimum genus, because there exist

none with 29 faces (and characteristic 110− 165 + 29 = −26). We were not able to prove
that by using the standard forms of our independence number and ILP methods, because

the size and girth of the graph create too many cycles for consideration as face boundaries.
But we were still able to prove it by a slightly different approach, using restricted forms of

those methods, and we now give a brief outline of the proof.

Assume there exists an orientable embedding with 29 faces, and again let Fk denote the
number of faces of length k. Then an easy computation of weighted sums shows there are

435 possibilities for the sequence (F10, F12, F14, F16, F18, ...), with the integer F10 ranging
from 9 to 23. These possibilities can be dealt with in groups or individually, with the aim

of eliminating all of them.

For example, suppose F12 ≥ 1, and let C be the set of all directed 10- and 12-cycles in

II1. Now let C and D be any directed 10-cycle and 12-cycle that are independent in the
auxiliary graph XC, and let C(CD) be the subset of C consisting of all directed 10-cycles that
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are independent of both C and D in XC. We then compute the independence number of the
auxiliary graph XC(CD)

for all such pairs (C,D), up to equivalence in the automorphism

group of the graph. This computation shows that the maximum of these independence
numbers is 21, from which it follows that F10 ≤ 22 when F12 ≥ 1. This eliminates 70

possibilities for the sequence (F10, F12, F14, F16, F18, ...).

Similarly, another 57 possibilities can be eliminated in the case where F12 ≥ 2, for in

that case the corresponding independence number computation shows that F10 ≤ 21, and
another 71 can be eliminated when F12 ≥ 4, for in that case F10 ≤ 19, and then another

30 when F12 ≥ 5, and another 42 when F14 ≥ 1 (with no assumption on F12). Other cases
that help eliminate possibilities include those where both F14 ≥ 1 and F16 ≥ 1, and so on.

This kind of approach reduced the problem to just six possibilities, namely those for

which (F10, F12, F14, F16, F18) = (18, 6, 1, 4, 0), (18, 6, 2, 2, 1), (17, 7, 2, 3, 0), (19, 4, 2, 4, 0),
(16, 6, 7, 0, 0) and (20, 3, 1, 5, 0), all but one of which could be eliminated by similar means.

For some of them, we used the ILP method in place of the independence method, when
the independence method gave too large a number.

The trickiest case was the last of the above six possibilities, namely the one where
(F10, F12, F14, F16) = (20, 3, 1, 5). For this, we took C be the set of all directed 10-, 12-,

14- and 16-cycles in II1, and ran through all possibilities for a quintuple Q of independent
vertices in the auxiliary graph XC, consisting of three 12-cycles, one 14-cycle and one 16-

cycle, and for each one, determined the maximum size of a set T of 10-cycles for which Q∪T
is an independent set in XC. The maximum size found was 18, indicating that if F12 = 3

and F14 = 1 and F16 ≥ 1, then F10 ≤ 18. In particular, this shows that (F10, F12, F14, F16)
cannot be (20, 3, 1, 5).

Hence the number of faces of an orientable embedding of II1 cannot be 29, and we

have an answer to the penultimate open question in [30]. We state this the first part of

the following, to complete the paper:

Theorem 5.6. The minimum orientable genus of the second smallest semi-symmetric

cubic graph II1 is 15, attainable by a chiral embedding with 27 faces, of which six have

length 10, twelve have length 12, and nine have length 14, and with cyclic automorphism

group of order 3. The minimum non-orientable genus of the same graph is 27, attainable

by an embedding with 30 faces, of which 15 have length 10, and 15 have length 12, and with

cyclic automorphism group of order 3 (acting in the same way on the graph).

6 Final remarks

In this paper we have presented four new methods that are helpful for determining the

minimum genus of embeddings of a graph on a surface. Also we have shown in some detail
how counting arguments can be of great use in solving this kind of problem.

Our first one (the subgroup orbit method) considers possibilities for a group of automor-

phisms of the embedding, of suitable order, thereby reducing the search space. A suitable

31



set of candidate faces is formed from closed walks of appropriate lengths in the graph, and
then the faces are chosen from orbits of the chosen group on those walks.

The second one (the independence number method) uses the independence number of

an auxiliary graph to bound the maximum number of faces of given lengths. This method

can be very useful when taken in combination with other approaches. In particular, it can
be used to determine that no embedding of a given graph can have certain numbers of

faces of given lengths, even when counting arguments do not help.

Our third and the fourth methods translate the problem of choosing faces from a set
of candidate closed walks into a linear programming problem. The third method can help

find upper bounds on the number of faces of particular lengths that can be used in an
embedding, while the fourth method aims to find an actual embedding of the graph with

minimum genus. This is based on an approach that translates the conditions for a set of
closed walks of the graph to give an embedding into to a set of linear constraints and an

objective function for minimising the genus.

All of these methods use a set of closed walks of the graph (for bounding candidate

faces). Since the set of all closed walks of up to given length in the graph can be enormous,
it is best to use these methods in combination with counting arguments, to limit (or

rule out) the lengths of candidate faces. This is often easily done by hand, but can also
be automated. Also our methods can be used more generally to find embeddings of a

graph with given face lengths, and are not necessarily restricted to finding minimum genus
embeddings.

Our linear programming method for calculating an explicit embedding provides a rel-

atively fast way of finding a minimum genus embedding of a graph, without considering
symmetries. It is possible to combine this with prescription of symmetries (indeed, this is a

standard trick in linear programming), but the obvious way of doing that involves reducing

the problem to finding an embedding of a quotient (voltage) graph. Also it can be difficult
to prescribe the lengths of faces of the latter embedding, as seen in Subsection 3.4). The

subgroup orbit method is better suited in many cases, because it provides complete control
over the lengths of the faces of the cover. Indeed, this has proven very successful in the

cases of vertex-, edge- or arc-transitive graphs.

Finally, we have demonstrated how to use these methods with several examples, in
which we determined the minimum genus of embeddings of several well-known interesting

graphs, either for the first time, or in a different (and sometimes better) way than achieved
previously. We have stored details of these minimum genus embeddings at the AMC

website associated with this article.
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