223 | LIBRARY
Te Tumu Herengs RESEARCHSPACE@AUCKLAND

THE UMIVERSITY OF ALUCKLAMD

http://researchspace.auckland.ac.nz

ResearchSpace@Auckland

Copyright Statement

The digital copy of this thesis is protected by the Copyright Act 1994 (New
Zealand).

This thesis may be consulted by you, provided you comply with the
provisions of the Act and the following conditions of use:

e Any use you make of these documents or images must be for
research or private study purposes only, and you may not make
them available to any other person.

o Authors control the copyright of their thesis. You will recognise the
author's right to be identified as the author of this thesis, and due
acknowledgement will be made to the author where appropriate.

e You will obtain the author's permission before publishing any
material from their thesis.

To request permissions please use the Feedback form on our webpage.
http://researchspace.auckland.ac.nz/feedback

General copyright and disclaimer

In addition to the above conditions, authors give their consent for the
digital copy of their work to be used subject to the conditions specified on
the Library Thesis Consent Form and Deposit Licence.

Note : Masters Theses

The digital copy of a masters thesis is as submitted for examination and
contains no corrections. The print copy, usually available in the University
Library, may contain corrections made by hand, which have been
requested by the supervisor.


http://researchspace.auckland.ac.nz/�
http://researchspace.auckland.ac.nz/feedback�
http://researchspace.auckland.ac.nz/docs/uoa-docs/thesisconsent.pdf�
http://researchspace.auckland.ac.nz/docs/uoa-docs/depositlicence.htm�

Sports Scheduling:
An Artificial Intelligence Approach

David C. Uthus

A thesis submitted in partial fulfillment of the
requirements for the degree of

Doctor of Philosophy in Computer Science

The University of Auckland
July 2010



il



ABSTRACT

This thesis looks at the Traveling Tournament Problem (TTP) from
the sports scheduling literature. It presents two approaches to this
problem: a metaheuristic Ant Colony Optimization (ACO) approach
to find good solutions in a reasonable time frame and a heuristic search
Iterative-Deepening-A* (IDA*) approach to find optimal solutions.

The first approach combines ACO with constraint processing tech-
niques in order to handle the hard constraints of the TTP. The key
component is creating a framework which uses forward-checking and
conflict-directed backjumping to handle the constraints while using
ACO for choosing the values. This is further improved by introducing
new ideas of unsafe backjumping and pattern matching for constraint
propagation while incorporating an old concept of ant restarts. This
approach has been found to improve on past ACO approaches to the
TTP and showed results which are more competitive with state-of-the-
art metaheuristic approaches.

The second approach presents a parallel version of IDA*, combining
past concepts of tree decomposition and node ordering with a new idea
of subtree skipping. This new idea allows for parts of the search tree to
be skipped for some iterations while still guaranteeing optimality for the
final solution that is found. Two additional ideas are presented. The
first, called forced deepening, helps to reduce node expansion when
applying IDA*-like algorithms on real-world distance problems. The
second, called elite paths, helps to both improve the performance of
forced deepening while also allowing for the optimal solution to be
found faster during the final iteration of IDA*. The results of applying
this new approach to the TTP shows that it is state-of-the-art, finding
known optimal solutions in a fraction of the time of past approaches
and finding new optimal solutions to some unsolved problem instances.
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