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**Abstract**

All assessments are events within a process that has the goal of making decisions about instruction, learning, curriculum, students, institutions, and consequences. Three underlying disciplines (i.e., psychometrics, psychology, and sociology) inform the evaluation of assessments. Error is ubiquitous in the selection of tasks that constitute an assessment, the administration, marking, reporting, and decisions contain a non-ignorable component of error that has to be mitigated. Psychological ego factors in the marker and the assessee can be maladaptive in generating responses to assessment demands; awareness of this validity threat is needed to support participants into adaptive effort. Environments, from cultural norms to government policies, create contexts that can contribute greater error and psychological ego into the system, especially when high-stakes accountability pressures, as opposed to low-consequence formative support, are implemented. I conclude with suggestions of how integration of these underlying disciplines can improve the credibility and quality of higher education assessment.
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**Introduction**

All assessments consist of events that take place within a process. The goal of the ‘design-administer-score-interpret’ process is to make decisions about instruction, learning, curriculum, classroom organisation, and consequences. An integrated approach to assessment needs to keep an eye on the quality characteristics of events and threats to the legitimacy of processes. Assessment as an applied engineering response to problems does not have a robust theoretical basis. However, it can be understood effectively by consideration of three theoretical domains. The first is psychometric and statistical research into estimating the accuracy of scores that presumes there is error in all measurements and estimations of quality or quantity. That awareness has been extended by psychological research into the human factors that impinge upon both the validity and reliability of assessments. It is clear the human with ego is a major threat to assessment processes. The third field, informed on social psychological or sociological theories, identifies the impact of environmental factors of policy, culture, and society upon the validity of assessments in education. In this chapter, I will attempt create a coherent framework that focuses on error, ego, and environment that impact on our understanding and use of assessments and assessment processes.

**Integration**

To establish an integrated framework, I consider it necessary to examine the features of assessment events within the overall process of conducting an assessment. Each separate assessment event is evaluated by three major concerns, displayed in Figure 1.

1. The quality of an assessment depends on its validity (Messick, 1989) which is the theoretical and empirical evidence that supports decisions about a learner based on their performance. Fundamentally, a valid assessment is one for which there is a persuasive argument (Kane, 2006) that how the assessment processes were implemented were sufficiently robust to give confidence to making decisions with the assessment information (Crooks, Kane, & Cohen, 1996). Understandably, the quality of scores arising from an assessment have to be reliable or consistent (Haertel, 2006); if another marker would not give very similar scores or grades, the decisions that follow are on shaky grounds. Hence, arguments and evidence for the validity and reliability of scoring for an assessment event have to be present.
2. Assessments come in a variety of formats ranging from formal examinations under invigilation to interactive student-involved practices such as peer and self-assessment. Each of these methods has strengths and weaknesses (Brown, 2018). In order to overcome weaknesses, multiple opportunities and samples of student performance need to be taken to arrive at defensible decision making (Brennan, 1996).
3. Colouring all of these decisions is the underlying purpose which assessment is meant to fulfil. Using Scriven’s (1967) distinction, assessments can be formative (i.e., while instruction is being implemented with the intention of helping learners improve) or summative (i.e., terminal at the end of instruction with the intention of determining merit, worth, or value of performance).

**Figure 1.**



*Key Characteristics of Assessment*

Having outlined the characteristics of assessment, it is important to keep in mind that assessment is a process (Figure 2). Assessment begins with design decisions as to what an assessment will cover, how long it will be, and what format it will take. Then assessments have to be administered with decisions made about whether it will be individual or group, invigilated or not, and whether it will be an interactive student-involved activity. Then, assessments have to be scored, marked, or at least read by either a machine or a human so as to generate an estimate of performance quality or quantity. Those results, whether numeric or commentaries, have to be reported to learners and administration in some form or another. Finally, decisions have to be made with that information, ranging from store it as a record, through using it to inform changes to the teaching/learning processes, to using it to evaluate the learner, the course, the instructor, or even the institution.

**Figure 2.**



*The Assessment Process*

**Error**

Error exists in all measurements, not just those of psychological, cognitive, or affective domains. The metre is meant to be 1/10,000,000th of the distance from the equator to the north pole; modern satellite-based measurements indicate that the accepted measure is actually 0.2mm short (Alder, 2002). Hence, all observations of student learning or performance are by definition imprecise.

The psychometric tradition assumes that all assessments are estimates of a person’s true ability influenced by some amount of, hopefully random, error. Expressed formulaically, the classical test theory (Novick, 1966) states, that the observed score (O) consists of the true score (T) and a random error (e) which could inflate or decrease the observed score:

 O = T +/- e (1)

Validity errors occur when designs fail to generate robust evidence for the competence intended by the assessment (e.g., evaluating hair cutting by asking for an essay on types of hair; Brown, 2018). It is absolutely critical that the learning objectives, goals, or intentions shaping the design of any assessment be focused on the valuable aspects (Popham, 2000); there is no real justification for using instructional time by assessing trivial things. An important feature of value is ensuring that assessments require higher-order thinking skills alongside the important skills of remember and recall; a useful approach could be the adoption of the Structure of Observed Learning Outcome taxonomy (Brown, 2010a). Most importantly, the validity of any assessment design is restricted in that it is a sample of all tasks or questions that could possibly be posed about a domain. An assessment is rarely ever a census of the domain; in a constrained period of time it is not possible to get any assessee to do every aspect of a domain. While authenticity in task design, especially exploiting digital technologies used in the workplace (Jisc, 2020), works toward greater verisimilitude of assessments to work and life beyond education (Ashford-Rowe, Herrington, & Brown, 2013) any such assessments are, not only samples, but also conducted within the context of an educational institution with its formative orientation (Frey et al., 2012)—assessment in educational settings simply is not the real world.

The validity of assessments is clearly reduced if administration circumstances (e.g., disruptive noise) interfere with assessees’ ability to demonstrate their best effort. Administration needs to follow recommended procedures for ensuring that performances are genuinely those of the person who is meant to be assessed; detecting cheating and ensuring security of digital assessments is essential (Dawson, 2021) if results are to be seen as credible.

The scoring or marking stage of any assessment introduces probably the largest source of error (Brennan, 1996). Markers are notoriously inconsistent, even with marking rubrics, within themselves (intra-marker) and between each other (inter-marker), especially with essays (Brown, 2009, 2010b). Between marking times or persons, results are rarely sufficiently robust enough to support decisions that have important consequences; recommended thresholds for decision making include: 70% identical scores, 90% equivalent scores (i.e., +/- 1), or correlations between score sets of *r*≥ .70 (Stemler, 2004).

The ability to concentrate on the important features of performance over multiple performances and over a long period of time is difficult to maintain. Marker consistency and validity is reduced by uncomfortable chairs, lack of food, consumption of alcohol, time of night, and mood. The discrepancy between how teachers judge student performance and how the same students perform on standardised tests makes clear that the accuracy of overall judgments is poor (Meissel, et al., 2017; Shah et al., 2020). Hence, markers need to (a) understand that error is inevitable as a human and (b) implement strategies and processes to minimise introduction of error and maximise consistency in the signal that their grades or marks give to learners and systems.

A number of strategies enhance consistency within and between markers. These include: 1) pre-specified marking rubrics, 2) annotated exemplars, 3) moderation between multiple markers, 4) marking one task or question across all candidates before proceeding to the next task/question, 5) self-testing one’s own marking by re-scoring previously marked performances, and 6) training (Brown, 2018; Brown, Glasswell, & Harland, 2004). While humans struggle to achieve accurate scoring of complex performances, automated marking of essays has shown itself to be more consistent than human marking (Page, 1968; Shermis, 2014). With the advent of natural language processing (e.g., spoken commands to Google, Siri, or Alexa), the possibility of automated marking of essays is becoming real (Bulut, in press). Nonetheless, all machine marking depends on learning from humans in order to mimic them; such mimicry may perpetuate human error in marking.

Having created marks, grades, or text commentary, that information has to be communicated to relevant end-users. Of course, the learner’s own experience within the assessment event constitutes itself information that can tell the learner something about the quality of their work (Brown, 2022). The processes of selecting what to say, how to frame it, which modality to use, when to give it, and so on are not robustly agreed upon in the literature (Lipnevich et al., 2016), except for the requirement that feedback, in whatever form, be dependably accurate (Smith & Lipnevich, 2018). That implies that error in feedback, from its content to its delivery, is always possible and likely (e.g., too little/too much information; too harsh/lenient; too supportive/insufficient support, etc.). Indeed, the degree of inaccuracy in primary school teacher reports to parents is substantial (Hattie & Peddie, 2003; Robinson et al., 2003), meaning that parents as decision-makers were unable to do anything that might have helped their children. Given the enormity of factors impacting on feedback processes, it is not surprising that it is easy to get it wrong when reporting results or advising recipients.

The ultimate decision-making process itself, assuming that all the prior processes are defensible, is itself susceptible to error. While differential item functioning (Zumbo, 1999) and invariance (Brown et al., 2017) testing methods can detect bias in test scores, the validity of the consequences imposed on assessee populations requires a wider approach. If the proportion of people from different demographic groups awarded benefits or assigned to reduced opportunities has a +/-20% difference in membership, then there is evidence that the consequences are disproportionate (Biddle, 2005). To illustrate this approach, consider the National Research Council (2002) report that, as of 1998, Black Americans were more much more likely (OR = 2.24) to be assigned to special education compared to white children and were less likely to be assigned to gifted or talented programs (OR = 0.41). These discrepancies show a real, not perceived, outcome difference that exceed the 20% threshold. This means that there can be error in consequential decisions, and unfortunately these tend to be visible especially for minority or indigenous children who are more likely to grow up in relative poverty.

Hence, throughout the assessment process, errors arise from multiple sources and these are generally not ignorable (Brown, 2017b). Work in the psychometric tradition to estimate the degree of error originated in evaluations of standardised educational and psychological tests (Lindquist, 1951). A wide panoply of statistical methods have been developed to account for and mitigate rater effects, establish validity of diagnostic sub-scores, and establish equivalence between groups and tests, as well as over time (Brennan, 2006). New technologies now permit assessments in new formats (e.g., game-based, simulations, and video), automated item development, more accurate ability estimation with adaptive testing, and delivery on mobile devices; while raising challenges for data and test security (Drasgow, 2016).

While reliability estimates of *r* > .80 are seen in published standardised tests or those used to evaluate entry into university or postgraduate professional programs, the quality of instructor-made tests, which are commonplace in higher education, is not so well attested. Quite often high-stakes examinations are not even evaluated for item or overall test quality; but, when done so even examinations that have been through thorough pre-administration judgment processes can be extremely poor quality (Brown & Abdulnabi, 2017). Nonetheless, efforts around estimating test quality ought to give confidence in the information generated by those tests and examinations.

However, efforts to estimate error in other forms of assessment are extremely difficult given that non-formal, student-involved, classroom interactions are so ephemeral and therefore not available to detailed inspection. Evaluations have examined student-involved assessment practices such as self-assessment and peer assessment and calibrated them against test scores, tutor, or instructor marks. Self-assessments are generally only weakly consistent with other measures (Boud & Falchikov, 1989; Brown & Harris, 2013). Peer assessments in higher education have shown relatively consistently that student awarded scores tend to be somewhat higher than those awarded by tutors or instructors (Ashenafi, 2015). Despite the promise and allure of e-portfolio technologies as a basis for assessment, little evidence exists as yet that they are an effective strategy for eliciting high quality insights into student learning; their relative novelty in part contributes to this dearth of research (Struyven & Devesa, 2016). Nonetheless, students who hold positive views of e-portfolio as a way to improve their learning seem to have greater intention to use the technology that way, which contributes to greater self-reported academic performance (Deneen et al., 2018).

An interesting conundrum of course in judging these student-involved judgments relates to if there is a gold-standard by which self- or peer reports should be judged. If we accept that the ‘self’ knows the ‘self’ best, then on what grounds might we consider the self-assessment to be in error? Given the status of learners as relative novices in their subject domains, it might not be surprising at all that their judgments are strongly impacted by other psychological and social factors which I will address in the next section.

**Ego**

The psychology of teachers and students under, within, and in response to assessment should be an obvious feature of any integrated framework. Assessments have consequences for both teachers and students. For the latter assessments, are used summatively to accredit, fail, award scholarships, and so on (Newton, 2007); among the former, the results can be used, often under freedom of information principles, to create league tables according to success rates. Consequently, the public (Buckendahl, 2016) and officials use that data to evaluate the quality of teachers and schools. Even when the purpose of official response is to provide support to schools, this can be seen as a negative outcome by school leaders (Ngan, Lee, & Brown, 2010). It is worth noting that international large-scale assessment programs (e.g., PISA, TIMSS) are used by the media, the public, and government officials to evaluate and change system processes (e.g., teacher qualifications, curriculum, etc.) (Teltemann & Klieme, 2016). This is done despite extensive evidence that the scores of such tests lack psychometric equivalence across multiple jurisdictions (Asil & Brown, 2016).

With educational assessment results being used to judge or evaluate teachers and schools (Nichols & Harris, 2016), it is not surprising that, where consequences are imposed by authorities, teachers experience substantial tension around using assessments for administrative reasons instead of for improvement-oriented goals (Bonner, 2016). The obvious reason for this lies in the power of accountability to inspire compliance with the expectations of superiors (Lerner & Tetlock, 1999). By maximising student test scores against which they will be judged, teachers are protecting themselves from what could arguably be seen as inappropriate measures of their competence and efficacy (Cannell, 1989; Ravitch, 2013). Participant positive perceptions of organisational justice plays a significant part in subsequent work performance (Konradt et al., 2017) and if subordinates perceive unethical conduct from their superiors or perceive that the institution is unfair, then less ethical behaviour arises (Cropanzano & Stein, 2009) . Hence, an understandable response to unfair consequences arising from student testing is to exercise ego-protection by falsifying results; *the consequences are not fair, so inflating scores to ensure we are acceptable is valid*.

Teachers are not alone in responding to assessment with ego-protective attitudes and behaviours. The dual cycle model of self-regulation of learning (Boekaerts & Corno, 2005; Boekaerts & Niemivirta, 2000) provides a framework around which student responses to assessment can be understood. One cycle is growth-oriented in which students embrace information, even when it is critical or negative, and implement appropriate strategies and approaches that improve their learning outcomes. In contrast, the ego-protective cycle stimulates maladaptive motivations, attributions, and behaviours, which shut off the ‘self’ from criticism, but which perpetuate poor performance. Empirical evidence exists for deleterious effects of ego-protective psychological characteristics; for example, external as opposed to internal attribution (Weiner, 1985), performance as opposed to mastery motivation (Elliot & Dweck, 1988), less as opposed to greater confidence in one’s ability to perform a task (Bandura, 1982), just enough versus doing my best effort (Meyer et al., 2009), fixed versus malleable beliefs about intelligence (Mangels et al., 2006), and surface versus deep or transformational beliefs and approaches to learning (Entwistle, 1991).

The human tendency to protecting the ‘self’ from perceived harm arising from negative results is complicated by the ignorance most learners have about the quality of their own work, how to improve, and how to exercise their cognitive and metacognitive strategies to achieve maximal outcomes. Realism in recognising the quality of one’s own work or that of a peer is a complex task which requires expertise and courage to admit one’s own faults. Unfortunately, humans are notoriously bad at knowing the truth of how good or poor their work is (Dunning et al., 2004), even though without that knowledge appropriate improvement cannot be identified, let alone implemented. This intra-personal tendency to have an unrealistic evaluation of one’s own work has led us to conclude that self-assessment can be considered a valuable curricular goal (i.e., evaluative judgment; Tai et al., 2018) but should not be treated as useful assessment information (Brown & Harris, 2014). Inter-personal factors impinge on our ability to tell to or receive the truth from a peer; there has to be trust, humility, and shared values between and among peers involved in assessment around a growth or learning goal (Panadero, 2016). Otherwise, students have shown that they will dissemble and outright lie in order to protect their relationships and their ‘self’ (Harris et al., 2018).

While this section speaks to the challenge assessed performance or learning have for the ego of both teachers and students, it should be borne in mind that much of this ‘ego’ effect is done invisibly. In part the lack of visibility comes from lack of awareness of or sensitivity to the many adaptive things that capable learners implement intuitively. Highly capable learners know how to cope with the challenges of assessment (Brown & Eklöf, 2018) and feedback (Brown et al., 2016). Nevertheless, sensitivity to the social and psychological factors in how students learn is necessary. This extends to how teachers are expected to cope with the accountability demands put on them. What may seem like maladaptive responses, beliefs, attitudes, or behaviours may simply be appropriate and rational responses to the pressures of the environment in which assessment takes place; the matter which I turn to next.

**Environment**

Humans exist in societies that differ in how schooling is understood (Brown & Harris, 2009). Those cultures become contexts that mould educational stakeholders (i.e., families, children, and teachers) through socialisation into the normative beliefs, attitudes, and practices of a context (Rogoff, 1991). At the same time, forms of government determine policies and norms that set the educational sector conditions which strongly frame traditions and conventions in how teaching, learning, curriculum, and assessment take place (Bourdieu & Passeron, 1976).

An insightful frame for cultural impact upon education comes from LeVine and White’s (1986) life chances analysis around two key principles embedded into societal choices; that is, options and ligatures. They argue that economically developed societies prioritise giving children options to pursue study and careers that require advanced levels of literacy and numeracy as preparation for jobs that may not yet exist; this means in general that with educational success, young people do not follow the same careers of their parents, nor do they always end up living nearby. In contrast, feudal, agrarian, and highly traditional societies privilege education that emphasises belonging to and identity within the society; in this case, children only need a few years of schooling to master basic literacy and numeracy and then are inducted in apprenticeship fashion into careers with their relatives.

In light of this, indigenous and minority children often do not experience assessments as a positive experience (Bishop & Berryman, 2006) and may resist loss of their own identity by resistance against assessment of achievement (Fordham & Ogbu, 1986). Other evidence of the impact of cultural references on achievement can be seen in the stereotype threat in which members of a usually less academically successful group are reminded of that status before an assessment and consequently perform worse than when not prompted with the stereotype (Steele & Aronson, 1995). Jones (1991) demonstrated that there were very different teaching, learning, and assessment preparation activities between white girls from privileged homes and Pacific Island girls; the former learned by debate and discussion with the teacher, while the latter learned by memorisation and regurgitation. These brief examples show that children are socialised into an understanding of what assessment is, what it is for, and how one prepares and responds to it.

The greater number and significance of further life opportunities (e.g., enrolment in senior secondary school, access to scholarships, enrolment in university) controlled by assessments, the greater power assessment has to shape stakeholders. The experiences of progress through assessment systems creates what Ecclestone and Pryor (2003) call an ‘assessment career’ in contrast to a ‘learning career’. Societies that privilege high-stakes examinations as a selection tool (e.g., East Asia; Islamic nations; Latin America, South Asia; Brown, 2017c) tend to generate environments in which assessment is solely summative, teaching is highly didactic, and performance depends on repeated practice, persistence, and recall.

Likewise, teachers can be socialised into a summative examination mindset, especially where qualifications systems require teachers to act as assessors (Brown, 2011; Brown, Lake, & Matters, 2011), despite their best intentions to prioritise formative assessment and feedback practices (Brown, 2004; Brown et al., 2012). In jurisdictions that prioritise learning rather than ranking, teachers seek to implement an assessment for learning pedagogy, which is good teaching but poor assessment for the reasons of error and ego that I have reviewed already (Brown, 2020). Assessment, instead of being learning oriented, becomes a convergent classroom approach eliciting responses that the teacher already knows (Torrance & Pryor, 1998). The Anglo-American trend of the last 30 years of using assessments to evaluate schools and teachers and privatise educational development has been borrowed as a policy in many nations (Lingard & Lewis, 2016), with some positive effects when the results align with local priorities (Teltemann & Klieme, 2016).

Across these contrasting environments, assessments take on quite different roles, functions, and effects. The differences in environments seem to devolve to different patterns: (a) conventional, summative, high-stakes public examination jurisdictions where the onus is on the learner, (b) more progressive, formative, learning-oriented assessment systems that attempt to balance student self-regulated learning and improved instruction with summative reporting and decision making, and (c) almost non-existent, despite advocacy (Boud & Associates, 2010; Tan, 2012; Taras, 2012), pure formative systems that let student choices about learning determine the purposes of assessment. In terms of global populations, the most common pattern is the high-stakes public examination approach (Brown, 2017c), but all higher education jurisdictions use assessment to make high-stakes judgments that impact student futures.

**Application:**

There is a continuing and ever-present need in any approach to assessment in higher education to pay attention to the quality requirements any assessment event and consider how it fits within the educational process. Institutions need to be aware of the presence of error and the impact of ego-related psychological factors in performance and scoring within their own specific environment and its requirements. The materials outlined here have to be appropriated according to the environment in which academics work. This review provides insights that should caution us to follow robust processes for ensuring high quality decision making.

Robustness comes from evaluating all assessments with appropriate psychometric methods and appropriate expert judgments; given how few academics are trained or expert in assessments and how poorly we teach psychometrics (Brown, 2017a) or deploy psychometric tools (Abbasnasab Sardareh et al., 2021), it is not surprising that assessment is done poorly. This is a matter which many institutions have glossed over, despite the need to demonstrate to all stakeholders that the decisions arising from their assessments are robustly reliable and valid. Improving academic staff capacity in assessment is necessary, not just because online assessment has become normative under the covid pandemic, but because the reputation of the institution depends on the defensibility of assessment-based decisions. Institutions cannot just place responsibility on academics to do this well without providing better resources and training in assessment design, marking and scoring, psychometric analysis, and feedback processes.

**Key messages/considerations for advancing the field in the future:**

In thinking about where educational assessment needs to go, it seems that the greater integration, rather than siloed isolation, is needed among the foundational disciplines of assessment (Figure 3). A greater understanding of the maladaptive and adaptive psychological factors impinging upon instructors, markers, and assessees needs to be integrated with a greater attention to ensuring that we assess the valuable things that our students need now and into the beginning of life beyond higher education. At the same time, we need greater and more simplified integration of advanced psychometric and data analytic tools to ensure that scores, grades, or marks mean what we want them to mean (i.e., people with higher marks actually know or can do more than those with less and that such discrimination is greater than would occur by chance).

This call means paying attention to the quality of assessment events and processes that might invalidate decisions. Generally, systems need to administer multiple assessments, using multiple formats, and score with multiple judges. At the same time, students must not be overwhelmed with the number of assessments, but at the same time enough high-quality information has to be available to support decisions. Use of programmatic portfolios of performance over the lifespan of a degree seems to be a way to reduce the burden on a single assessment event and better align graduate attributes or competencies (van der Vleuten et al., 2012). Although developed in medical education, the emphasis on tracking assessment and feedback information in a portfolio which requires student reflections and recorded discussions with mentors seems to allow rich description of student development across a range of valued competencies (Schuwirth & van der Vleuten, 2019). Concentration upon graduate competencies or employability skills as an over-arching approach to reporting assessment results may well provide a mechanism for getting away from a near-sighted focus on test or examination scores (Brown et al., 2019).

**Figure 3.**



*Integrated Assessment Framework*

Technologies that integrate these functionalities are being rapidly deployed, though rarely at the level of simplicity that allow lay academics to exploit. One project we are working on exploits open-source item response theory libraries in R in a simple interface that allows removal of poor-quality items and the setting of grade standards, so that scores can be converted into institutionally-defined grades (Brown et al., 2021 in review). Other technological possibilities that can ease academic workload and improve learning include (a) clickers which allow students to actively participate in lectures and demonstrate mastery recall of key points (Camacho- Miñano & del Campo, 2016), (b) the prize-winning international success of PeerWise which allows students to create multiple-choice questions and take advantage of self-testing as a learning technique (Denny et al., 2009), and (c) some technology enabled feedback systems have shown promise to speed up quality feedback to learners (Munshi & Deneen, 2018). The generality of the last point reminds us that there are multiple technological resources seeking our financial investment and energy, but few achieve what we need in assessment. Keeping our eye on this integrated framework will allow us to develop policies and practices that ensure valid decision making about student learning and performance.
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