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Addressing antibiotic resistance: computational answers 
to a biological problem?
Anna H Behling1, Brooke C Wilson1, Daniel Ho1, Marko Virta2,  
Justin M O’Sullivan1,3,4,5,6 and Tommi Vatanen1,2,7,8

The increasing prevalence of infections caused by antibiotic- 
resistant bacteria is a global healthcare crisis. Understanding the 
spread of resistance is predicated on the surveillance of 
antibiotic resistance genes within an environment. Bioinformatics 
and artificial intelligence (AI) methods applied to metagenomic 
sequencing data offer the capacity to detect known and infer yet- 
unknown resistance mechanisms, and predict future outbreaks 
of antibiotic-resistant infections. Machine learning methods, in 
particular, could revive the waning antibiotic discovery pipeline 
by helping to predict the molecular structure and function of 
antibiotic resistance compounds, and optimising their 
interactions with target proteins. Consequently, AI has the 
capacity to play a central role in guiding antibiotic stewardship 
and future clinical decision-making around antibiotic resistance.
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Introduction
Antibiotic resistance is a product of bacterial evolution, 
affording bacteria protection against compounds that are 
detrimental to their survival. It is a subset of anti-
microbial resistance, an umbrella term that more broadly 
describes the evolution of resistance to naturally occur-
ring compounds or targeted drugs in any microbe, in-
cluding bacteria, fungi, viruses and parasites. Antibiotic 
resistance is associated with antibiotic use and is ex-
acerbated by the mis- and overuse of antibiotics in 
medical and agricultural practices, and the ease of public 
access to antibiotics of varying quality [1]. Increasing 
resistance in pathogenic bacteria poses a number of 
serious public health risks, including severe and pro-
longed illness, increased hospital admissions and com-
plications and higher mortality rates [2], culminating in a 
substantial economic burden [3].

In some instances, antibiotic resistance can be attributed 
to intrinsic bacterial mechanisms (e.g. efflux — the 
transport of compounds out of cells) or acquired through 
spontaneous mutational events. However, antibiotic re-
sistance is more commonly acquired through the in-
heritance of mobile genetic elements carrying antibiotic 
resistance genes (ARGs), via a process known as hor-
izontal gene transfer (HGT) [4]. Despite certain phylo-
genetic and ecological barriers [5,6], HGT has the 
potential to generate substantial and rapid evolutionary 
innovation across greater phylogenetic distances than 
the parent–offspring constraints of its vertical transmis-
sion counterpart [7]. Thus, the aggregate of mobile ge-
netic elements within an environment also represents an 
adaptive and robust reservoir of ARGs that can be ac-
cessed and added to by different bacterial lineages [8].

Efforts to address antibiotic resistance are complicated 
by its inherent association with antibiotic use. 
Consequently, antibiotic resistance research must focus 
on the development of strategies that do not simulta-
neously exacerbate the current condition. Recently, in-
creased attention has been given to the role of 
metagenomic profiling (i.e. the untargeted sequencing of 
bacterial communities), bioinformatics and artificial in-
telligence (AI) in antibiotic resistance research. AI in 
particular has shown capacity to infer data patterns be-
yond the scope of human interpretation, thereby con-
tributing to antibiotic discovery and resistance research. 
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Here, we discuss the role of AI in antibiotic resistance 
research, and the ways that metagenomic data can sup-
port, or even enhance, those analyses and the decision- 
making strategies they may inform.

Metagenomics enables culture-independent 
antibiotic resistance gene surveillance
Metagenomics enables the culture-independent sur-
veillance of microbial communities and by association, 
the study of all bacteria potentially harbouring ARGs [9]. 
The identification (ID) of genes in metagenomic data 
and their subsequent clustering based on sequence si-
milarity can be used to create gene catalogues [10], 
which can then be mapped against ARG databases to 
determine the presence and abundance of ARGs within 
the microbial community [9]. Metagenomics also en-
ables the horizontal transfer of ARGs between bacterial 
genomes to be explored [11]. In short, these approaches 
exploit the genetic and phylogenetic disparities that 
typically exist between vertically and horizontally in-
herited genomic sequences with distinct evolutionary 
histories [12]. Given the role of HGT in the spread of 
antibiotic resistance, the inference of such events can 
strengthen surveillance data by elucidating how parti-
cular ARGs are being disseminated through bacterial 
communities [13]. Metagenomic approaches may be 
further strengthened through the incorporation of cul-
ture-dependent techniques. For example, long-read 
metagenomic sequencing of hospital samples following 
culture-based enrichment has enabled the characterisa-
tion of hospital-associated bacterial ARG profiles that 
included novel combinations of ARGs [14]. Culture- 
based approaches also enable the differentiation be-
tween viable and nonviable sources of ARGs, which has 
implications for their mode and degree of spread [15].

Recently, metagenomic analyses have been used to pro-
file the reservoir of ARGs (resistome) in the human gut 
[16] and compare the rates of HGT in different human 
gut microbiomes [17]. Environmental surveillance has 
also identified novel ARGs in grassland and forest soil 
[18], and in freshwater viral metagenomes [19], sug-
gesting that antibiotic resistance is widespread in micro-
bial populations across a range of environments. The 
influence of human activity on environmental resistomes 
is exemplified by the effect of wastewater discharge on 
antibiotic resistance in marine sediments [20]. While the 
wastewater resistance profile is source-dependent, a core 
resistome containing an abundance of clinically relevant 
ARGs can be found across various sources, including 
healthy populations [21]. Metagenomic analyses have also 
found that processing wastewater with higher tempera-
tures can reduce the relative abundance of ARGs, limiting 
their spread within wastewater treatment plants 
(WWTPs) and to other environments [22]. Therefore, 
metagenomics can serve a dual role in surveillance, in 

surveying basal resistance and monitoring the efficacy of 
mitigation strategies on these profiles.

The interaction between environmental temperature 
and the prevalence of antibiotic resistance, more gen-
erally, is currently unclear. Studies considering the 
connection between global climate change and antibiotic 
resistance have suggested that bacterial growth and 
HGT rates typically show a positive correlation with 
temperature [23]. However, a recent study that used 
metagenomics to profile estuary resistomes suggested 
that although these were influenced by human activities 
such as antibiotic use, higher temperatures were actually 
associated with a reduction in ARGs [24]. Such findings 
warrant further investigation into the possible link be-
tween climate change and antibiotic resistance, given 
the impact both of these crises have on humanity.

Machine learning (ML), a subfield of AI, thrives at 
identifying complex patterns present in real-world data 
sets. ML applications to metagenomic data include the 
inference of ARGs and resistome profiles [25,26]. Such 
models can also estimate abundances of ARGs in poten-
tial environmental reservoirs, such as the ocean [27] and 
WWTPs [28]. Studies suggest the source-tracking of en-
vironmental ARG pollution, the logical next step fol-
lowing the ID of an environmental reservoir, could also 
benefit from the application of ML models [29]. In agri-
culture, ML has been used to understand the transfer of 
ARGs between livestock, their environments and human 
workers [30], demonstrating the potential of AI to support 
a One Health approach to antibiotic resistance (i.e. a 
holistic approach that encompasses the environment, 
human and animal health) [31]. AI-based surveillance of 
ARGs and their source is also applicable to infection 
outbreak monitoring and prediction across populations 
[32]. Specifically, the implementation of AI forecasting 
techniques to predict future outbreaks of methicillin-re-
sistant Staphylococcus aureus was recently proposed [33]. 
ML models may enhance outbreak monitoring through 
the prediction of HGT networks of pathogens harbouring 
ARGs [34]. Furthermore, the use of real-time metage-
nomic sequencing to identify outbreak transmission 
clusters [35] highlights the potential for such data to be 
used to train AI models for future monitoring of resistance 
outbreaks. Consequently, ML and AI have the potential 
to augment the metagenomic surveillance of ARGs, by 
predicting their presence and spread, within and across 
populations. However, this approach also presents a 
number of potential challenges associated with sensi-
tivity, cost, short reads and host resolution [13].

Artificial intelligence predicts antibiotic 
resistance from gene sequences
The detection of ARGs from metagenomes is generally 
done through homology searches against ARG databases 
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such as The Comprehensive Antibiotic Resistance 
Database (CARD) [36] or ResFinder [37]. While these 
databases have good coverage of characterised resistance 
genes, finding genes with low similarity to those in the 
database is compromised. However, there are AI-based 
tools that are able to predict novel ARGs with limited 
sequence similarity to currently characterised ARGs. 
Fragmented Antibiotic Resistance Gene iENntifiEr 
(fARGene) [38] is based on hidden Markov models, and 
DeepARG [25] on a deep learning approach. Both tools 
have been shown to detect new resistance genes directly 
from short-read metagenomes with no assembly required.

AlphaFold is a complex ML model that has re-
volutionised the prediction of three-dimensional protein 
structure from amino acid sequences, providing atomic- 
level precision even in instances where homologous 
protein structures are missing [39]. The prediction of 
protein structures by AlphaFold has been applied to 
different facets of antibiotic resistance research, in-
cluding the successful engineering of antimicrobial 
peptides (validated by in vitro protein synthesis) [40] and 
the prediction of novel protein structures that are po-
tentially implicated in bacterial antibiotic resistance [41]. 
Protein sequence and structural information are used by 
other ML methods such as Deep Functional Residue 
Identification (DeepFRI), which predicts novel gene 
functions, including antibiotic resistance, independently 
of homology-to-database comparisons [42]. Preliminary 
data suggest that DeepFRI is applicable to metagenomic 
data [43]. Notably, a recent benchmarking study based 
on structural data from AlphaFold has suggested that 
further advances are required before such structural data 
can be used to predict the interaction between anti-
biotics and their target bacterial proteins [44]. Under-
standing molecular interactions is particularly relevant 
for optimising antibiotic combination therapies, which 
are often used to treat multidrug-resistant infections 
[45]. ML models can also help in this regard and have 
already been used to evaluate the combination of mer-
openem and polymyxin B for the treatment of Acineto-
bacter baumannii in vitro [46]. Therefore, continual 
advancement of ML models to predict molecular inter-
actions could have direct clinical relevance by further 
improving combination treatment regimes for this and 
other critical resistant bacteria.

Artificial intelligence facilitates discovery of 
new antibiotic compounds
An integral aspect of the human response to antibiotic 
resistance is the discovery and development of antibiotics 
that are capable of treating bacterial infections, particu-
larly those with resistance to existing antibiotics. Novel 
drug discovery typically falls under one of two methods: 
target-based screening, which focuses on drug develop-
ment against a known molecular target (e.g. gene or 

protein), or phenotypic-based methods that test chemical 
compounds for their ability to induce the desired phe-
notypic change [47]. Antibiotic drug discovery during the 
resistance era has often relied on target-based screening 
methods to discover broad-spectrum antibiotics capable 
of treating a range of potential pathogens [48]. However, 
broad-spectrum antibiotics can also promote the spread of 
antibiotic resistance by affecting other, nonpathogenic, 
bacteria [49]. Moreover, the continued focus on ubiqui-
tous targets is unlikely to counter the increasing pre-
valence of multidrug-resistant bacteria possessing a 
combination of resistance mechanisms [50]. One rela-
tively new approach to the discovery of novel antibiotics 
is drug repurposing screens, which are rapid and in-
expensive compared with traditional approaches [51]. 
The recent discovery of the novel antibacterial compound 
Halicin demonstrates the capacity for ML models to 
guide the repurposing of existing drugs as antibiotics, 
even when the screened drugs are structurally divergent 
or originally served markedly different purposes [52]. The 
researchers used algorithms that were trained on a diverse 
molecular dataset to predict molecular properties, such as 
antibacterial activity, from the Drug Repurposing Hub. 
Notably, Halicin demonstrated in vitro and in vivo efficacy 
against the high-priority pathogen A. baumannii [53], 
among others [52]. Given the recent increase in ML 
models to the discovery and design of antibiotics [54,55]
and antimicrobial peptides [56–58], the Halicin discovery 
may not be an isolated event, but rather a sign of how AI 
methods may continue to assist antibiotic discovery by 
predicting antibacterial properties from molecular or me-
tagenomic data in future.

Integrated metagenomics and artificial 
intelligence may support clinical processes
While the factors that contribute towards antibiotic re-
sistance differ between developing and developed 
countries, one common thread is the increased use of 
antibiotics [1]. The bidirectional influence, where use 
drives resistance and resistance shapes use, has 
prompted the exploration and development of AI as a 
resource for antibiotic stewardship, giving rise to a new 
era in medicine and healthcare [59,60] (Figure 1). An 
important component of antibiotic stewardship is anti-
biotic susceptibility testing (AST), which can inform 
treatment options based on the efficacy of different an-
tibiotic dosages against a bacterial pathogen. A number 
of laboratory methods exist to test antibiotic suscept-
ibility. The gold standard method, disk diffusion, in-
volves exposing bacterial agar plates to differentially 
dosed antibiotic-infused paper discs. The minimum 
concentration of antibiotic effective against the infection 
can be determined by measuring the inhibition of bac-
terial growth around each disk. Automated disk diffusion 
interpretation can improve its reliability by mitigating 
the potential for measurement variability between 
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human analysts [61]. In a recently developed mobile 
app, ML algorithms are used to process images of disk 
diffusion assays, through the measurement of inhibition 
zones and the ID of the antibiotic used [62]. Im-
portantly, the app does not require an Internet connec-
tion, and is therefore suitable for use in developing 
countries where clinical misuse is a primary contributing 
factor to antibiotic resistance [1].

ML models have also been applied to other methods of 
AST, including flow cytometer-assisted antimicrobial 
susceptibility testing (FAST), which utilises fluorescent 
dye uptake to measure the integrity of bacterial cells after 
antibiotic exposure [63]. This is similar to dynamic laser 
speckle imaging, where cell viability is determined by 
detecting changes in cellular motion following antibiotic 
treatment [64]. In these instances, the primary benefit 
conveyed by ML is speed, whilst also maintaining accu-
racy. Diagnosis using AST can take several days [65], 
which is impractical when treating time-sensitive cases 
such as severe sepsis. In the aforementioned examples, 
the FAST method provided same-day predictions of in-
hibitory antibiotic concentrations [63], while the rapid 
testing method developed by Zhou and colleagues could 
predict the minimum inhibitory concentration of two 
antibiotics for a model Escherichia coli strain in one hour 
[64]. The clinical implementation of such methods could 
guide, and potentially accelerate, appropriate antibiotic 
administration, limiting the exacerbation of antibiotic 

resistance in time-critical settings such as the intensive 
care unit [66]. Prior small-scale application of ML 
methods to hospital AST data supports their viability in 
larger clinical contexts as a tool to potentially improve 
empiric antibiotic prescription [67].

Another potential benefit of AI-guided antibiotic thera-
pies is a reduction in the clinical reliance on broad- 
spectrum antibiotics in cases where they are unnecessary 
[68]. The treatment of urinary tract infections (UTIs), 
for example, is increasingly reliant on broad-spectrum 
antibiotics given the growing number of antibiotic-re-
sistant pathogens [69,70]. For this purpose, Kanjilal et al 
recently developed a ML algorithm that can use elec-
tronic health records to predict antibiotic susceptibility 
profiles and subsequently facilitate appropriate anti-
biotic prescription for uncomplicated UTIs [70]. While 
the authors note that further development and testing 
are required before the algorithm is incorporated into the 
clinical workflow, it is plausible that a similar concept 
could also be applied to the treatment of other bacterial 
infections. Indeed, it has been proposed that the con-
sultation of AI models for this purpose may become a 
routine aspect of antibiotic stewardship within the next 
decade [71] (Figure 2).

Metagenomics data and their analysis, too, can support 
antibiotic stewardship in the clinical setting. Clinical 
metagenomics concerns the application of sequencing 
technologies to clinical investigations, which is of parti-
cular interest for its potential to bypass the requirement 
for laboratory culture in infection diagnosis. The emer-
ging field is still largely spoken about in terms of its 
potential or promise, rather than its bona fide impact as 
yet on the clinical workflow, due to the challenges that 
must be overcome before its clinical implementation. 
These include the differentiation between typical mi-
crobial colonisation and infection [72], as well as the high 
level of training needed for sample handling [73]. 
However, clinical metagenomics could markedly reduce 
the time taken to process patient samples and determine 
the putative pathogens causing infection, as well as any 
ARGs they may be harbouring [65]. For example, the 
Oxford Nanopore sequencing of plasmids, which are 
common carriers of ARGs, can generate shallow se-
quencing reads that can be used to annotate ARGs 
within 20 minutes [74]. Recent studies have demon-
strated the use of Oxford Nanopore-based clinical me-
tagenomics to rapidly and accurately detect ARGs to 
diagnose lower respiratory tract infection [75,76] and 
sepsis [77]. As metagenomic analyses are not limited to 
those bacteria that can be cultured in laboratory settings, 
diagnosis using clinical metagenomics is not associated 
with the same level of bias as conventional laboratory 
culture-based approaches [78], therefore, its integration 
into AI models may further support their application to 
clinical decision-making.

Figure 1  
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Integrated metagenomics and AI methods support different clinical 
processes associated with antibiotic resistance control.  
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Barriers hindering integration of artificial 
intelligence into clinical practice
Various barriers currently prevent the routine in-
corporation of AI into the clinical workflow. Patient 
trust, for example, is an important aspect of any treat-
ment, and will not necessarily be given in equal mea-
sure to a complex AI algorithm as to the more familiar 
clinician. Consequently, it will be pertinent to the 
perception and potential successful integration of AI 
that the public are informed of AI’s role in 'augmented 
intelligence', as conceptualised by the American 
Medical Association [79,80], where AI is not viewed as 
a replacement for human decision-making, but rather as 
a tool to improve data evaluation. Care must be taken in 
the application of AI and ML algorithms, given their 
potential for bias stemming from the limitations of their 
training dataset. In a clinical setting, these biases could 
prevent the prediction of novel antibiotic resistance 
mechanisms. Alternatively, they may limit the gen-
eralisability of AI models where the training dataset did 
not capture appropriately diverse human demographics, 
compounding inequities in the response to and impact 
of antibiotic resistance [81]. Novel features of AI-based 
technologies, such as the ability to function without an 
Internet connection [62], are an important step towards 
an equitable antibiotic resistance response, and should 
be considered in the development of future resources. 
The cost-effectiveness of AI in clinical settings will 
depend on the accessibility of clinical data [67]. How-
ever, we also suggest that additional barriers associated 
with cost and the requirement of specialist equipment 
may be limited to the short term, given the rapid nature 
of AI development.

For clinicians, appropriate training and technical ex-
pertise will be necessary to analyse and interpret AI data. 
Moreover, the transparency and, by association, ex-
plainability of AI algorithms will be important, as well as 
the extent to which they can be applied across a given 
population [82]. The clinical application of AI to sepsis 
management, specifically, has been debated [83,84] due 
to the leap between research advancements and their 
genuine capability to handle the complexity of clinical 
sepsis management. Legal and ethical barriers, including 
privacy issues [82], as well as accountability issues if a 
flawed AI model was to mislead a clinician [85], also 
need to be addressed and regulated. The exact nature of 
this regulation will be dependent on local jurisdiction. 
Example AI technologies such as the algorithm that can 
reduce unnecessary broad-spectrum antibiotic prescrip-
tion for UTIs [70], the rapid AST methods that could 
expedite empiric antibiotic prescription [63,64], or the 
mobile application that can analyse and interpret AST 
data [62], highlight the promise of real-world AI appli-
cation to the antibiotic resistance crisis. However, they 
also illustrate the need for further development and 
clinical testing before the benefit conferred by AI on 
both the patients and clinicians can be fully appreciated. 
Focusing future research efforts to overcome these bar-
riers will determine the true impact that AI can make on 
antibiotic stewardship and the wider response to anti-
biotic resistance, an avenue certainly worth pursuing 
given the potential it has already demonstrated.

Conclusion
It is undeniable that antibiotic resistance is an issue 
demanding global action to prevent further magnifica-
tion of its already-present economic and public health 
burden. The human response to the antibiotic resistance 
crisis is based around a key question of how to detect 
and characterise evolution in bacterial systems of in-
terest. The ability of ML, specifically, to improve its 
own accuracy over time, whilst also functioning in-
dependently of continuous human input, may prove an 
indispensable tool against the rapid evolutionary capa-
city of bacteria. The implementation of AI methods in 
real time to predict bacterial antibiotic resistance profiles 
could complement the decision-making process that 
underlies antibiotic prescription, reducing unnecessary 
or unsuitable usage. Moreover, the structural and func-
tional prediction of proteins and other molecules by AI 
methods has the potential to revolutionise future anti-
biotic drug discovery through relatively rapid and in-
expensive means, by repurposing existing drugs or 
optimising antibiotic combinations for the treatment of 
multidrug-resistant bacteria. Future research efforts 
should focus on developing ML algorithms that can ac-
curately predict molecular interactions to model the in-
teraction of antibiotic treatment combinations, as well as 
those between antibiotics and their target bacterial 

Figure 2  
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Hypothetical infection treatment pipeline assisted by metagenomics and 
AI methods. Left panel: a patient presents with an infection and samples 
are collected. Centre panel: AST interpretation is automated with AI, 
while pathogen ID is supported through metagenomic analysis. Right 
panel: the proposed drug combination and dosage are optimised 
through pharmacodynamic modelling, and the interactions between 
drug and target bacterial protein are verified through three-dimensional 
modelling.  
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proteins. Further applications of ML to hospital AST 
data will eventually enable hospital-wide empiric anti-
biotic prescription. Continued efforts to develop meta-
genomic sequencing technologies with lower operation 
costs and that produce longer reads will facilitate its 
wider application to ARG surveillance. Additional re-
search, employing both metagenomics and AI, is also 
required to address outstanding questions regarding the 
possible link between climate change and antibiotic re-
sistance. It is important to conclude by emphasising that 
despite its increasing application to antibiotic resistance 
research and mitigation, AI should not be viewed as a 
replacement for human clinicians, or even for other 
computational resources such as metagenomics that can 
provide critical information on the evolution and spread 
of ARGs. Instead, the two technologies, metagenomics 
and AI, may function in a complementary, or even sy-
nergistic, nature to support human decision-making and 
minimise the impact of the current antibiotic resistance 
crisis on humanity.

Data Availability

No data were used for the research described in the ar-
ticle.

Declaration of Competing Interest

The authors declare that they have no known competing 
financial interests or personal relationships that could 
have appeared to influence the work reported in this 
paper.

Acknowledgements
Tommi Vatanen is supported by the Academy of Finland (Academy 
Research Fellow grant #346950). Anna Behling is supported by the 
University of Auckland Doctoral Scholarship.

References and recommended reading
Papers of particular interest, published within the period of review, have 
been highlighted as: 

•• of special interest
•• of outstanding interest

1. Chokshi A, Sifri Z, Cennimo D, Horng H: Global contributors to 
antibiotic resistance. J Glob Infect Dis 2019, 11:36-42 (Jan).

2. Cosgrove SE: The relationship between antimicrobial 
resistance and patient outcomes: mortality, length of hospital 
stay, and health care costs. Clin Infect Dis 2006, 42:S82-S89 
(Jan 15).

3. World Health Organization. (2014). Antimicrobial resistance: global 
report on surveillance. World Health Organization. https://apps. 
who.int/iris/handle/10665/112642.

4. Alekshun MN, Levy SB: Molecular mechanisms of antibacterial 
multidrug resistance. Cell 2007, 128:1037-1050 (Mar 23).

5. Crits-Christoph A, Hallowell HA, Koutouvalis K, Suez J: Good 
microbes, bad genes? The dissemination of antimicrobial 
resistance in the human microbiome. Gut Microbes 2022, 
14:2055944(Jan).

6.
•

Forster SC, Liu J, Kumar N, Gulliver EL, Gould JA, Escobar-Zepeda 
A, et al.: Strain-level characterization of broad host range 
mobile genetic elements transferring antibiotic resistance from 
the human microbiome. Nat Commun 2022, 13:1445(Mar 17). 

This study identified extensive sharing of mobile genetic elements 
across pathogenic and commensal bacterial genera. A small number of 
mobile genetic elements had a host range extending across phyla, 
which was verified in vitro. Understanding the extent of ARG dis-
semination underlies the development of strategies to minimise their 
spread.

7. Hall JPJ, Brockhurst MA, Harrison E: Sampling the mobile gene 
pool: innovation via horizontal gene transfer in bacteria. Philos 
Trans R Soc Lond B Biol Sci 2017, 372:20160424(Dec 5).

8. von Wintersdorff CJH, Penders J, van Niekerk JM, Mills ND, 
Majumder S, van Alphen LB, et al.: Dissemination of antimicrobial 
resistance in microbial ecosystems through horizontal gene 
transfer. Front Microbiol 2016, 7:173(Feb 19).

9. Boolchandani M, D’Souza AW, Dantas G: Sequencing-based 
methods and resources to study antimicrobial resistance. Nat 
Rev Genet 2019, 20:356-370 (Jun).

10. Commichaux S, Shah N, Ghurye J, Stoppel A, Goodheart JA, 
Luque GG, et al.: A critical assessment of gene catalogs for 
metagenomic analysis. Bioinformatics 2021, 37:2848-2857 
(Apr 1).

11. Douglas GM, Langille MGI: Current and promising approaches to 
identify horizontal gene transfer events in metagenomes. 
Genome Biol Evol 2019, 11:2750-2766 (Oct 1).

12. Ochman H, Lawrence JG, Groisman EA: Lateral gene transfer and 
the nature of bacterial innovation. Nature 2000, 405:299-304 
(May 18).

13. de Abreu VAC, Perdigão J, Almeida S: Metagenomic approaches 
to analyze antimicrobial resistance: an overview. Front Genet 
2020, 11:575592.

14. Chng KR, Li C, Bertrand D, Ng AHQ, Kwah JS, Low HM, et al.: 
Cartography of opportunistic pathogens and antibiotic 
resistance genes in a tertiary hospital environment. Nat Med 
2020, 26:941-951 (Jun).

15. Eramo A, Morales Medina WR, Fahrenfeld NL: Viability-based 
quantification of antibiotic resistance genes and human fecal 
markers in wastewater effluent and receiving waters. Sci Total 
Environ 2019, 656:495-502 (Mar 15).

16. Anthony WE, Burnham CAD, Dantas G, Kwon JH: The gut 
microbiome as a reservoir for antimicrobial resistance. J Infect 
Dis 2021, 223:S209-S213 (Jun 16).

17.
•

Groussin M, Poyet M, Sistiaga A, Kearney SM, Moniz K, Noel M, 
et al.: Elevated rates of horizontal gene transfer in the 
industrialized human microbiome. Cell 2021, 184:2053-2067.e18 
(Apr 15). 

This study found elevated frequencies of HGT in human gut micro-
biomes associated with industrial or urban lifestyles. ARG transfer, 
specifically, was more prevalent in nonindustrialised populations. The 
connection between human lifestyle and the movement of genes within 
associated bacterial communities is relevant to address the spread of 
ARGs in a population-specific manner.

18. Willms IM, Kamran A, Aßmann NF, Krone D, Bolz SH, Fiedler F, 
et al.: Discovery of novel antibiotic resistance determinants in 
forest and grassland soil metagenomes. Front Microbiol 2019, 
10:460(Mar 7).

19. Moon K, Jeon JH, Kang I, Park KS, Lee K, Cha CJ, et al.: 
Freshwater viral metagenome reveals novel and functional 
phage-borne antibiotic resistance genes. Microbiome 2020, 
8:75 (Jun 1).

20. Habibi N, Uddin S, Lyons B, Al-Sarawi HA, Behbehani M, Shajan A, 
et al.: Antibiotic resistance genes associated with marine 
surface sediments: a baseline from the shores of Kuwait. 
Sustain Sci Pr Policy 2022, 14:8029(Jun 30).

21.
•

Li W, Mao F, Ng C, Jong MC, Goh SG, Charles FR, et al.: 
Population-based variations of a core resistome revealed by 
urban sewage metagenome surveillance. Environ Int 2022, 
163:107185(May). 

6 Microbiota 

www.sciencedirect.com Current Opinion in Microbiology 2023, 74:102305

http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref1
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref1
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref2
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref2
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref2
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref2
https://apps.who.int/iris/handle/10665/112642
https://apps.who.int/iris/handle/10665/112642
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref3
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref3
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref4
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref4
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref4
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref4
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref5
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref5
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref5
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref5
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref6
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref6
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref6
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref7
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref7
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref7
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref7
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref8
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref8
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref8
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref9
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref9
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref9
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref9
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref10
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref10
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref10
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref11
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref11
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref11
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref12
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref12
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref12
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref13
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref13
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref13
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref13
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref14
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref14
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref14
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref14
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref15
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref15
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref15
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref16
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref16
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref16
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref16
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref17
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref17
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref17
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref17
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref18
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref18
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref18
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref18
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref19
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref19
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref19
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref19
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref20
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref20
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref20
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref20


This study identified a core set of resistance genes with varying abun-
dance across urban wastewater samples associated with different po-
pulations. Mobile genetic elements were found to mediate variations in 
the core resistome, which included clinically relevant ARGs. Wastewater 
surveillance of ARGs across populations provides foundational in-
formation to address environmental resistance gene pollution.

22. Xu R, Zhang Y, Xiong W, Sun W, Fan Q, Yang Z: Metagenomic 
approach reveals the fate of antibiotic resistance genes in a 
temperature-raising anaerobic digester treating municipal 
sewage sludge. J Clean Prod 2020, 277:123504(Dec 20).

23. Burnham JP: Climate change and antibiotic resistance: a deadly 
combination. Ther Adv Infect Dis 2021, 
8:2049936121991374(Jan).

24. Zheng D, Yin G, Liu M, Hou L, Yang Y, Liu X, et al.: Metagenomics 
highlights the impact of climate and human activities on 
antibiotic resistance genes in China’s estuaries. Environ Pollut 
2022, 301:119015(May 15).

25. Arango-Argoty G, Garner E, Pruden A, Heath LS, Vikesland P, 
Zhang L: DeepARG: a deep learning approach for predicting 
antibiotic resistance genes from metagenomic data. 
Microbiome 2018, 6:23 (Feb 1).

26. Rahman SF, Olm MR, Morowitz MJ, Banfield JF: Machine learning 
leveraging genomes from metagenomes identifies influential 
antibiotic resistance genes in the infant gut microbiome. 
mSystems 2018, 3:e00123-17(Jan).

27. Cuadrat RRC, Sorokina M, Andrade BG, Goris T, Dávila AMR: 
Global ocean resistome revealed: exploring antibiotic 
resistance gene abundance and distribution in TARA Oceans 
samples. Gigascience 2020, 9:giaa046(May 1).

28. Sun Y, Clarke B, Clarke J, Li X: Predicting antibiotic resistance 
gene abundance in activated sludge using shotgun 
metagenomics and machine learning. Water Res 2021, 
202:117384(Sep 1).

29. Li LG, Huang Q, Yin X, Zhang T: Source tracking of antibiotic 
resistance genes in the environment - challenges, progress, 
and prospects. Water Res 2020, 185:116127(Oct 15).

30. Peng Z, Maciel-Guerra A, Baker M, Zhang X, Hu Y, Wang W, et al.: 
Whole-genome sequencing and gene sharing network analysis 
powered by machine learning identifies antibiotic resistance 
sharing between animals, humans and environment in 
livestock farming. PLoS Comput Biol 2022, 18:e1010018(Mar).

31. Aslam B, Khurshid M, Arshad MI, Muzammil S, Rasool M, Yasmeen 
N, et al.: Antibiotic resistance: one health one world outlook. 
Front Cell Infect Microbiol 2021, 11:771510(Nov 25).

32. Wani AK, Roy P, Kumar V, Mir TUG: Metagenomics and artificial 
intelligence in the context of human health. Infect Genet Evol 
2022, 100:105267(Jun).

33. Jiménez F, Palma J, Sánchez G, Marín D, Francisco Palacios MD, 
Lucía, López MD: Feature selection based multivariate time 
series forecasting: an application to antibiotic resistance 
outbreaks prediction. Artif Intell Med 2020, 104:101818(Apr).

34.
•

Zhou H, Beltrán JF, Brito IL: Functions predict horizontal gene 
transfer and the emergence of antibiotic resistance. Sci Adv 
2021, 7:eabj5056(Oct 22). 

This ML-based study predicted horizontal transfer networks of ARGs 
using functional traits associated with metabolism and gene mobilisa-
tion. Predictions were accurate across and within ecosystems, high-
lighting the generalisability of their models.

35. Casto AM, Adler AL, Makhsous N, Crawford K, Qin X, Kuypers JM, 
et al.: Prospective, real-time metagenomic sequencing during 
norovirus outbreak reveals discrete transmission clusters. Clin 
Infect Dis 2019, 69:941-948 (Aug 30).

36. Alcock BP, Raphenya AR, Lau TTY, Tsang KK, Bouchard M, 
Edalatmand A, et al.: CARD 2020: antibiotic resistome 
surveillance with the comprehensive antibiotic resistance 
database. Nucleic Acids Res 2020, 48:D517-D525 (Jan 8).

37. Zankari E, Hasman H, Cosentino S, Vestergaard M, Rasmussen S, 
Lund O, et al.: Identification of acquired antimicrobial 
resistance genes. J Antimicrob Chemother 2012, 67:2640-2644 
(Nov).

38. Berglund F, Österlund T, Boulund F, Marathe NP, Larsson DGJ, 
Kristiansson E: Identification and reconstruction of novel 
antibiotic resistance genes from metagenomes. Microbiome 
2019, 7:52 (Apr 1).

39. Jumper J, Evans R, Pritzel A, Green T, Figurnov M, Ronneberger O, 
et al.: Highly accurate protein structure prediction with 
AlphaFold. Nature 2021, 596:583-589 (Aug).

40. Bolatchiev A, Baturin V, Shchetinin E, Bolatchieva E: Novel 
antimicrobial peptides designed using a recurrent neural 
network reduce mortality in experimental sepsis. Antibiotics 
2022, 11:411(Mar 18).

41. Malekian N, Agrawal AA, Berendonk TU, Al-Fatlawi A, Schroeder 
M: A genome-wide scan of wastewater E. coli for genes under 
positive selection: focusing on mechanisms of antibiotic 
resistance. Sci Rep 2022, 12:8037(May 16).

42. Gligorijević V, Renfrew PD, Kosciolek T, Leman JK, Berenberg D, 
Vatanen T, et al.: Structure-based protein function prediction 
using graph convolutional networks. Nat Commun 2021, 
12:3168 (May 26).

43. Maranga M, Szczerbiak P, Bezshapkin V, Gligorijevic V, Chandler 
C, Bonneau R, et al.: Comprehensive functional annotation of 
metagenomes and microbial genomes using a deep learning- 
based method. mSystems 2023,e01178-22, https://doi.org/10. 
1128/msystems.01178-22

44.
••

Wong F, Krishnan A, Zheng EJ, Stärk H, Manson AL, Earl AM, et al.: 
Benchmarking AlphaFold-enabled molecular docking 
predictions for antibiotic discovery. Mol Syst Biol 2022, 
18:e11081(Sep). 

This benchmarking study for modelling protein-ligand interactions 
identified further necessary advances before molecular docking models 
can be accurately applied to drug discovery. Future research addressing 
these limitations could revolutionise the antibiotic drug discovery pi-
peline.

45. Ahmed A, Azim A, Gurjar M, Baronia AK: Current concepts in 
combination antibiotic therapy for critically ill patients. Indian J 
Crit Care Med 2014, 18:310-314 (May).

46. Smith NM, Lenhard JR, Boissonneault KR, Landersdorfer CB, 
Bulitta JB, Holden PN, et al.: Using machine learning to optimize 
antibiotic combinations: dosing strategies for meropenem and 
polymyxin B against carbapenem-resistant Acinetobacter 
baumannii. Clin Microbiol Infect 2020, 26:1207-1213 (Sep).

47. Swinney DC: Phenotypic vs. target-based drug discovery for 
first-in-class medicines. Clin Pharm Ther 2013, 93:299-301 (Apr).

48. Brown ED, Wright GD: Antibacterial drug discovery in the 
resistance era. Nature 2016, 529:336-343 (Jan 21).

49. Cižman M, Plankar, Srovin T: Antibiotic consumption and 
resistance of gram-negative pathogens (collateral damage). 
GMS Infect Dis 2018, 6:Doc05 (Aug 9).

50. Matlock A, Garcia JA, Moussavi K, Long B, Liang SYT: Advances 
in novel antibiotics to treat multidrug-resistant gram-negative 
bacterial infections. Intern Emerg Med 2021, 16:2231-2241 (Nov).

51. Zheng W, Thorne N, McKew JC: Phenotypic screens as a 
renewed approach for drug discovery. Drug Discov Today 2013, 
18:1067-1073 (Nov).

52. Stokes JM, Yang K, Swanson K, Jin W, Cubillos-Ruiz A, Donghia 
NM, et al.: A deep learning approach to antibiotic discovery. Cell 
2020, 180:688-702.e13 (Feb 20).

53. Perez F, Hujer AM, Hujer KM, Decker BK, Rather PN, Bonomo RA: 
Global challenge of multidrug-resistant Acinetobacter 
baumannii. Antimicrob Agents Chemother 2007, 51:3471-3484 
(Oct).

54. Mansbach RA, Leus IV, Mehla J, Lopez CA, Walker JK, Rybenkov 
VV, et al.: Machine learning algorithm identifies an antibiotic 
vocabulary for permeating gram-negative bacteria. J Chem Inf 
Model 2020, 60:2838-2847 (Jun 22).

55. Wang Y, Li F, Bharathwaj M, Rosas NC, Leier A, Akutsu T, et al.: 
DeepBL: a deep learning-based approach for in silico discovery 
of beta-lactamases. Brief Bioinform 2021, 22:bbaa301(Jul 20).

Addressing antibiotic resistance Behling et al. 7

www.sciencedirect.com Current Opinion in Microbiology 2023, 74:102305

http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref21
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref21
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref21
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref21
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref22
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref22
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref22
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref23
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref23
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref23
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref23
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref24
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref24
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref24
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref24
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref25
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref25
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref25
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref25
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref26
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref26
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref26
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref26
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref27
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref27
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref27
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref27
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref28
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref28
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref28
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref29
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref29
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref29
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref29
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref29
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref30
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref30
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref30
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref31
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref31
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref31
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref32
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref32
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref32
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref32
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref33
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref33
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref33
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref34
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref34
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref34
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref34
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref35
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref35
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref35
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref35
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref36
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref36
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref36
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref36
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref37
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref37
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref37
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref37
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref38
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref38
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref38
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref39
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref39
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref39
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref39
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref40
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref40
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref40
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref40
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref41
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref41
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref41
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref41
https://doi.org/10.1128/msystems.01178-22
https://doi.org/10.1128/msystems.01178-22
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref43
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref43
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref43
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref43
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref44
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref44
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref44
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref45
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref45
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref45
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref45
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref45
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref46
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref46
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref47
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref47
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref48
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref48
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref48
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref49
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref49
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref49
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref50
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref50
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref50
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref51
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref51
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref51
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref52
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref52
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref52
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref52
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref53
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref53
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref53
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref53
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref54
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref54
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref54


56. Plisson F, Ramírez-Sánchez O, Martínez-Hernández C: Machine 
learning-guided discovery and design of non-hemolytic 
peptides. Sci Rep 2020, 10:16581(Oct 6).

57. Boone K, Wisdom C, Camarda K, Spencer P, Tamerler C: 
Combining genetic algorithm with machine learning strategies 
for designing potent antimicrobial peptides. BMC Bioinform 
2021, 22:239 (May 11).

58.
•

Ma Y, Guo Z, Xia B, Zhang Y, Liu X, Yu Y, et al.: Identification of 
antimicrobial peptides from the human gut microbiome using 
deep learning. Nat Biotechnol 2022, 40:921-931 (Mar 3). 

In this proof-of-concept study, a ML approach was used to identify 
candidate antimicrobial peptides from human gut microbiome data. The 
majority of candidates showed antibacterial activity in vitro. A small 
subset was tested in vivo, showing efficacy against multidrug-resistant 
bacteria.

59. Koteluk O, Wartecki A, Mazurek S, Kołodziejczak I, Mackiewicz A: 
How do machines learn? Artificial intelligence as a new era in 
medicine. J Pers Med 2021, 11:32(Jan 7).

60. Bohr A, Memarzadeh K: Chapter 2 - The rise of artificial 
intelligence in healthcare applications. In Artificial Intelligence in 
Healthcare. Edited by Bohr A, Memarzadeh K. Academic Press; 
2020:25-60.

61. Khan ZA, Siddiqui MF, Park S: Current and emerging methods of 
antibiotic susceptibility testing. Diagnostics 2019, 9:49(May 3).

62.
••

Pascucci M, Royer G, Adamek J, Asmar MA, Aristizabal D, Blanche 
L, et al.: AI-based mobile application to fight antibiotic 
resistance. Nat Commun 2021, 12:1173(Feb 19). 

The authors present a mobile application that can process AST data 
using ML algorithms. The app functions independently of an internet 
connection, making it suitable for use worldwide to address health 
disparity issues associated with the diagnosis and treatment of anti-
biotic resistant infections.

63. Inglis TJJ, Paton TF, Kopczyk MK, Mulroney KT, Carson CF: Same- 
day antimicrobial susceptibility test using acoustic-enhanced 
flow cytometry visualized with supervised machine learning. J 
Med Microbiol 2020, 69:657-669 (May).

64. Zhou K, Zhou C, Sapre A, Pavlock JH, Weaver A, Muralidharan R, 
et al.: Dynamic laser speckle imaging meets machine learning 
to enable rapid antibacterial susceptibility testing (DyRAST). 
ACS Sens 2020, 5:3140-3149 (Oct 23).

65. Govender KN, Street TL, Sanderson ND, Eyre DW: Metagenomic 
sequencing as a pathogen-agnostic clinical diagnostic tool for 
infectious diseases: a systematic review and meta-analysis of 
diagnostic test accuracy studies. J Clin Microbiol 2021, 
59:e0291620(Aug 18).

66. Kollef MH, Shorr AF, Bassetti M, Timsit JF, Micek ST, Michelson 
AP, et al.: Timing of antibiotic therapy in the ICU. Crit Care 2021, 
25:360 (Oct 15).

67. Feretzakis G, Sakagianni A, Loupelis E, Kalles D, Skarmoutsou N, 
Martsoukou M, et al.: Machine learning for antibiotic resistance 
prediction: a prototype using off-the-shelf techniques and 
entry-level data to guide empiric antimicrobial therapy. Health 
Inf Res 2021, 27:214-221 (Jul).

68.
••

Corbin CK, Sung L, Chattopadhyay A, Noshad M, Chang A, 
Deresinksi S, et al.: Personalized antibiograms for machine 
learning driven antibiotic selection. Commun Med 2022, 
2:38(Apr 8). 

This study demonstrated the potential for AI-guided antibiotic therapies 
to reduce the clinical reliance on broad-spectrum antibiotics in cases 
where they are unnecessary, without compromising patient safety.

69. Klein RD, Hultgren SJ: Urinary tract infections: microbial 
pathogenesis, host-pathogen interactions and new treatment 
strategies. Nat Rev Microbiol 2020, 18:211-226 (Apr).

70. Kanjilal S, Oberst M, Boominathan S, Zhou H, Hooper DC, Sontag 
D: A decision algorithm to promote outpatient antimicrobial 
stewardship for uncomplicated urinary tract infection. Sci 
Transl Med 2020, 12:eaay5067(Nov 4).

71. Chang A, Chen JH: BSAC Vanguard Series: artificial intelligence 
and antibiotic stewardship. J Antimicrob Chemother 2022, 
77:1216-1217 (Mar 31).

72. Simner PJ, Miller S, Carroll KC: Understanding the promises and 
hurdles of metagenomic next-generation sequencing as a 
diagnostic tool for infectious diseases. Clin Infect Dis 2018, 
66:778-788 (Feb 10).

73. Chiu CY, Miller SA: Clinical metagenomics. Nat Rev Genet 2019, 
20:341-355 (Jun).

74. Lemon JK, Khil PP, Frank KM, Dekker JP: Rapid nanopore 
sequencing of plasmids and resistance gene detection in 
clinical isolates. J Clin Microbiol 2017, 55:3530-3543 (Dec).

75. Charalampous T, Kay GL, Richardson H, Aydin A, Baldan R, Jeanes 
C, et al.: Nanopore metagenomics enables rapid clinical 
diagnosis of bacterial lower respiratory infection. Nat 
Biotechnol 2019, 37:783-792 (Jul).

76. Serpa PH, Deng X, Abdelghany M, Crawford E, Malcolm K, Caldera 
S, et al.: Metagenomic prediction of antimicrobial resistance in 
critically ill patients with lower respiratory tract infections. 
Genome Med 2022, 14:74 (Jul 12).

77. Li JY, Shen GG, Liu TG, Tang LV, Xia LH, Hu Y: Nanopore- 
targeted sequencing for simultaneous diagnosis of suspected 
sepsis and early targeted therapy. Ann Transl Med 2021, 9:1749 
(Dec).

78. Forbes JD, Knox NC, Peterson CL, Reimer AR: Highlighting 
clinical metagenomics for enhanced diagnostic decision- 
making: a step towards wider implementation. Comput Struct 
Biotechnol J 2018, 16:108-120 (Feb 27).

79. American Medical Association: Augmented Intelligence in 
Medicine [Internet]. American Medical Association; 2022 
(Available from) (cited 2022 Sep 28), 〈https://www.ama-assn.org/ 
practice-management/digital/augmented-intelligence-medicine〉.

80. Crigger E, Reinbold K, Hanson C, Kao A, Blake K, Irons M: 
Trustworthy augmented intelligence in health care. J Med Syst 
2022, 46:12 (Jan 12).

81. Panch T, Mattie H, Atun R: Artificial intelligence and algorithmic 
bias: implications for health systems. J Glob Health 2019, 
9:010318(Dec).

82. Komorowski M: Artificial intelligence in intensive care: are we 
there yet? Intensive Care Med 2019, 45:1298-1300 (Sep).

83. Komorowski M: Clinical management of sepsis can be improved 
by artificial intelligence: yes. Intensive Care Med 2020, 
46:375-377 (Feb).

84. Garnacho-Montero J, Martín-Loeches I: Clinical management of 
sepsis can be improved by artificial intelligence: no. Intensive 
Care Med 2020, 46:378-380 (Feb).

85. De Corte T, Van Hoecke S, De, Waele J: Artificial intelligence in 
infection management in the ICU. In Annual Update in Intensive 
Care and Emergency Medicine 2022. Edited by Vincent JL. 
Springer International Publishing; 2022:369-381.

8 Microbiota 

www.sciencedirect.com Current Opinion in Microbiology 2023, 74:102305

http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref55
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref55
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref55
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref56
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref56
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref56
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref56
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref57
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref57
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref57
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref58
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref58
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref58
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref59
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref59
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref59
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref59
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref60
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref60
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref61
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref61
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref61
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref62
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref62
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref62
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref62
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref63
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref63
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref63
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref63
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref64
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref64
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref64
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref64
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref64
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref65
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref65
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref65
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref66
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref66
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref66
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref66
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref66
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref67
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref67
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref67
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref67
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref68
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref68
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref68
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref69
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref69
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref69
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref69
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref70
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref70
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref70
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref71
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref71
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref71
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref71
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref72
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref72
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref73
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref73
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref73
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref74
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref74
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref74
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref74
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref75
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref75
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref75
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref75
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref76
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref76
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref76
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref76
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref77
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref77
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref77
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref77
https://www.ama-assn.org/practice-management/digital/augmented-intelligence-medicine
https://www.ama-assn.org/practice-management/digital/augmented-intelligence-medicine
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref79
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref79
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref79
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref80
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref80
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref80
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref81
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref81
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref82
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref82
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref82
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref83
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref83
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref83
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref84
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref84
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref84
http://refhub.elsevier.com/S1369-5274(23)00042-5/sbref84

	Addressing antibiotic resistance: computational answers to a biological problem?
	Introduction
	Metagenomics enables culture-independent antibiotic resistance gene surveillance
	Artificial intelligence predicts antibiotic resistance from gene sequences
	Artificial intelligence facilitates discovery of new antibiotic compounds
	Integrated metagenomics and artificial intelligence may support clinical processes
	Barriers hindering integration of artificial intelligence into clinical practice
	Conclusion
	Data Availability
	Declaration of Competing Interest
	Acknowledgements
	References and recommended reading




