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Abstract

Machine Learning should be able to support decision-making by focusing
on purely logical conclusions based on historical data. If this data is biased,
however, that bias will be transferred to the model and remains undetected
as the performance is validated on a test set drawn from the same biased
distribution. Existing strategies for bias identification and mitigation gen-
erally rely on some sort of knowledge of the bias or the ground truth. This
reliance is problematic, particularly if the user is not aware of the bias, no
ground truth knowledge is available, or no concrete target task is defined
yet, e.g., during data gathering.

We argue that some indication of future problems is present in the his-
torical dataset itself. Extracting it as early as during data gathering can
help correct the flaws on-the-fly or create awareness in researchers working
with the dataset.

In this thesis, we aim to identify selection biases on the historical data
alone when no ground-truth information is available. Selection biases stem
from a non-uniform sampling process. To mitigate them, we generate ad-
ditional data points that bridge the gap between sample and ground-truth
distribution. Pioneering this research topic, we suggest three algorithms built
on the assumption that the distribution of sufficiently large and unbiased
datasets should be smooth, without any sudden drops in density.

Extensive experiments and discussions highlight the need for such data
analysis tools and illustrate that each of our methods has its own merits.
Overall, we contribute to a better understanding of the data we use and trust
and challenge existing procedures in machine learning that accept flawed
data as given and treat symptoms rather than causes.
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1 Introduction

Throughout the years, machine learning and data mining have gained influ-
ence in various applications. To overcome the limitations of our own knowl-
edge and experience, these disciplines learn concepts and patterns from his-
torical data and thereby discover latent knowledge. In contrast to a human
decision-maker, machine learning should be able to overcome conscious and
unconscious human emotions, prejudices, and biases and discover patterns
that are well supported by a large body of evidence. As such, it has been
applied to domains with large amounts of data that are no longer humanly
processible and require us to rely, to a certain degree, on the models trained
in automated settings, e.g., credit scoring [63], medical diagnoses [107], or
crime risk assessment [56].

After passing thorough tests on historical data (training data), the
trained concepts are transferred to fresh, previously unseen data (target
data) under the expectation that they hold equally well and provide us with
new insights. Chiang and Yin [29] have found in a study that people, when
presented with new data similar to the historical data they (and the model)
experienced during training, tend to trust their own intuition rather than
the model. However, when presented with dissimilar new data, people tend
to rely on the model predictions when making decisions.

This reliance is risky since, by default, machine learning follows the i.i.d.
(independent and identically distributed) paradigm: If a training dataset is
distributed as the target data and independent of it, a model can train on
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the historical data and be expected to generalize well. However, if the i.i.d.
assumption is violated, there is no guarantee that the predictions output by
the model will be even remotely correct.

We can observe a similar effect in humans. For example, one might be
familiar with housing prices in one’s hometown and could estimate a prop-
erty’s value given simple statistics there, but could only make an educated
guess for houses in other parts of the world [29]. Although it should there-
fore be intuitive that a model cannot be expected to generalize to unseen
domains, in machine learning, these effects are largely overlooked since the
model testing is carried out on the historical data only [117].

While overlooked performance drops of machine learning models due to
distributional changes cause inconveniences or monetary setbacks in some
applications, they have severe ethical implications in others. In recent years,
researchers found multiple widely established machine learning algorithms
to behave unfairly due to training data issues [97]. One of the most promi-
nent cases is the COMPAS (Correctional Offender Management Profiling for
Alternative Sanctions) algorithm that predicts the likelihood of recidivism of
defendants in U.S. courts. Here, an imbalance in data availability caused the
model to develop racist behavior against black defendants [4, 40]. Another
prominent case is Amazon’s hiring algorithm that, trained on historical data
in the male-dominated tech field, learned to discriminate against women for
technical jobs [34].

The examples above highlight that flaws in the training data cannot be
considered to be isolated problems – they can cause ripple effects reaching
substantially further than a suboptimal performance of a single model. In
fact, when used for decision-making, the trained models influence and shape
the data to be gathered in the future. For example, if the hiring algorithm
continued to choose men for technical jobs, the gender imbalance in the
dataset would deteriorate, and the algorithm, when retrained, would dis-
criminate even worse. Additionally, more subtle effects, such as discourage-
ment of women due to the rejection and simultaneous confirmation of men,
can influence, even if only slightly, gender roles on a global scale, which can
then impact further parts of our lives. To avoid these unexpected effects, it
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Shared Domain Different Domains

Training Data Target Data

Partially Observed Domain

Figure 1.1: Distinction of different types of biases between training and target data.
Darker hues indicate higher densities.

is crucial to understand the historical datasets together with their flaws in
order to create responsible and reliable models.

Whenever the training distribution does not match the target distribu-
tion, we speak of a bias. A bias is always relative to a reference distribution.
There is a plethora of different types of and reasons for biases in datasets
[97]. We distinguish three major issues that arise frequently (see Figure 1.1
for a visualization):

1. Although training and target data might stem from the same domain,
their distributions might differ, and the model will focus on the wrong
parts of the domain (Figure 1.1 left). An example of this would be
political polls where the availability of participants dictates the distri-
bution [62].

2. The model might be applied to at least a partially different domain
(Figure 1.1 center), as discussed in the property price scenario. In this
case, the model predictions might be entirely incorrect. Another exam-
ple would be clinical trials [107] where the data is collected from local
volunteers that might only represent part of the population. However,
the resulting model will be used to predict reactions to treatments or
drugs for all future patients.

3. A special case of the previous one arises if the observed domain is a
subset of the target domain (Figure 1.1 right). This type of bias occurs
frequently, for example, if the volunteers in clinical studies are sourced
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from university students or if groups of people are excluded due to
health concerns.

In all three cases, biases in the training data are induced into the trained
model and can harm its performance on the target data [24]. Knowledge of
the bias early in the development process can help improve the data quality
and mitigate its effect on the learned model.

Existing bias detection and mitigation strategies require the user to have
a certain knowledge of the target domain, such as a representative sample.
The bias can then be identified by comparing both domains. By up weighting
underrepresented data points in the historical dataset and down weighting
overrepresented ones [14], the model training can be calibrated accordingly.
Similarly, the data points can be re-sampled to match the target distribution
[158]. This strategy is suitable to tackle the first issue mentioned above
(Figure 1.1 left). However, since this approach is based on weighting, it
requires the historical data to cover the entire target domain. Suppose, for
example, a study on cardiovascular disease was restricted to participants
between the age 40 and 65 (see Section 4.4 for an extended discussion of this
example). However, a trained model assessing the risk of an individual falling
ill should be applied to all patients. In this case, weighting strategies will
not be sufficient to generalize to other age groups. Generally, if the second
or third issue mentioned above arises, existing bias mitigation strategies will
not be sufficient.

Comparing the historical data with the target data can help identify
distribution mismatches. However, a sample to compare with might not be
available as a clear target is not always explicitly defined. For example,
consider a fisherperson that wishes to learn about a lake’s population. No
information on the target distribution is available, which is why the fisher-
person attempts the data gathering in the first place. She throws her fishing
net day by day and lists the fish she catches. Depending on the fishing net
she uses, small fish might be able to escape since it is too coarse, whereas
large fish might be strong enough to set themselves free. This induces a bias
that can neither be quantified nor mitigated using existing techniques since
no target information is available. Nonetheless, creating awareness early on
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is crucial since the fisherperson could have replaced her net with a larger or
smaller one if she had recognized the bias she was creating.

While the existing literature attempts to correct for biases in the model
during training, we argue that some information on problems in data collec-
tion is present in the biased dataset itself. Extracting it early on can help
support the data-gathering process by understanding flaws and shortcomings
in the dataset and allowing for correction with subsequent measurements.
That would grant the researcher the opportunity to improve her data quality
on-the-fly and avoid costly re-measurements as well as fragile bias mitigation
techniques later on. Hence, we aim to identify and mitigate biases when no
target information is available.

1.1 Research Problem

Given only a potentially biased dataset and no further information, we as-
sume that there exists a “correct” distribution, a ground truth. Connecting
to the previously introduced example of the fisherperson, we consider the
ground truth to be the true distribution of fish in a lake. This distribution
could be represented by a random sample, such as all the fish inhabiting the
lake. Both the ground-truth distribution and sample are unknown. The ob-
served dataset is a (biased) subset of this ground-truth sample, such as those
fish exhibiting a certain size that were caught by the fisherperson. Our task
is to identify potential biases, i.e., to tell the fisherperson that some fish are
missing and which ones they are. This matches the right situation in Figure
1.1 and leads to the following (informal) research problem:

Given only a potentially biased dataset and no information on
the ground truth, decide whether a bias with respect to the
ground truth is present. If it is, locate it and suggest a way
to mitigate it.

Note that this problem formulation matches that of Sample Selection Bias
[137] with the difference that, in our case, no ground truth information is
available. To the best of our knowledge, we are the first to state and attempt
to solve this problem under the assumption that no ground truth or target
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Figure 1.2: We simulate the scenario that a fisherperson is using a coarse net small fish
can escape by removing all fish with a maximum diameter below 3cm from the Fish
Market dataset [115]. Given a potentially biased set of fish measurements (a, blue), our
goal is to identify the fish that did not get caught (b, gold) and generate additional data
points that mitigate the bias (c, gold).

information is available. Chapter 3 provides an overview of related problems
and highlights their different assumptions.

1.2 Proposed Solution

Aiming to identify a bias without any information on the ground truth,
as stated in our research problem, we essentially need to “guess” the true
distribution. This is a challenging problem that will likely be infeasible to
achieve for all datasets. However, there are cases in which it is possible. To
improve our chances, we make one fundamental assumption: We expect an
unbiased dataset, i.e., the ground truth sample, to be smoothly distributed
and attribute sudden drops in density to biases, such as the age thresholds
in the cardiovascular disease example. Particularly for large datasets, this
is well justified: The central limit theorem states that the deviation of the
measurements from the true mean converges to a Gaussian with the dataset
size. Hence we can expect it to be reasonably smooth unless some factors
prevent this normal distribution, i.e., biases. We provide a more formal de-
scription of the central limit theorem and our expectations for data samples
in Section 2.1.
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Based on the distribution of the observed dataset, our central idea is to
fit a smooth distribution. Data points can then be generated to fill in the gap
between observed and fitted distribution. If the artificial points focus on cer-
tain areas, this could indicate a bias where these areas are underrepresented
in the sample.

While we cannot expect these areas always to signal a true bias, they
can create awareness of potential weaknesses of the dataset. A researcher
can verify these areas by using additional data from other sources or domain
knowledge. If a bias is identified, the researcher can either extend her data-
gathering process or add the generated data to the model training procedure.

Figure 1.2 shows an example that reflects the real-world application:
Given a potentially biased dataset, we would like to know where the bias is
and then find a way to correct it. Note that in order to solve this problem in
practice, we swap the last two steps, as described above. This swap brings
computational advantages we exploit in our models but ultimately results
in the same information.

1.3 Contributions

Using the previously introduced proposed approach, we make the following
contributions to the research community:

1. We establish the novel problem of selection bias identification and
mitigation under the assumption that no ground truth information is
available. Designing our problem in a completely uninformed way is
advantageous and allows us to challenge existing machine-learning pro-
cedures that accept flawed data as given and treat symptoms rather
than causes: A solution can be applied at a very early stage of the
data mining process. In particular, it can be applied during the data-
gathering phase when it is still possible to improve the data quality
instead of accepting it as an immutable fact. Furthermore, it is appli-
cable later as a preprocessing step that helps prevent an induced bias
in a model.
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2. As a first attempt to solve the stated problem, we assume that
the ground truth can be modeled as one multivariate Gaussian per
class. Filling in the gap to the ground truth, we improve a model
trained on the dataset without interfering with the algorithm or the
loss function to be optimized. This constitutes a universally applica-
ble preprocessing method that can be integrated into every machine
learning pipeline. We implement this idea as the Imitate (Identify
and MITigATE Selection Bias) algorithm that aims to “imitate” the
ground-truth data in order to reveal a potential bias and mitigate it
to enable the training of an unbiased model.

3. To expand Imitate’s scope, we model the ground truth as a mixture
of potentially overlapping multivariate Gaussians per class. This as-
sumption drastically increases the range of datasets and distributions
that can be modeled, including multi-cluster settings. As an imple-
mentation, we propose Mimic (Multi-IMItate Bias Correction), which
repeatedly uses Imitate to first find clusters and then identify poten-
tial biases.

4. We showcase the usefulness of our proposed methods and the inter-
pretability of results in the context of chemical compound datasets. To
deal with the unique challenges of these datasets, we propose Can-
cels (CounterActiNg Compound spEciaLization biaS), a specialized
version of the Imitate algorithm. Using Cancels, we demonstrate
that when adding bias-mitigating compounds from a pool of candi-
dates to a dataset, the predictive performance of a trained model ex-
ceeds that of a model trained either on the original dataset or under
the addition of the entire pool. This highlights the importance and
strength of our bias mitigation techniques.

5. In extensive sets of experiments, we show that each of the pro-
posed methods has its own merits and leads to interpretable results
that can help a researcher understand her data better. Easy-to-use
Python+sklearn [110] implementations of all methods are provided
in the PyPI package imitatebias. Cancels will additionally be inte-
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grated into the enviPath website1, where users can trial their datasets
freely via a web interface.

The outcomes of this research have been presented in prestigious peer-
reviewed international conferences and journals. In particular, Imitate was
presented at the International Conference on Data Mining (ICDM) 2020 [39],
Mimic was presented at the Pacific-Asia Conference on Knowledge Discov-
ery and Data Mining (PAKDD) 2022 [37]. Cancels has been submitted to
the Journal of Cheminformatics [38] and is awaiting its review.

1.4 Thesis Overview

The remainder of this work is organized in the following chapters.
Chapter 2 provides preliminary explanations on concepts relevant to

the methods discussed in the following chapters and subsequently considered
known.

Chapter 3 reviews related research on distribution shifts between histor-
ical and target data dealing with different kinds of transfer between learning
tasks and/or domains. We highlight the differences and similarities to our
problem formulation.

Chapter 4 formalizes the problem statement, motivates and introduces
the Imitate algorithm and thoroughly investigates its performance and lim-
itations. Imitate aims to “imitate” the ground-truth data in order to reveal
a potential bias and mitigate it to enable the training of an unbiased model.
It assumes a multivariate Gaussian ground truth.

Chapter 5 extends the Imitate algorithm for a more general setting
and proposes the Mimic algorithm. Mimic repeatedly uses Imitate to
model the ground truth as a mixture of potentially overlapping multivariate
Gaussians per class. A corresponding set of experiments highlights strengths
and limitations.

Chapter 6 provides the Cancels algorithm, a specialization of Imi-
tate to the chemical compound space. This chapter ties the thesis together

1enviPath: https://envipath.org/
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as it demonstrates our methods’ usefulness in the wild and works out a real-
world use case and in-depth analysis of the insights that can be gained using
Cancels.

Chapter 7 concludes the thesis. Here, we discuss the remaining limita-
tions and avenues to be explored in future research.
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2 Preliminaries

This chapter ensures that the reader may find all necessary definitions and
explanations relevant to the thesis. Since it does not contain novel ideas, it
may be skipped and used as a look-up. However, for the interested reader,
we provide an introduction to probability theory in Section 2.1. The prob-
ability theory section lays the foundation, covers all aspects of Gaussian
distributions that are essential here, and discusses the fate of growing sam-
ple sizes using convergence theorems. Section 2.2 provides tools to estimate
the density of datasets. Section 2.3 introduces data transformation tech-
niques that transform a dataset into a new space with beneficial properties.
Lastly, Section 2.4 offers ways to express relationships within a dataset by
fitting suitable curves.

2.1 Probability Theory

We aim to investigate a potentially biased dataset’s distribution and thereby
identify biases and ways to mitigate them. A basic understanding of proba-
bility theory and distributions is required as a foundation, and we provide
all the necessary concepts here. See Zwillinger [165, pp. 509–511] for details
on these concepts. Particularly Gaussian distributions are essential to our
work and are discussed subsequently. Lastly, we present three fundamen-
tal theorems in probability theory that will be required: the law of total
probability, the law of large numbers, and the central limit theorem.
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Figure 2.1: Visualizations for the running example in Section 2.1 – ‘Foundations’: Suppose
a lake contains no fish below 5 cm or above 10 cm length, but all lengths within the interval
are equally likely. Then the probability density function (PDF) f is given on the left, the
cumulative distribution function (CDF) in the center, and xf(x), the integral of which
yields the expectation, on the right.

Foundations

For an experiment, each possible outcome corresponds to a unique element of
a set, the sample space Ω. For example, the experiment could be catching fish
in a lake and measuring their length, as discussed in the introduction. The
sample space is then the set of fish swimming in the lake. A probability space
consists of three parts: a sample space, a set of events A, and a probability
measure P able to assign probabilities to each of the events within the sample
space. A random variable formally is a function X : Ω → R that maps any
element of the sample space to a real number, such as a caught fish to
its length. Since the sample space is a part of a probability space, we can
measure probabilities that the random variable takes on certain values.

If existent, a probability density function (PDF) for X is a non-negative,
integrable function f such that

P[X ∈ A] =
∫

A
f(x) dx and

∫
f(x) dx = 1

for any event A ∈ A. Suppose, for the sake of simplicity, there cannot be
any fish of length below 5 cm or above 10 cm in a lake, but any length within
this interval is equally likely. Then, the corresponding probability density
function is f(x) = 1/(10 − 5) = 1/5 for x ∈ [5 cm, 10 cm], and 0 otherwise.
This way, f integrates to 1 and assigns equal likelihoods to all fish lengths
within the interval. See Figure 2.1 (left) for a visualization.
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The cumulative distribution function (CDF) essentially measures the
area under the PDF below a threshold and is formally defined as

F (x) = P[X ≤ x] =
∫ x

−∞
f(t) dt.

Since the probability density function integrates to 1, we can conclude that
F (−∞) = 0 and F (∞) = 1. In the fish example, we have F (x) = 0 for
x < 5 cm, F (x) = (x− 5)/(10− 5) for 5 cm ≤ x ≤ 10 cm, and F (x) = 1 for
x > 10 cm. See Figure 2.1 (center) for a visualization. The probability that
the output of the random variable lies between a and b is then

P[a < X ≤ b] = P[X ≤ b]− P[X ≤ a] = F (b)− F (a).

Hence, the probability that a fish is 7 to 8 cm long is P[7 cm < X ≤ 8 cm] =
F (8)− F (7) = 3/5− 2/5 = 1/5. Since [7 cm, 8 cm] is exactly 1/5 of the full
interval [5 cm, 10 cm] and all lengths are equally likely, this is what we would
expect intuitively.

The expectation quantifies the “best guess” for the outcome of a random
variable X and is formally defined as

E[X] =
∫ ∞

−∞
xf(x) dx.

Suppose we were to catch much fish from the lake and average their sizes.
In that case, we would obtain the expectation (see the law of large numbers
below for the mathematical foundation of this statement). Since we have
an explicit PDF, we can alternatively calculate the expectation in the fish
example, i.e., E[X] = 7.5 cm. See Figure 2.1 (right) for a visualization of the
integrand.

Of course, when catching fish, most fish will not be exactly 7.5 cm
long. The standard deviation σ quantifies the dispersion of the caught fish’s
lengths around the expectation. In other words, it measures the expected
deviation from the expected value and is defined as

σ =
√
E[(X − E[X])2] =

√
E[X2]− (E[X])2.

To avoid the square root, researchers often use the variance instead, which
is exactly σ2.
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Two random variables X and Y are independent if knowing about one
of their realizations does not inform about the other, i.e., if

P[X ≤ x ∩ Y ≤ y] = P[X ≤ x] · P[Y ≤ y] for all x, y.

This assumption is violated, for example, in time series data where observa-
tions depend on previous observations. One essential assumption in machine
learning is independent and identically distributed (i.i.d.) random variables.
That is, X and Y are independent as defined previously and share the same
PDF and CDF.

If X and Y were dependent, the above equation would not hold. Instead,
we would express the joint probability via conditional probabilities:

P[X ≤ x ∩ Y ≤ y] = P[X ≤ x | Y ≤ y] · P[Y ≤ y]
= P[Y ≤ y | X ≤ x] · P[X ≤ x] for all x, y

because the intersection of events is symmetric. Here, P[X ≤ x | Y ≤ y] is
the probability that X ≤ x if we already know that Y ≤ y. Since the events
are dependent, the information about Y influences the probability for X.

A direct consequence of the symmetry of the intersection (as in the above
equation) is Bayes’ theorem:

P[A | B] = P[B | A]P[A]
P[B] for all events A, B.

Normal/Gaussian Distribution

The normal distribution or Gaussian distribution is a continuous probability
distribution for a 1-dimensional real-valued random variable X. Its proba-
bility density function is given by

f(x) = 1
σ
√

2π
exp

[
−1

2

(
x− µ

σ

)2
]

(2.1)

for x ∈ R, where µ = E[X] ∈ R denotes the mean of the distribution (or
the expectation of X), and σ ∈ R its standard deviation [113]. In short, we
write X ∼ N (µ, σ2) to indicate that X is normally distributed with these
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parameters. See Figure 2.2a for an overview of how the parameters can shape
the density function.

The univariate Gaussian can be generalized to a multivariate Gaussian
distribution for a multivariate random variable. For d dimensions, the mean
µ ∈ Rd is a vector and the variance σ2 is replaced by the covariance matrix
Σ ∈ Rd×d. The covariance matrix for a d-dimensional random variable X =
[X1, . . . , Xd] can be calculated as Σi,j = E[(Xi−µi)(Xj−µj)] = Cov[Xi, Xj],
which makes it symmetric by definition. If the covariance matrix is positive-
definite (that is, symmetric and all eigenvalues are real and positive), the
multivariate Gaussian distribution has density

f(x1, . . . , xd) = 1√
det Σ · (2π)d

exp
[
−1

2(x− µ)TΣ−1(x− µ)
]

(2.2)

for xi ∈ R. Here, det Σ is the determinant of Σ [165, p. 527]. Figure 2.2b
shows an example of a 2-dimensional Gaussian probability density.

The condition of a positive-definite covariance matrix is particularly help-
ful when generating synthetic data drawn from random multivariate Gaus-
sian distributions because of the following theorem [165, p. 93].

Theorem (Cholesky Decomposition). Let A be a symmetric
positive-definite matrix. Then, there exists a factorization

A = LLT ,
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Figure 2.3: A Gaussian (left) is truncated at ±3σ (right).

where L is a real lower triangular matrix with positive entries on
its diagonal.

Hence, instead of generating covariance matrices and subsequently checking
if the positive-definite condition holds, we generate L and calculate the cor-
responding covariance matrix. We use this method in Section 5.3 to generate
multivariate synthetic Gaussians.

To expand the scope of what shapes multivariate Gaussians can model,
one can consider Gaussian mixture models (GMMs) [113]. Here, multiple
Gaussians are linearly combined to model new shapes. See Figure 2.2c for
an example of a mixture with 2 Gaussians. The density of the mixture can
be expressed as

fmix(x) =
k∑

i=0
cifi(x) for parameters ci ∈ R with

k∑
i=0

ci = 1.

Here, k is the number of individual Gaussians with density fi. This defi-
nition translates directly to the multivariate case, where x and the fi are
multivariate.

For normal distributions, f(x) > 0 for all x ∈ R. This can be incon-
venient when dealing with multiple Gaussian clusters and assigning data
points to clusters based on their distribution. As a compromise, we consider
truncated Gaussians for a cleaner cut between clusters. To obtain a trun-
cated PDF, the PDF of a regular Gaussian is chopped from below, above, or
both. Expressing the general truncated PDF explicitly is substantially more
complex than the regular Gaussian (see Burkardt [22]); however, we only
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remove ≈ 0.2% of the area under the PDF by cutting at µ± 3σ. Therefore,
our truncated PDF of N (µ, σ2) with PDF f can be approximated by

ftrunc(x) ≈


0, if x < µ− 3σ.

1
0.998f(x), if x ∈ [µ− 3σ, µ + 3σ].

0, if x > µ + 3σ.

Figure 2.3 illustrates this procedure. As we can see, the overall PDF changes
very little; however, truncating the Gaussians brings an advantage: We can
now meaningfully distinguish between areas in the space that are “covered”
by the distribution and others that are “untouched”. The support of a func-
tion is defined as the subset of the space that is mapped to non-zero values. In
the case of the original Gaussian PDF, the support would be the entire space
R. For the truncated Gaussian, however, it is the interval [µ − 3σ, µ + 3σ],
which grants us meaningful information on which parts of the space the den-
sity focuses. Note that although truncated Gaussians can be advantageous,
we actively create false distributions here and, in the cluster example, mis-
assignments of points to clusters.

Law of Total Probability

The law of total probability is an elemental result in probability theory,
according to which the probability of an event can be calculated via its
partial probabilities conditioned on a partition of the sample space [113].

Theorem (Law of Total Probability). Let B1, . . . , Bn be a par-
tition of a sample space, that is, the Bi are pairwise disjoint, and
their union equals the entire space. Then, for any event A in the
same space holds

P[A] =
n∑

i=1
P[A | Bi]P[Bi] =

n∑
i=1

P[A ∩Bi].

This theorem is particularly useful in cases where conditional probabilities
are more readily accessible; for example, the probability for a specific feature
is often easier to approximate if its class is known.

17



Law of Large Numbers

Various formulations for a law of large numbers have been proposed using
different assumptions. However, the central idea is similar. Here, we choose
to include Borel’s version due to its simplicity as it does not require a long
chain of preliminary definitions [149].

Theorem (Borel’s Law of Large Numbers). Let Sn(E) be the
number of occurrences of an event E with probability p in the first
n trials of a repeated random experiment. Then, with probability
one,

Sn(E)
n

n→∞−−−→ p.

See Wen [149] for a proof. This theorem states that if an experiment is re-
peated (independently and under the same conditions) a large number of
times, the empirical probability of an event is similar to its true probabil-
ity. The larger the number of repetitions, the closer these two probabilities
become. Therefore, if a dataset is sufficiently large, for every feature, the
empirical distribution of its realizations will be close to the true distribu-
tion. Note that convergence is not always guaranteed, and it depends on
the variability and complexity of the underlying population distribution,
the sampling method used, and the presence of any biases or confounding
factors in the data.

The Central Limit Theorem

The central limit theorem (CLT) states that, for a sufficiently large number
of independent random variables, the distribution of their sum is approxi-
mately Gaussian [113]. We provide the theorem formally before discussing
its implications.

Theorem (Central Limit Theorem after Lindeberg-Lévy). Let
X1, . . . , Xn be a sequence of i.i.d. random variables, each with
mean µ and finite variance σ2 <∞, and let X̄n = n−1(X1 + · · ·+
Xn) be the average over the first n samples. Then, the random
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variables
√

n(X̄n − µ) converge in distribution to a Gaussian
N (0, σ2) as n→∞:

√
n(X̄n − µ)⇝ N (0, σ2),

where ⇝ denotes convergence in distribution.

The presented version of the CLT is the traditional one. Since then, different
versions have been proposed that drop the condition of identical distribu-
tions (CLT after Lyapunov) and independence of the random variables [66].
See Pfeiffer and Schum [113] for proof of the classical version.

The central limit theorem explains why normal distributions, or at least
approximately normal distributions, are so frequently observed in nature. We
can assume that real-world measurements do not measure raw signals but
rather the effect of many individual causes. These causes in themselves are
effects of a set of causes, et cetera. The further we unravel this thought, the
clearer it becomes that measurements frequently combine many individual
signals. The more signals contribute to the measured effects, the more likely
it is to resemble a Gaussian following the central limit theorem. Although
most of the measured effects will not be perfectly normally distributed, a
Gaussian often yields a reasonable approximation [94].

2.2 Density Estimation

Machine learning and data mining aim to learn concepts and deduct models
from data. This data, the training data or historical data X over a feature
space X , consists of real-valued d-dimensional vectors x = [x1, . . . , xd] ∈ Rd

called examples or data points. These can be accompanied by labels y, but
they are irrelevant in this section and hence omitted. Note that it is not a
coincidence that we use the same letter X for the dataset as for a random
variable. As is common in the literature (for an example, see Pan and Yang
[106]), we use a dataset in the role of a random variable. Although P[X] is
typically estimated via the data, due to the law of large numbers, this is
a close approximation of the true ‘theoretical’ probability (that would be
denoted using the random variable) for sufficiently large datasets. Where
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Figure 2.4: Comparison of different density estimators for the length distribution of fish
from the Fish Market dataset [115], including kernel density estimation (KDE) with
varying bandwidths (bw).

the distinction is necessary, we point it out throughout the thesis. In this
section, we briefly review approaches to model the probability density of
datasets, how they can be estimated from the data, and how to use them to
identify outliers.

Parametric Density Estimation

Given a sample of data points from an unknown distribution, the parametric
density estimation approach assumes a specific distribution, such as the
normal distribution, and then finds the Gaussian that fits the data best
[130].

In particular, we choose a specific family of density functions, such as
the Gaussian family in Equation 2.1 (or Equation 2.2, depending on the
data dimensionality). Then, we search for the concrete parameters µ and
σ2 such that N (µ, σ2) represents the dataset the best. In the case of one
Gaussian, this is a simple task: calculating the mean and standard deviation
(or covariance matrix in the multivariate case) of the dataset already yields
a suitable estimate for the parameters. See Figure 2.4 for an example.

However, when fitting a Gaussian mixture model, the task becomes sub-
stantially more complex as we need to estimate the parameters of all indi-
vidual Gaussians. This optimization problem is typically solved using the
expectation-maximization (EM) algorithm [35]. The assumption behind EM
is that each data point in our dataset has been generated by one of k in-
dividual Gaussians, but the concrete assignment is unknown. EM uses this
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assumption to break the overall optimization into two steps, i.e., assigning
the points given the parameters and finding the best parameters given the
assigned points. Given an (often random) initial set of parameters, EM al-
ternates between these two steps until some convergence criterion is met. In
the E-Step, EM calculates for each point the probabilities that it was drawn
from each of the Gaussians. We call them membership probabilities. In the
M-Step, EM optimizes each Gaussian individually for its members, weighted
by these membership probabilities. See Dempster, Laird, and Rubin [35] for
a detailed outline of the algorithm.

An improvement in the convergence speed of the EM algorithm can be
made using a more informed initialization than random parameters. Fre-
quently used is an initial clustering using the k-means algorithm with k

clusters. The initial Gaussians are then centered at the identified cluster
centers. k-means operates similarly to EM. It initially selects k points in the
dataset as the initial cluster centroids. Alternatingly, it assigns all points to
the nearest centroid and then refines the centroid as the mean of the assigned
points. k-means is fast, and the found centroids are often a good starting
point for EM, reducing the number of required iterations until convergence
by a large portion.

Although Gaussian mixture models can already model substantially more
general distributions than a single Gaussian, they are still limited by the
number of individual Gaussians to be included. Using too few Gaussians
leads to underfitting (the corresponding error of the model is often referred
to as the “bias”). Using too many Gaussians leads to modeling the random
noise in the data and hence to overfitting (the corresponding error of the
model is often referred to as the “variance”). Note that the terms “bias”
and “variance” are not used in the above sense in this work. Unfortunately,
finding the right number of Gaussians that leads to the best model is not
straightforward since we cannot distinguish between a true signal and one
observed due to noisy behavior.

A compromise is to use information criteria to trade off model complex-
ity against how well the model fits the data [57]. Two examples we use later
on are the Bayesian information criterion (BIC)

BIC = o ln n− 2 ln L̂
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and the corrected Akaike information criterion (AICc)

AICc = 2o = 2 ln L̂ + 2o2 + 2o

n− o− 1 .

In both cases, n denotes the sample size, o the number of parameters (for a
GMM, that is twice the number k of individual Gaussians plus k−1 weights
for the mixture), and L̂ = P[X |M ] is the likelihood of the observed data X

given the best model M with o parameters. Both criteria are heuristics and
do not guarantee to find the optimal model. BIC typically penalizes model
complexity more strongly than AICc.

Finding the right number of individual Gaussians requires trying a large
set of numbers, calculating the preferred information criterion for each, and
selecting the optimum. While this is computationally expensive, a proba-
bilistic clustering of the input dataset is obtained as a by-product.

An alternative criterion typically used to find the number of clusters in
a dataset is the silhouette coefficient [57]. For a data point x, let a(x) be its
mean distance to all points within the same cluster, and b(x) be the mean
distance to its next closest cluster. The silhouette of a data point is defined
as

s(x) =


1− a(x)/b(x), if a(x) < b(x).

0, if a(x) = b(x).

b(x)/a(x)− 1, if a(x) > b(x).
The silhouette coefficient expressing the cohesiveness of a clustering is then
the average silhouette and a larger coefficient corresponds to better cluster-
ing.

Nonparametric Density Estimation

Parametric density estimation is rather rigid in that one has to choose the
family of density functions beforehand, which limits the expressivity of the
model. In contrast, nonparametric density estimation is more flexible as it
does not constrain the density to a particular parametric family and hence
can capture the flaws and uniqueness of datasets [130].

Due to its simplicity and computational benefits, a widely used nonpara-
metric density estimator is the histogram [130]. First, a range needs to be
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identified over which the density will be evaluated. This can be easily inferred
from the dataset using the range from minimum to maximum, potentially
with a padding range around it. Second, the range is split into equidistant
grid cells or bins. We denote the number of bins with #bins. Third, for each
cell, we count the number of measurements that fall into the cell and as-
sign the count to the cell. To obtain a probability-like result, the cell counts
can subsequently be normalized so they add up to one. Figure 2.4 shows
an example. The main limitation of histograms is that their result strongly
depends on the choice of the grid. Extensions have been proposed that use
non-equidistant grids [130]; however, they sacrifice the model’s simplicity.

More sophisticated and widely popular due to its smoothness is kernel
density estimation (KDE) [130]. Here, we describe Gaussian KDE as this
version of KDE is particularly popular and used subsequently. For a more
general formulation of kernel density estimation, we refer the reader to Sil-
verman [130].

The histogram can be seen as stacking small boxes of height one and
width according to the grid’s width. For each observation, we add one of
these boxes on top of the stack of the corresponding grid cell. If instead of
on the grid cell, we were to stack the boxes right where their measurement
lies, we would overcome the dependency on the concrete grid location and
obtain a more robust result. Gaussian KDE spins this thought further and,
instead of boxes, stacks small Gaussians to obtain smoother results.

Formally, for any point x ∈ R, the Gaussian kernel density estimator f̂

with f being the PDF for N (0, 1) can be evaluated to

f̂(x) = 1
n · bw

n∑
i=1

f
(

x− xi

bw

)
,

where the xi are the n observations in our dataset, and bw is the bandwidth
[130]. The bandwidth controls the smoothness of the overall result. A small
bandwidth corresponds to narrow, little Gaussians and will emphasize noise
in the dataset. A large bandwidth suppresses the noise and focuses on the
general trend of the distribution. Usually, an in-between solution is favorable
in practice. See Figure 2.4 (right) for a comparison of different bandwidths.
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Silverman [130] suggests a rule-of-thumb to choose the bandwidth for a
given dataset with n data points in d dimensions, i.e.,

bw = (n(d + 2)/4)− 1
d+4 .

Unless specified explicitly, we use this method to determine the bandwidth
for the Gaussian KDE.

Outlier Detection

Using density estimators, for any example x ∈ R, we can estimate the like-
lihood L̂ = P[x |M ] = f̂M(x) of x given the model M capturing the density.
Here, the likelihood is the corresponding estimated density f̂M evaluated in
x. If the likelihood of a point is low, it is likely an outlier. However, deciding
whether a point is an outlier requires choosing a threshold for the likelihood,
separating outliers from inliers.

Local outlier factor (LOF) [21] is a parameter-free alternative. Let
dkNN(x) be the distance from x to its kth-nearest neighbor, and Nk(x) the
set of x’s k nearest neighbors, including ties in the case of equally distant
neighbors. The reachability distance rdk(x, x′) = max{dkNN(x′), d(x, x′)} be-
tween two points x and x′ is the distance d between these points, but at
least dkNN(x′) to ensure that all nearest neighbors are assigned the same
distance for statistical stability. The local reachability density lrdk(x) =
|Nk(x)| / ∑x′∈Nk(x) rdk(x, x′) is the inverse of the average reachability dis-
tance of x from its neighbors. Finally, the local outlier factor is

LOFk(x) =
∑

x′∈Nk(x) lrdk(x′)
|Nk(x)| · lrdk(x) ,

which is the quotient of the neighbors’ local reachability density and that
of x. If LOFk(x) ≤ 1, x has a density that is at least as high as that of
its neighbors, and we consider x an inlier. If LOFk(x) > 1, it is considered
an outlier. See Breunig et al. [21] for details. The authors demonstrate that
LOF’s performance is insensitive to the choice of k as long as k is sufficiently
large, such as k = 20.
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Figure 2.5: Visualization of individual data points and their marginal distributions after
transformation of the Iris dataset [41] using PCA and ICA.

2.3 Data Transformation

Linear data transformation techniques transform a dataset X into a new
space, ideally with some beneficial properties, where the axes are linear
combinations of the original axes. This type of transformation is inexpensive
to compute as it can be expressed as a matrix multiplication

x 7→ Ix =: x′,

where each data point x ∈ Rd in the original space is mapped to x′ ∈ Rd′ in
the new space by multiplication with the transformation matrix I ∈ Rd′×d. If
both spaces share the same dimensionality, i.e., if d = d′, the transformation
retains all information contained in the dataset if it is a bijection. A bijective
function maps each input element to exactly one output element and ensures
that no two input elements are mapped to the same output.

However, data transformation techniques are also used to reduce the
dimensionality of the space for d′ < d. This can be beneficial, among other
reasons, when the data is sparse in the input space. It is important to note
that while reducing the dimensionality of the space can be largely helpful
for subsequent modeling tasks, it is a one-way transformation and cannot
be inverted.

This section reviews two popular approaches used subsequently: principal
component analysis and independent component analysis.
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Principal Component Analysis

The idea behind principal component analysis (PCA) is to find those orthog-
onal axes (called principal components) that explain the greatest amount of
variance in the input data [74]. This way, using only the first few com-
ponents and omitting the later ones will reduce the dimensionality of the
data but preserve a large portion of the information contained in the data.
Additionally, the resulting components are uncorrelated.

The principal components can be found as the eigenvectors of the
dataset’s covariance matrix and ordered in descending order based on the
corresponding eigenvalues [74]. Eigenvalues can be found by solving the
equation

Cov(X)v = λv ⇔ Cov(X) = λ
[

1 0...
0 1

]
⇔ det

(
Cov(X)− λ

[
1 0...
0 1

])
= 0.

for λ. The eigenvectors can then be obtained via Cov(X)v = λv, and the
PCA transformation matrix A can be filled column-wise with the eigenvec-
tors in the correct order [74].

As a pre-processing step, the dataset needs to be zero-centered. In order
to ensure fair comparability of feature variation, the dataset can additionally
be scaled such that each feature shows the same range. See Figures 2.5a and
2.5b for the identified principal components in the Iris dataset [41] and the
PCA-transformed dataset, respectively.

Independent Component Analysis

Independent component analysis (ICA), in contrast, does not aim for or-
thogonal axes, but (approximately) statistically independent axes [70]. In-
dependence implies uncorrelatedness, but the opposite direction does not
necessarily hold.

Assume you find yourself in the cocktail party problem: you are in a
room where two people speak simultaneously. Two microphones are placed in
different positions in the room and record the signals x1 and x2, respectively.
We can expect each of the recorded signals to be a combination of both
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individual speeches x′
1 and x′

2, i.e., x1 = a11x
′
1 +a12x

′
2 and x2 = a21x

′
1 +a22x

′
2

for parameters aij that depend on the location of the microphones with
respect to the speakers. In matrix notation, this can be summarized as x =
Ax′, where X ∈ Rd contains the recorded signals, A ∈ Rd×d the parameters,
and x′ ∈ Rd the original signals. The goal of ICA is to recover the original
speeches; however, neither A nor x′ is known [70].

The first assumption to be made is that the x′
j are statistically indepen-

dent. The second assumption is that the input data is normalized to zero
mean and variance one. This is not a restrictive assumption since the input
data can easily be normalized in a pre-processing step. Inspired by the cen-
tral limit theorem, the third assumption is that the original components have
non-Gaussian distributions, although the exact distributions are unknown.
Non-Gaussianity of the x′

j is crucial since the joint density of the observed
signal would not provide any information as to how they could have been
mixed otherwise. Under these three assumptions, Hyvärinen and Oja [70]
present multiple approaches to find A using numerical methods, including
FastICA that iteratively searches for the least Gaussian axes. Finally, the
transformation matrix is the inverse of the mixing matrix, i.e., I = A−1. See
Figures 2.5a and 2.5c for an example of identified independent components
and the ICA-transformed dataset, respectively.

Whereas PCA orders the components by importance, in ICA, all com-
ponents are equally important and not ordered. Hence, it is not advisable to
reduce the dimensionality with ICA. Instead, the dimensionality can be re-
duced using PCA, and ICA can be applied subsequently. Since ICA searches
for independent non-Gaussian components, it is of particular importance for
our research.

2.4 Curve Fitting

For a dataset consisting of tuples {(x1, y1), . . . , (xn, yn)}, it can be helpful
to find a curve (from a family of curves) that describes the behavior of y

with respect to x. This scenario is similar to parametric density estimation
(see Section 2.2), where a family of distributions was pre-selected, and the
concrete parameters were optimized to represent the dataset. Here, instead
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of optimizing the likelihood of the data given the model, we minimize the
distance between the curve and the data.

In least squares optimization [99], this distance is squared (hence the
name) to tackle different signs and obtain a differentiable loss function. Let
ri := yi − f(xi; β), where f is the family of curves to be fitted, and β is the
corresponding set of parameters. The optimization problem translates to

min
β

n∑
i=1

(yi − f(xi; β))2 = min
β

n∑
i=1

r2
i =: min

β
S.

The minimum can be found by setting the gradient to zero and solving the
arising system of equations, i.e.,

∂S

∂βj

= 0 ⇔ 2
∑

i

ri
∂ri

∂βj

= 0 ⇔ −2
∑

i

ri
∂f(xi; β)

∂βj

= 0

for each partial derivative. If we were to fit a line as shown in Figure 2.6
(left), the family would be given by f(xi; β1, β2) = β1x + β2. Hence, the
equations that need to be solved are −2∑i rix = 0 and −2∑i ri = 0.

In some cases, some of the data points might be more important than
others. To account for this effect during the optimization, we can define S

as the weighted sum of squares S = ∑
i wir

2
i with weights wi ∈ R and solve

the system of equations via the gradient as before. Figure 2.6 (center) shows
an example where the left points are assigned a higher weight than the right
ones leading to a different line.
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Similarly to Gaussian mixture models, the complexity of the line needs
to be considered carefully to avoid overfitting. Figure 2.6 (right) shows a
polynomial of degree 5 that fits the data more closely than the degree 1
lines. However, using more complex models will overfit the noise in the data
rather than represent a true trend. To overcome this, information criteria
mark a suitable course of action, as well as penalization terms added to S

that penalize model complexity [99].
In our work, we do not use least squares optimization to fit the data

directly. Instead, we represent the data density as a histogram and fit a
Gaussian to the histogram bin heights, given their position in the grid.
Although unusual, this approach grants us more freedom to manipulate
the weights than parametric density estimation would and, in contrast to
nonparametric density estimation, provides us with a Gaussian density. We
refer the curious reader to Chapter 4 to see this idea in action.
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3 Related Research

Training on a biased dataset with respect to the target data means that,
in order to perform well, the concepts and patterns found in the historical
data need to be transferred to the target task. As humans, we are used
to lifelong learning and transferring knowledge fluently between tasks and
domains [112]. For example, having seen paintings of hedgehogs in a book,
we will be able to recognize a hedgehog on the side of the road. Speaking
French may help the process of learning to speak Portuguese. Metaphors
and analogies in our everyday language are explicit connections between
two different domains. Reading our work may spark ideas or draw connec-
tions in very different contexts. For machine learning models, this concept
of transferring learned knowledge that is crucial when learning from biased
data is not natively granted [106].

Many disciplines have been established under the machine learning um-
brella that attempt to solve different kinds of shifts between datasets, distri-
butions, and tasks. “Transfer learning” aims to transfer a trained model to
a different domain or task [106, 108, 164]. As such, it is particularly popular
in applications such as image recognition [109], where training a model from
scratch would be extremely costly or infeasible due to the lack of data. “Do-
main adaptation” is closely related and often used interchangeably but is
formally defined as a special case where only the marginal distributions be-
tween source and target domains change [106]. However, domain adaptation
also has a different focus than transfer learning: Rather than transferring
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a model, it is concerned with leveraging labeled data from a different do-
main to avoid the expenses associated with labeling the target data [148].
“Dataset shift” has been introduced to summarize a set of problems driven
by the statistics community rather than machine learning researchers [116].
Dataset shift problems generally aim to train a fresh model on a source
dataset that can be expected to perform well on a target dataset under
the assumptions that feature and label spaces remain consistent during the
transfer and at least an unlabeled sample of the target data is available [100].
Driven by a diversity of application scenarios with corresponding induced
assumptions, all three disciplines, i.e., transfer learning, domain adaptation,
and dataset shift, face problems of overcoming biases and shifting knowledge
from their unique perspectives. However, there is a non-negligible overlap
between the disciplines’ core problems. Figure 3.1 visualizes the shared prob-
lem settings when approached from different perspectives and connects them
to the research presented here.

Assuming equal feature and label spaces in source and target domains,
“prior probability shift” refers to a shift in class distributions. “Concept
drift” refers to a change in the relationship between features and labels.
“Covariate shift” describes a change in the feature distribution. “Sample
selection bias” occurs when a sample is drawn non-uniformly from a ground-
truth (target) distribution and can be considered a cause for a covariate shift
rather than a separate category of dataset shift [100]. However, there is a
body of research concerned with specific solutions under the sample selection
bias problem formulation, and it is the closest to our research. Hence, we
consider it to be a separate category of dataset shift.

In this chapter, we demonstrate that dataset biases affect a wide range of
real-life applications. Multiple research areas have been dedicated to mitigat-
ing the effects of biases in many different problem scenarios. However, they
all share their acceptance of the data as it may be and treat the symptoms of
the bias rather than the bias itself. While introducing these different problem
scenarios, we highlight the assumptions regarding ground-truth knowledge
these disciplines make and manifest our research gap: bias mitigation with
no ground-truth information.
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Figure 3.1: Overview of related research areas when approaching from different perspec-
tives. Dashed lines indicate similarities to other research areas, whereas solid lines stand
for categorization of the color-coded umbrella terms “transfer learning”, “domain adap-
tation”, and “dataset shift”.
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The remainder of this chapter discusses all problems integrated into Fig-
ure 3.1 in-depth and is organized as follows: Sections 3.1 and 3.2 discuss
the research areas “transfer learning” and “domain adaptation”, respec-
tively, that are currently in high demand. Section 3.3 discusses “dataset
shift”, a third and more theoretical perspective on distribution shifts be-
tween datasets. These three research areas constitute the three perspectives
from which we approach the core problems “prior probability shift”, “concept
drift”, “covariate shift” and “sample selection bias”. The two latter ones are
most closely related to our research and are discussed separately in Sections
3.4 and 3.5, respectively. Once the foundation is laid, we draw connections to
related research areas. Section 3.6 discusses “imbalanced data” where there
is an imbalance in the class distribution of the dataset, but a model should
be trained that performs, for example, equally well on all classes. “Domain
generalization” is a special case of domain adaptation where no target do-
main is specified. Here, a trained model is expected to generalize well to all
similar potential target domains. We discuss domain generalization in Sec-
tion 3.7. Section 3.8 provides an overview of “fairness in machine learning”,
a research area concerned with avoiding discrimination against individuals
or groups of individuals such as people of certain races, backgrounds, or ages
due to dataset biases. Finally, we conclude the chapter with a discussion of
existing detection methods for dataset shifts in Section 3.9.

3.1 Transfer Learning

Transfer learning [108] covers several kinds of transfer problems and aims
to mimic our human learning using specialized strategies to train machine
learning models under different transfer settings.

For a given target learning task TT in a target domain DT , the idea
of transfer learning is that there might be one or multiple source domains
DS with source tasks TS that can be exploited to support and improve the
training of the target task.

While a distribution shift can occur naturally (and even remain unno-
ticed), it can also be a strategic decision to reduce resource requirements
for a model’s training process. For example, an already trained model might
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be transferred to the target dataset to reduce the computational burden
imposed by the training process or because the target data would be too
small to train the model there [104]. Either way, we are dealing with a bias
between the source and target domain that needs to be accounted for during
training.

Formally, a domain D = (X ,P[X]) corresponds to a feature space X
together with a marginal probability distribution P[X] for X ∈ X [106].
Given such a domain and a label space Y , a task is to learn a predictor
f : X → Y from a training set that estimates the posterior probability dis-
tribution P[Y | X] for Y ∈ Y and X ∈ X . Hence, a task can be written as
the tuple T = (Y ,P[Y | X]). Following this notation, the transfer learning
literature speaks of domains being different, i.e., DS ̸= DT , if either XS ̸= XT

or PS[X] ̸= PT [X] or both. Similarly, tasks are different if either the label
spaces or the posterior distributions or both differ from one another. Note
that traditional machine learning assumes equal source and target domains
as well as tasks. While samples of both source and target domains are ex-
pected, depending on the concrete setting, they may not need to be labeled.

Prime examples of transfer learning are problems involving text data
where large amounts of labeled data might be available from a different do-
main with a pre-trained model and can be transferred to the target domain,
or task [33, 51, 103, 124].

Inherently, transfer learning deals with biases between source and target
domains of different natures [108]: (i) Inductive transfer learning assumes
equal source and target domains, but a shift in the tasks, and some available
labeled data in the target domain, (ii) transductive transfer learning allows
for different domains but expects the same task and a lot of labeled data
in the source domain, and (iii) unsupervised transfer learning assumes both
tasks and domains are different but related. The latter typically expects no
labeled data and focuses on unsupervised methods.

Depending on the availability of labeled data in the source domain, in-
ductive transfer learning can be split further [108]. If large amounts of la-
beled source data are available, the problem is similar to multitask learning
[26], where multiple tasks are to be learned simultaneously. While multitask
learning aims to learn all tasks equally, inductive transfer learning priori-
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tizes one target task [106]. If no labeled source data is available, the problem
setting resembles that of self-taught learning [118] where additional unla-
beled data is used to train distinctive features that improve a target learner.
Common strategies for inductive transfers evolve around careful selection,
or iterative reweighting of training instances with respect to the new task
[33, 146], the identification and transfer of shared features to bridge the gap
between tasks [156], or the learning of shared parameters [93]. Regardless
of the source data availability, inductive transfer learning expects complete
visibility of the target domain and task, i.e., a labeled sample of the target
is expected.

In transductive transfer learning, instead, no labeled target sample is
required, but full visibility of the source domain needs to be granted. Re-
searchers further distinguish between different feature spaces, which yields
a problem setting similar to that of domain adaptation [6] (see Section 3.2),
and identical feature spaces with different marginal probability distribu-
tions of the features in source and target domains. The latter is related to
the problem settings of covariate shift [128], and sample selection bias [158].
Since these problem settings are closely related to our target problem, we
discuss each of them individually in more depth in Sections 3.4 and 3.5,
respectively. A general assumption in transductive transfer learning is that
some unlabeled data from the target domain is available during training
[106].

3.2 Domain Adaptation

Domain adaptation [6] is concerned with aligning the disparity between the
source and target domain in order to train a machine learning model on the
source domain that generalizes well to the target domain [82]. As such, it
can be seen as a special case of transductive transfer learning.

Given labeled samples from a source domain and unlabeled samples of a
target domain, domain adaptation aims to train a generalizable model. If the
purpose of domain adaptation is to predict the labels of the provided target
sample, it is called transductive. If, instead, the trained model is supposed to
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predict the labels of new samples in the target domain, we speak of inductive
domain adaptation [82].

Depending on the relations between source and target label spaces, do-
main adaptation can be further split into the following categories [46]: (i) In
closed set domain adaptation, both domains share the same classes, although
their distributions may differ. Prior probability shifts, covariate shifts, con-
cept drifts, and our research are considered to fall under this category [46].
(ii) Open set domain adaptation expects the source and target domain to
share some but not all classes. For example, datasets containing images of
wild animals in two countries’ wildlife habitats might contain shared species
and ones unique to the respective countries. (iii) If the target classes are
a subset of the source classes, we speak of partial domain adaptation. An
example would be a worldwide animal species database as the source do-
main when species modeling in a particular country is targeted. (iv) The
most general case is universal domain adaptation where no prior knowledge
about the label spaces is available. In this setting, researchers first need to
identify common classes and place their problem into one of the previous
three settings [46]. Ben-David et al. [12] investigate under what conditions
a classifier trained on the source domain can generalize well to the target
domain and provide bounds for the expected errors.

With the assumption of an unlabeled sample of the target domain, do-
main adaptation is enclosed by semi-supervised learning [45] and domain
generalization [163]. In semi-supervised learning, a large pool of unlabeled
data can be leveraged in tandem with a small labeled dataset, both from
the target domain, to improve the quality of a trained model. In domain
generalization, the target domain is entirely unknown. See Section 3.7 for
details.

3.3 Dataset Shift

In 2009, Quionero-Candela et al. [116] coined the term dataset shift for
problems in machine learning where the joint distribution of the source data
differs from that of the target data, i.e., PS[X, Y ] ̸= PT [X, Y ]. Three years
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later, Moreno-Torres et al. [100] made an additional effort to unify exist-
ing definitions and terminology regarding different types of dataset shifts.
Although the umbrella term “dataset shift” is rarely used throughout the
literature, the terms for the specific problems have become the standard.

Depending on the causal relationship between covariates and the class
label, we can split learning problems into the following [47]: (i) X → Y

problems, in which the values of the covariates causally determine the class
label, and (ii) Y → X problems, in which the class label causally determines
the values of the covariates. An X → Y example would be fraud detection,
where the user’s behavior causes the label. In contrast, medical diagnosis
typically is a Y → X problem since the disease causes the symptoms [100].

Following the categorization by Moreno-Torres et al. [100], there are three
types of dataset shift that can occur: Prior probability shift, concept drift,
and covariate shift. Sample selection bias is often considered to be either a
synonym for covariate shift [67], a special case or a cause thereof [100], or
a separate type of dataset shift [137]. Since it is the closest to our research,
we present it as a separate category.

Prior probability shift, also called label shift, refers to a change in class
distribution, i.e., PS[Y ] ̸= PT [Y ] but PS[X | Y ] = PT [X | Y ], and appears
only in Y → X problems.

Concept drift refers to situations where the relationship between features
and labels changes between source and target data. For X → Y problems,
this means that PS[Y | X] ̸= PT [Y | X] while PS[X] = PT [X]. For Y → X

problems, the roles of X and Y are swapped.
Covariate shift is the analog of prior probability shift for X → Y prob-

lems and is discussed in-depth in Section 3.4. Similarly to concept drift,
sample selection bias is defined for both types of problems. We present the
X → Y version in Section 3.5, however, the definitions for the Y → X

problem can be obtained by swapping X for Y and vice-versa.

3.4 Covariate Shift Correction

Covariate shift describes the scenario that training and test set are “shifted”
in terms of features, i.e., PS[X] ̸= PT [X], while the label distributions are
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invariant, i.e., PS[Y | X] = PT [Y | X] [59, 100]. The goal is then to use
the available source data to train a model that overcomes the bias and
performs well on the target data. An often implicit assumption of covariate
shift correction is that an unlabeled sample of the target domain is available
to enable the shift.

Another critical assumption for a successful shift is that the support of
PT , that is, the subset of the feature space with non-zero probability, is
contained in that of PS as the training set cannot be shifted towards the
test set otherwise. This is an assumption we do not make. In fact, we assume
that parts of the test space are not represented by the training dataset.

A recent application of covariate shift correction techniques is image
re-identification, where a person needs to be spotted in images taken with
different cameras in different environments and angles [133]. Another ex-
ample of covariate shift occurs in the drug discovery process [96], where
predictive models are trained on known drugs but expected to generalize to
unexplored compounds.

Shimodaira [128] shows that minimizing a loss function l on an appropri-
ately weighted training set is equivalent to minimizing the loss on the test
set as

E(X,Y )∼PT
[l(X, Y, θ)] = E(X,Y )∼PS

[
PT [X, Y ]
PS[X, Y ] l(X, Y, θ)

]
.

We denote the weights as β(X, Y ) := PT [X,Y ]
PS [X,Y ] . As a result, assuming that

there exists a way to estimate β(X, Y ), a classifier can be trained on the
weighted training set and will be able to perform well on the test set.

The traditional approach to obtain β is importance reweighting. After
estimating both probability distributions (either directly [158], via the se-
lection probabilities [89], or via the class distributions if available [139]),
their quotient evaluated for every training sample yields the weights. In
all direct approaches, the quality of the obtained weights depends strongly
on the estimates of the required measures. As density estimation typically
struggles in high-dimensional applications [136], the weights will be compro-
mised [59]. Smith and Elkan [131] suggest a subsequent gradual refinement
of the weights using the expectation-maximization algorithm.

A strategy to avoid the density estimation and hence to improve the
obtained weights is kernel mean matching (KMM) [67]. After mapping both
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sets into a reproducing kernel Hilbert space (RKHS), the weights minimize
the maximum mean discrepancy between the weighted training data and
the test data. Under the assumptions made above regarding the label distri-
bution invariance and the support, the weights obtained in the RKHS are
proven theoretically to converge to β [157]. The KMM minimization prob-
lem can be formulated as a quadratic program. More efficient extensions
involve repeated sampling of the test set [98] or the training set [28] before
aggregating the obtained weights.

Sugiyama et al. [141] propose a direct approach, Kullback-Leibler impor-
tance estimation procedure (KLIEP), that estimates β by minimizing the
Kullback-Leibler divergence between the true test density and the weighted
training density. This approach overcomes the need for intermediate den-
sity estimation and the implied performance drop in high dimensions. Sim-
ilarly, Bickel, Brückner, and Scheffer [14] suggest learning a discriminative
model that estimates the weights directly. In the domain of natural language
processing, importance reweighting has been reported to perform poorly in
many scenarios. Xia, Pan, and Xu [154] attribute this to the increased risk of
overfitting to a few examples that have been weighted highly. To overcome
this problem, the authors suggest introducing limits and penalization terms
into the loss function when learning the weights directly.

A large body of research has been dedicated to quantifying the expected
error in classification caused by the covariate shift. Tripuraneni, Adlam,
and Pennington [145] provide a recent extension of existing estimates and
an overview thereof. The authors prove that stronger shifts cause larger
error gaps, and a linear relation exists between training and test error in the
presence of a covariate shift.

3.5 Sample Selection Bias

Sample selection bias occurs when a sample is drawn non-uniformly from a
ground-truth distribution, i.e., it forms a biased sample, and hence is not
representative of this distribution [137].

Prime examples of this scenario are surveys or political polls via tele-
phone or on the street. The accessibility and the participant’s momentary
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mood determine the sample more than the desire to capture the entire pop-
ulation accurately [137]. Similarly, sample selection biases are found when
browsing the news feed on social networks since people are more apt to post
their successes than failures or standard events. The choice of news to be
covered and broadcast is biased by limited resources, ideological affinities,
information availability, and others [20]. Credit scoring models can only be
developed based on applicants accepted in the past. Assuming that a bank
does not hand out credits randomly but selects only candidates most likely
to repay their loan, this selection makes for a biased subset [100]. Another
example is species habitat modeling, where the data is typically biased to-
wards the more accessible sampling sites [42].

To formally define sample selection bias, the literature typically intro-
duces a selection variable s : X → {0, 1} that outputs for each data point
if it is contained in the observed sample (s = 1) or not (s = 0). With the
selection variable, we can express the joint distributions in the source and
target domains, respectively, as:

PS[X, Y ] = P[X, Y | s = 1] = P[s = 1 | X, Y ]P[Y | X]P[X]
and PT [X, Y ] = P[X, Y ] = P[Y | X]P[X].

By definition, the support of the biased sample is contained in the support
of the target domain [32]. Note that this is the essential difference between
sample selection bias and covariate shift, where the target space is expected
to be covered by the source support. Note that this scenario is substantially
different from missing values [23, 114]. Rather than imputing single missing
feature values for examples, sample selection bias deals with entirely missing
examples.

There are different scenarios to consider under which the sample was
obtained, that is, there are different dependencies of the selection variable s

and an example (x, y) ∈ X × Y [100, 158]:

■ The sampling method is completely independent of the features and
labels. This means that s is independent of x and y, i.e., P[s = 1 |
x, y] = P[x, y]. In this case, the sample represents the ground truth and
is not biased. The statistical literature speaks of missing completely at
random (MCAR) [91].
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■ The sampling method is independent of the labels, i.e., P[s | x, y] =
P[s | x]. This case is known as missing at random (MAR) [91]. In
practice, these assumptions can be fulfilled by including all variables
that led to the decision to include a sample. For example, in a medical
treatment study, including the variables the doctor used to decide who
obtains the treatment results in a MAR bias [158].

■ The sampling method is independent of the features, i.e., P[s | x, y] =
P[s | y]. This scenario corresponds to a prior probability shift [3, 30].

■ No independence assumption can be made between x, y and s. This
scenario is coined missing not at random (MNAR) [91] and constitutes
the more severe case as it can induce multiple types of biases [100].
Here, no unbiased model can be learned from the biased sample unless
we can access an additional but hidden variable xs controlling the
selection, i.e., P[s | xs, x, y] = P[s | xs].

If a MAR bias is observed, a weighting technique similar to the impor-
tance reweighting approach for covariate shift correction can be employed to
train a model suitable for the target domain. Following the bias correction
theorem presented by Zadrozny [158], for a model with parameters θ and
a loss function l, minimizing the loss on the target test set is equivalent to
minimizing it on an appropriately weighted training sample because:

E(X,Y )∼PT
[l(X, Y, θ)] = E(X,Y )∼PS

[
P[s = 1]

P[s = 1 | X] l(X, Y, θ)
∣∣∣∣ s = 1

]
.

Hence, we can train an unbiased classifier on the biased sample if we weigh
each training instance x, since P[s = 1] is constant for all x, with a weight
1/P[s = 1 | x] [14]. While the results are guaranteed to be correct with
perfect weights, those weights need to be estimated, which commonly in-
troduces inaccuracy [32, 92]. The key to determining those weights is to
model s. This can be done using prior information on the selection criteria
or learning s using an unlabeled sample of the rejected instances (i.e., those
instances with s = 0) [14, 131, 136].

In the case of MNAR bias, the selection bias can depend on features
and labels. Using an additional sample of rejected instances, Zadrozny and
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Elkan [159] suggest training one classifier that predicts the selection variable
s before using it alongside the other observed features to train a model
for the class labels. Tran and Aussem [144] demonstrate that importance
reweighting is a valid option under the MNAR setting, even when the hidden
variable xs is only partially observed in the target set.

The problem we attempt to tackle, as formulated in Section 1.1, falls
under the category of selection bias. We make no assumptions as to the
dependencies of the selection variable and additionally restrict the bias de-
tection and mitigation to only the source data. No information on potential
target domains or samples thereof is provided. To the best of our knowledge,
we are pioneering this field.

3.6 Imbalanced Data

In many real-world datasets with multiple classes, some classes might domi-
nate others that are heavily under-represented. During the learning process,
a machine learning model would most likely focus on the majority classes
and accept errors in the minority classes since they contribute less to the
loss function. This problem is called imbalanced data [77, 137].

Depending on the application, the correct prediction of the minority
classes can be of great importance. For example, consider rare events such
as loan defaulting in credit scoring models or detecting a rare disease in
a large pool of blood samples. In both cases, we need to ensure that the
positive samples are not dominated during the learning process.

To solve the imbalanced data problem, researchers typically choose to
transform it into a distribution shift problem where the target distribution
of labels is known explicitly: It should be approximately uniform. Hence,
the problem can be seen as a special case of selection bias, and reweighting
strategies can be used to emphasize the minority classes, such as the loan
defaulters in the credit scoring examples. Alternatively, imbalanced data can
be treated as a prior probability shift with a known shift [77, 137].
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3.7 Domain Generalization

In contrast to domain adaptation, domain generalization aims to generalize
a model from one or multiple distinct but similar source domains to any
unknown differently distributed target domain [163].

The problem of domain generalization was first introduced by Blanchard,
Lee, and Scott [16] and Muandet, Balduzzi, and Schölkopf [102] later coined
the term. It is frequently used in applications such as object recognition,
where a trained model might need to generalize to new environments or
viewpoints, as well as the similar scenarios of action recognition, face recog-
nition, speech recognition, and others [163].

Formally, given datasets drawn from similar but distinct source domains,
the task of domain generalization is to train a model that minimizes the
prediction error on an unseen target domain. During training, the target
domain is not known. Depending on the number of source domain datasets,
researchers distinguish between the more common multi-source domain gen-
eralization [16] and the less common single-source domain generalization [69,
147].

Popular approaches to solving the domain generalization problem include
domain alignment, where the multiple source domains are exploited to learn
domain-invariant features [102], data augmentation through a transforma-
tion of the provided examples, or ensemble strategies. We refer to Zhou et
al. [163] for a recent and comprehensive overview of different approaches.

Single-source domain generalization is closely related to our research.
The major difference is that domain generalization aims to generalize a spe-
cific model toward all related domains. In contrast, we aim to correct a biased
dataset towards the unbiased ground truth. Our approach is independent of
the choice of model or even learning task.

3.8 Fairness in Machine Learning

The literature on fairness in machine learning [52, 97, 134] focuses on bi-
ases towards certain individuals or groups of people resulting in unfair or
discriminating model predictions. The characteristics of these groups, e.g.,
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race, gender, age, or income of the individuals, have to be pre-defined and
are considered “protected” attributes. Fairness problems are typically selec-
tion biases or covariate shifts. However, they assume categorical datasets
with specific pre-defined features causing the biases. These changes result in
fundamentally different mitigation strategies, as we present below.

“Fairness” is difficult to define and quantify, and many potential defi-
nitions have been proposed. Following Mehrabi et al. [97], those definitions
can be roughly categorized into (i) individual fairness [44] where similar
individuals should receive similar predictions, (ii) group fairness [83] where
all groups (based on pre-defined criteria) should be treated equally, and (iii)
subgroup fairness [78, 79] which aims to combine both. The choice of a suit-
able metric assessing fairness depends on the practitioner’s interpretation of
what fair means in their specific context; there is no one-size-fits-all solution
[49].

Unfairness in machine learning predictions typically stems from either
bias in the dataset or algorithmic bias. Methods to achieve fairness in the
dataset have been proposed and are independent of subsequent tasks and
models [97]. They mainly include attempts to improve data transparency by
documenting the exact data gathering process, as well as standard descrip-
tive statistics [54], visualization [18, 19, 88], or tests for the underrepresen-
tation of certain clear-cut groups (like age or race groups) in tandem with
mitigating sampling strategies [48, 75].

Approaches to improve algorithmic fairness are typically domain- and
task-specific and can operate either as pre-, in-, or post-processing steps [97].
Bellamy et al. [11] provide guidance on when in the machine learning cycle
the bias compromising the fairness of a trained model is best corrected (i.e.,
during pre-, in-, or post-processing) and offer a framework that integrates
implementations of state-of-the-art approaches. Other toolkits to identify
biases have been proposed: FairML [2], Themis [53], and FairTest [143] are
auditing tools that test predictive models for biases with respect to protected
attributes. Aequitas [123] audits the dataset rather than the model and
employs several metrics to identify fairness breaches. Additionally, there
are other toolkits that aim to not only identify but also mitigate the bias:
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Themis-ML [8] and Fairness Comparison [50] both contain a subset of those
bias mitigation strategies implemented in the AI Fairness 360 toolkit [11].

Bias mitigation techniques during pre-processing included in the AI Fair-
ness 360 toolkit are the following. Kamiran and Calders [75] suggest either
suppressing those attributes that correlate strongly with the sensitive ones,
“massaging the dataset” by changing some labels to lower the influence of
the unfair bias, reweighting towards a discrimination-free dataset, or sam-
pling instead. Zemel et al. [160] learn suitable representations that obfus-
cate sensitive information while preserving as much individual information
as possible. Calmon et al. [25] combine previous ideas into a probabilistic
framework that allows trading off discrimination control against data utility.

Overall, these bias mitigation techniques rely on discrete features and
particular protected attributes that are not allowed to impact the resulting
predictions. Similarly to those problem settings presented in Figure 3.1, the
bias mitigation strategies to achieve fairness have an ideal of what is fair
in mind, that is, some form of ground truth to strive for. As such, they are
substantially different from the problem we face.

3.9 Dataset Shift Detection

Independently of the concrete type of shift between source and target
dataset, traditional machine learning techniques fail to adapt since they
rely on the i.i.d. assumption of their inputs. Since the model development
is carried out on one or multiple training and test sets that stem from the
same source data, a shift will remain undetected during training [161]. To
avoid poor performance of the trained model on the target data, it is crucial
to test for shifts routinely during model deployment.

Assuming a gradually incoming stream of target data points the model
should be applied to rather than a fixed target dataset, detecting a shift
from as few examples as possible is key as it implies an early alarm.

For the first target point, the problem of detecting a distribution shift is
essentially outlier detection [27]. The more target points come in, the more
confident statistical two-sample tests or multiple univariate tests comparing
both target and source samples can detect different distributions. However,
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those statistical tests scale poorly to large high-dimensional datasets [117].
Lipton, Wang, and Smola [90] suggest incorporating dimensionality reduc-
tion techniques and propose black box shift estimation (BBSE) to detect
prior probability shifts. Rabanser, Günnemann, and Lipton [117] build on
BBSE and investigate the impact of different methods and dimensionality
reduction techniques on general dataset shift detection.

While these methods seem highly effective based on the presented exper-
imental results, they require unlabeled target data to identify a distribution
shift. In contrast, we focus on detecting biases inherent in the source data
without any target data availability.
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4 Single-Cluster Selection
Bias Identification and

Mitigation

The research presented in this chapter has been adapted from

K. Dost, K. Taskova, P. Riddle, and J. Wicker, “Your best guess
when you know nothing: Identification and mitigation of selec-
tion bias,” in 20th IEEE International Conference on Data Min-
ing (ICDM 2020), IEEE, 2020, pp. 996–1001. doi: 10.1109/
ICDM50108.2020.00115.

The results of this chapter are available in the GitHub repository
github.com/KatDost/Imitate and the proposed algorithm is contained in
the PyPI package imitatebias.

4.1 Introduction

Machine learning typically assumes that training and test set are indepen-
dently drawn from the same distribution (i.i.d. assumption). However, this
assumption is often violated in practice which creates a bias. As demon-
strated in Chapter 3, many attempts to identify and mitigate the impact of
this bias on a model have been proposed, but they usually rely on ground-
truth information and build upon the assumption that the researcher is
aware of the bias.

But what if the problem already appears in the data-gathering process?
Unexpected selection biases can occur during the data collection phase. For
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example, consider the fisherperson collecting information about fish species
and counts in a lake that we discussed in Chapter 1. Her choice of the
fishing net might induce a bias if it limits the characteristics of fish that
can be caught, such as their size. Costly re-measurement or fragile domain
adaption approaches can often be prevented if the bias is identified during
the data collection. For example, the fisherperson could have replaced her
net if she had been aware of the bias she was creating.

Most machine learning techniques consider the data as given and miti-
gate the bias of the model instead of the dataset itself. In contrast to prior
work, we aim to solve the problem of selection bias identification and miti-
gation on the dataset itself when (a) we may not know if we have a bias and
(b) we have no ground-truth information on our dataset. Mitigating the bias
in the dataset itself allows us to detect biases already in the early stage of
data gathering, which might help the researchers improve the data quality
by avoiding bias in the first place.

Although we do not know how the ground truth is distributed and hence
do not know what to strive for, we believe that in many cases, there are
indicators for a selection bias hidden in the biased dataset itself. Intuitively,
we would expect a trained model to perform well on the domain it is designed
for, and we allow a certain amount of error around the fringes and would not
expect it to perform on entirely different data. This describes a Gaussian-
like shape of density. We also expect a reasonably smooth data distribution,
particularly for larger datasets. For example, for the fish measurements, the
bias created by the choice of the net would cause a smooth distribution for
larger fish and then a sudden drop in the fish size distribution when looking
at smaller fish counts. This would violate the smoothness assumption.

Motivated by these intuitions, in this chapter, we propose Imitate
(Identify and MITigATE Selection Bias), a technique that checks the data
distribution and generates points to match a smooth Gaussian probability
density. If the artificial points focus on specific areas, this could indicate a
selection bias where these areas are underrepresented in the sample. The
researcher can verify these areas by either using additional data from other
sources or by extending her data gathering. Although designed in a way
that supports the data collection process, Imitate is also applicable at a
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D

B IÎ

Reconstruction Problem

s = 1 s = 0

reconstruct

Figure 4.1: Problem 2: A subset B of a dataset D is drawn according to a selection
attribute s. The task is to reconstruct I = D \B, resulting in a dataset Î.

later stage as a preprocessing step that helps to prevent an induced bias in
a model trained on the biased dataset.

The remainder of this chapter is organized as follows: Section 4.2 formal-
izes the general problem statement introduced in Section 1.1 and refines it to
the additional assumptions made here. Section 4.3 introduces the Imitate
algorithm before Section 4.4 studies its behavior experimentally. Finally,
Section 4.5 concludes with a discussion.

4.2 Problem Statement

Leaning on the problem formulated in the sample selection bias literature
(see Section 3.5), we propose a method to solve the following problem state-
ments that works in an unsupervised manner, i.e., it does not exploit any
information about different classes. If it is applied in a supervised setting
where several classes are present, the data is split according to the label, and
then the method is applied separately. Since the supervised setting offers pos-
sibilities for evaluation and comparison beyond domain expert consultation
or interpretation, we formulate both problem statements here. See Figure
4.1 for a visualization.

Problem 1 (Supervised Setting).
Let D = {(x1, y1), . . . , (xm, ym)} ⊂ Rn × L be an (unknown) n-dimensional
real-valued labeled dataset consisting of m feature-label pairs (xi, yi). D
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is representative of an underlying distribution D that we consider as the
ground-truth. A biased subset B ⊆ D is drawn as follows: A selection vari-
able s decides for each tuple (xi, yi) ∈ D if it is contained in B (s = 1), or
discarded (s = 0). We consider s to be dependent on the present features or
the class label. Given only B, the goal is to approximate I := D \B by a set
Î such that the gap between the accuracy of a classifier trained on D and
that of a classifier trained on B ∪ Î is minimal.

Problem 2 (Unsupervised Setting).
Assume the same setting as in the supervised case for the one-class case
|L| = 1. Given only B, the goal is now to approximate I := D \ B as well
as possible such that the distribution of B ∪ Î reflects D.

As described above, a solution for Problem 2 can be extended to one for
Problem 1 by treating every class label separately. If Problem 2 were solved
and returned a good approximation of I, a similar classifier performance
would be guaranteed. Note that the assumption that only B is available
is a very strong restriction, but it enables us to detect potential selection
biases of which researchers might not have been aware. The outcome needs
to be carefully evaluated together with domain experts or validated using
additional data from other sources.

4.3 Proposed Method

The problems introduced in Section 4.2 are important but hard problems and
cannot be solved in all cases, but we will show in this section that, in many
cases, there is something we can do. For example, a dataset measures the
occurrences of different flower types together with geospatial coordinates,
but for a certain area there are no measurements. In the case that the
measurements are missing because the bespoken area is restricted and not
publicly accessible, solving Problem 2 makes sense, and our proposed method
helps overcome the bias by imitating the measurements in this area. But if
the data in this zone is missing because it is a lake and there are no flowers,
an attempt to “reconstruct” the area would conceal the true distribution.
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(a) Reconstruction

Biased True Data

Refilled Data

(b) Gaussian Fitting per Dimension

Fitted Distribution Biased Data Fill up

Figure 4.2: The figure shows the central idea of Imitate: (a) shows a dataset (grey) with
a clear bias that has been “reconstructed" (gold). (b) shows both dimensions separately
(x-axis left, y-axis right). The dataset is represented by a histogram (grey), a normal
distribution density is fitted to the histogram (pink line), and the gap between fitted and
present density shows where to generate points (gold).

The only way to distinguish between these two cases is to consult domain
experts.

Aiming to solve the problems wherever useful, we introduce Imitate
(Identify and MITigATE Selection Bias), a simple, modular and extendable
approach.

Imitate mainly checks for underrepresented parts in the distributions
to identify missing zones and monitors the confidence in its own results
to decide if the output should be reported or discarded since it probably
reflects noise or algorithm-inherent problems. Figure 4.2 shows an example
of the central idea. Given the biased dataset (grey in Figure 4.2a), Imitate
measures the density for each (transformed) variable separately, e.g., in the
form of a histogram (Figure 4.2b, grey bars). It then fits a Gaussian density
function to the histogram bins (Figure 4.2b, pink lines) and fills up the gap
between present and fitted distribution with generated data points (golden
in both Figures 4.2a and 4.2b).

Although fitting only one Gaussian to the observed data is a strong
assumption that might not hold true for all datasets we might possibly
encounter, it is a valid starting point due to the following reasons. First,
Bareinboim et al. [9] prove theoretically that the true class label distribu-
tion cannot be recovered from the biased dataset alone without utilizing
additional data or assumptions, so some assumption is necessary. Second,
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following the central limit theorem, numerical real-world observations fre-
quently are approximately Gaussian which makes normal distributions very
common [94].

However, we can assume that not all distributions we might encounter
are normally distributed. To avoid misleading results, in this case, we need
to test if a Gaussian fits the data ‘reasonably well’ and refuse any further
outputs if not. Since the observed dataset is potentially biased, skewing
its distribution, the acceptable margin necessarily needs to be sufficiently
large. Hence, if the true data distribution is similar to (but not exactly)
a Gaussian, this distinction will likely not be detected. But since we can
expect smoothing over the data distribution to improve the data quality
regardless, the implications of assuming a Gaussian distribution are overall
benevolent.

Algorithm 1 gives an overview of the main components of the algorithm.
Imitate takes a (biased) labeled dataset as input and separates the classes
(Line 4). The subset X ′ is then transformed into another coordinate system
where underrepresented parts of the distribution might be more clearly vis-
ible. For each dimension separately, the data density is represented by, e.g.,
a histogram that we use to fit a distribution density (Line 8). The gap be-
tween this estimated (unbiased) distribution D̂ and the present distribution
is the area that we identify as Î. We then generate random data points in
this area such that B including these points is distributed according to that
estimated distribution D̂ (Line 11). The algorithm then estimates its confi-
dence in the produced set of points and decides whether to keep or discard
them (Line 14).

Note that we can choose all necessary parameters for Imitate by either
using a domain expert or by selecting the parameter set with the highest
confidence. If we use confidence, we cannot guarantee that the algorithm
outputs the best possible solution but the one in which it is most confident.
The remainder of this section discusses the different elements of Algorithm
1 in detail.
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Algorithm 1 Imitate: Simplified main algorithm
Input: A (biased) labeled dataset B = (X, y) ⊂ Rn × L
Output: A set of added labeled datapoints Î = (X̂, ŷ)

1: function Imitate(X, y)
2: X̂, ŷ ← [ ]
3: for all classes c ∈ L do
4: X ′ ← {xi ∈ X | yi = c} ▷ split classes

▷ Remove outliers, transform coordinate system
5: X ′ ← transform(X ′)
6: for all dimensions d ∈ {1, . . . , n} do

▷ Represent density over a grid, e.g., by KDE
7: Rd ← representDensity(X ′

d)
8: Fd ← fitDensity(Rd) ▷ Fit a Gaussian
9: Gd ← Fd −Rd ▷ gap fitted vs. true data

10: end for
▷ Generate points according to the gap distribution

11: X̂ ′
c ← fillGap(G1, . . . , Gn)

▷ Transform back to the original coordinate system
12: X̂c ← transformBack(X̂ ′

c)
▷ Estimate overall confidence in the result, remove points with
low individual confidence

13: X̂c, confc ← removeLowConfidence(X̂c)
▷ Store remaining generated points

14: X̂.append(X̂c)
15: ŷ.append([c] * |X̂c|) ▷ add c until |ŷ| = |X̂|
16: end for
17: conf ← [conf1, . . . , conf|L|]
18: return X̂, ŷ, conf
19: end function

4.3.1 Transformation

Given the input data belonging to one class, the feature space might need
to be transformed into another space that gives a better view of the present
probability densities. In order to do so, we first use the local outlier factor
technique [21] to remove outliers as a preprocessing step. This technique
is beneficial since it is neighborhood-based and hence supports arbitrary
dataset shapes (e.g., banana-like shapes) and does not require parameter
choices.
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In the examples provided in Figure 4.2, there is a bias based on a selection
variable that only relies on one of the features. This is easy to detect and does
not need to be transformed in advance. However, if the selection variable
depends on several features, bias in the densities over the axes will be less
visible. Hence, we transform the data in another coordinate system in which
the densities are aligned in a way that reveals missing areas (Figure 4.2,
gold).

Independent component analysis (ICA) [70] aims to reconstruct indi-
vidual signals if only a weighted sum of them is known. It searches for a
transformation to a new space described by independent components sep-
arating the individual signals. According to the central limit theorem [66],
those components that show the least similarities of the data density to a
Gaussian are most likely individual signals, whereas the Gaussian-like com-
ponents indicate a mix of signals. Based on that observation, ICA searches
for the independent components that show the least Gaussian density for a
dataset.

Since we are interested in the components with the most visible deviation
from the normal distribution, we use ICA as a heuristic and transform the
dataset into the space defined by the components. Note that if all dimensions
are normally distributed, ICA will not be able to find a solution. That helps
us prevent Imitate from artificially generating a bias that was not present
beforehand.

4.3.2 Density Representations

The previous step outputs the data transformed into a new coordinate sys-
tem. If we want to search for missing areas in the data distribution, we first
need to find a discrete representation of the density that we have in the
dataset, so we focus on one coordinate axis at a time. The most straight-
forward choice is a histogram. Histograms work well in many cases because
they show a very clear drop of neighboring bin heights if there is a clear
border between the biased and the present zone (see Figure 4.2b top). How-
ever, unless the dataset is very large, they are sensitive to the choice of bin
sizes and positions in the sense that the resulting histogram changes a lot if
these parameters are slightly altered.
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For smaller datasets (or large datasets with classes that contain only
small amounts of examples) Imitate uses kernel density estimators (KDE)
with Gaussian kernels to represent the density. The estimator is then eval-
uated over a 1-dimensional equidistant grid, which results in a similar rep-
resentation to the histogram bins, but it is smoother.

We let the user choose the density representation. As a rule of thumb,
we experienced in our experiments that classes of up to 5000 instances are
well represented by a KDE, whereas for larger sets, the difference dimin-
ishes, and the histogram representation is much faster. Either way, this step
returns a 1-dimensional grid together with evaluations that are considered
representative of the entire grid cell. Note that the granularity of the grid,
i.e., the number of bins/grid cells, can be considered a user-defined constant
or be chosen according to the highest confidence value.

4.3.3 Distribution Fitting

Based on a discrete representation of the data probability density, it should
be possible to identify locations where data might be missing due to a bias.
Therefore, we fit a distribution to that representation such that the density
reveals these locations.

Many observations in real-life applications can be at least approximated
by a normal distribution [94] since we can assume that several independent
factors contribute to the output due to the central limit theorem. This is
the main inspiration for Imitate. Assuming that the original dataset D is
normally distributed, the algorithm tries to fit a normal probability density
function to the observed dataset B.

Given the density representatives r1, . . . , r#bins of the dataset over a 1-
dimensional grid with cell centers g1, . . . , g#bins (the output of the density
representation step; Section 4.3.2), we are aiming to fit a Gaussian to the
estimates. A Gaussian is generally defined as a function of the form g(x) =
a exp (−(x− b)2/2c2) for a, b, c ∈ R and c ̸= 0. In the case of a = 1/(σ

√
2π),

b = µ and c2 = σ2 the Gaussian equals the probability density of a normally
distributed random variable with mean µ and variance σ2.

Imitate initializes the parameters such that the highest bin fits the
peak of the Gaussian and then uses uses the position of the highest bin as
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an initial estimate for the mean µ, calculates the variance σ2 of the present
data based on that mean, and adjusts the scaling factor a to match the
highest bin value. Starting with these initial values, we use a weighted least
squares optimizer [99] to solve the optimization problem

min
a,b,c

#bins∑
i=1

wi (g(gi; a, b, c)− ri)2

with the weights wi = r2
i .

The weights are designed in a way that the optimizer puts more emphasis
on high bins and is granted more freedom on the areas where very little or
no data is present, i.e., the areas where we suspect the data is missing due to
bias. We omit further details on the choice of weights here but provide them
in our repository. Looking at the example presented in Figure 4.2b (right),
equal weights would result in a probability density that is more shifted to
the left in order to capture the bin heights below 1 correctly. Although
that would be the closest fit to the present dataset, it does not indicate
the potentially biased regions. Once the optimal parameters for â, b̂, ĉ are
estimated, we evaluate g(gi; â, b̂, ĉ) over the same grid and return the fitted
values f1, . . . , f#bins.

In many cases, it is not possible to find one well-fitted Gaussian, e.g., if
the dataset consists of two clusters. If the gap between the fitted and the
present distribution becomes very large, we assume that the result is not
reliable. To overcome this, we constrain |Î| ≤ η · |B| for a user-defined η.
In our experiments, we used η = 1, which seems to be a reasonable choice.
If no solution can be found, this step returns f1, . . . , f#bins = r1, . . . , r#bins,
the input values.

4.3.4 Generation

Having transformed the data density into the representation R =
r1, . . . , r#bins and the fitted Gaussian evaluated over the same grid, F =
f1, . . . , f#bins (the outcomes of the steps described in Sections 4.3.2 and
4.3.3, respectively), Imitate next generates points that can lift the present
density to the fitted one when added to the training set. These ri and fi have

56



Algorithm 2 Imitate: Fill in the Gap
Input: Gap vectors Gd and fitted density vectors Fd over 1D-grids with cell

centers gd
1 , . . . , gd

#bins for each dimension d ∈ {1, . . . , n} restricted to one
class c

Output: A set X̂ ′
c of generated data points for this class

1: function fillGap(G1, . . . , Gn)
▷ Determine the number of points to be generated

2: #points← maxd∥Gd∥1
3: for all dimensions d ∈ {1, . . . , n} do
4: #pointsd ← ∥Gd∥1 ▷ Points for this dimension

▷ Convert to cumulative density function
5: G′

d, F ′
d ← convertToCDF(Gd, Fd)

▷ Get mixed CDF for this dimension
6: pG

d ← #pointsd/#points
7: CDFd ← pG

d ·G′
d + (1− pG

d ) · F ′
d

▷ Draw #points coordinates according to CDFd

8: xd ← random(CDFd, #points)
9: end for

▷ Combine single coordinate vectors and return
10: return X̂ ′

c =
[
xT

1 , . . . , xT
d

]
11: end function

been calculated for each dimension and class separately and help decide in
which grid cells data needs to be generated. Figure 4.2b marks these cells
in gold. The size of the golden bins indicates the number of points that are
required to match the fitted distribution (pink line).

Algorithm 2 presents an overview of this step. For each dimension d and
class c, we measure the gap between fitted and present density in order to
determine how many points need to be added until this dimension’s fitted
density is achieved, i.e., #pointsd = ∑

i max{fi − ri, 0} = ∥Gd∥1 where
∥·∥1 denotes the ℓ1-norm (Line 2). Note that we use the maximum to focus
only on the bins that need to be filled up. It allows us to ignore the case
when fi < ri for any i in which points from the input dataset would have
to be removed in order to match the fitted density. The dimension with
the highest gap determines how many points will be added in total, i.e.,
#points = maxd #pointsd.

Each dimension contributes its own coordinates to the final points. The
grid cells are drawn in a way that the fitted density for this dimension
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is achieved. At first, the gap Gd is filled. If more coordinates need to be
generated (i.e., because #pointsd < #points), the remaining ones are drawn
according to the fitted density Fd. To achieve that result, we obtain the
mixed cumulative density function (CDF, Line 7) as

CDFd = pG
d · CDF(Gd) +

(
1− pG

d

)
· CDF(Fd)

for pG
d = #pointsd/#points and use it to draw the cells in which the co-

ordinates will then be drawn uniformly. That yields a vector xd containing
#points coordinates for dimension d such that their addition to the original
points B fulfills the fitted probability density over the grid (Line 10).

Once the coordinate generation is performed for each dimension, the
results are combined into a set X̂ ′

c =
[
xT

1 , . . . , xT
d

]
of points for class c where

·T denotes the transposition of a vector. The result of this step can be seen
in Figure 4.2a: The golden points are the ones that Imitate generated.

Note that the coordinate-wise generation of points is only able to model
convex shapes. If the dataset has the shape of a ring (and Imitate is not
supposed to fill in the hole), another method needs to be found. This draw-
back will be addressed in future research (see Section 4.5).

4.3.5 Confidence

Having generated a set of points, we want to know if the results are good at
all or should be discarded.

As the output of the algorithm, we expect clearly identified zones that
are densely filled with generated points. If the points are spread over a wide
area and rather singletons than clusters, that most likely only reflects noise
in the data or a bad choice of the underlying grid (Section 4.3.2). We hence
use a heuristic for the confidence of Imitate in its output that compares
the spread of the generated points to the spread of the dataset, i.e., for
each generated point p we measure d10NN(p), the average distance to the 10
nearest neighbors. As a baseline for comparison, we use a random subset D′

of the input dataset D with |D′| = |Î|, and average over the same calculated
distance yielding µ10NN(D′) and the standard deviation σ10NN(D′) from that
mean. Other methods of comparison (such as the comparison to the spread
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(a) α = 0 (b) 0.25π (c) 0.5π (d) 0.75π (e) 1π (f) 1.25π (g) 1.5π (h) 1.75π

Figure 4.3: We created synthetic biases on a dataset by rotating a horizontal cutting plane
by an angle α. The points that are faded out describe I, the bold ones give B.

of the class in the entire set D) have been tested. We refer to our repository
for a test of different confidence options.

All points p with d10NN(p) ≥ µ10NN(D′) + σ10NN(D′) are discarded right
away. The confidence score is then defined as the average inverted 10-NN
density, conf = 1

/
d̄10NN(p).

A result will be discarded entirely if 10 or fewer points have been gener-
ated since the 10-NN-based distance measurement is not valid anymore, or
if no points are left after the individual checks. If several parameter settings
(e.g., grid granularities) have been tested, we use the result with the highest
confidence.

4.4 Experiments and Discussion

To carry out actual real-world experiments, we would need to find already
biased datasets together with their ground truth. However, they are hard
to find (which is why we need methods like Imitate, after all!). Therefore,
we study the behavior of the proposed method mainly on synthetic datasets
where we can isolate the effects that we want to investigate and then test Im-
itate on real-world datasets with an artificially created bias. In the end, we
give an example of a real-world scenario and discuss remaining limitations.

4.4.1 Synthetic Data

For the experiments, we generated synthetic 2D datasets D with two classes
(blue and wine) and, unless advised otherwise, 10000 samples and 5% label
noise. The bias was created by a plane rotating around the center of one of
the classes: p (default: p = 0.05) denotes the proportion of data points above
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that plane that remained in B; the rest was removed. The other class and
all points below the plane are contained in B. Figure 4.3 shows the datasets
with biases as described in the blue class where the planes were rotated.
The rotation angles α are given in the captions. For the grid granularity,
#bins ∈ {5, 8, 11, . . . , 29} have been tested in each example, and we use
the result with the highest confidence. We repeat each experiment 10 times
to make up for randomness and generate 10 datasets for each parameter
setting.

We alter all three parameters (α, p, and the dataset noise) and investigate
the improvement in accuracy of a linear support vector machine (SVM)
trained on B ∪ Î vs. B alone. report the improvement in accuracy in Figure
4.4. As a baseline, we train a linear SVM on the unbiased original dataset D

and denote its accuracy on an unbiased test set as accD. Similarly, we train
linear SVMs on B and on B ∪ Î and denote their performance on the same
unbiased test set as accB and accB∪Î , respectively. The dashed line shows
the initial accuracy gap accD − accB, the solid line shows the final accuracy
gap accD − accB∪Î after application of Imitate. The smaller the value of
the solid line, the better Imitate performed the point generation.

Rotation α

As can be seen from the dashed line in Figure 4.4a, the bias does not always
affect the performance of the classifier. Nevertheless, if it does, Imitate is
able to find a set Î that gives a substantial improvement of B ∪ Î over B

alone. In the case of an α = 1.25π rotation bias in the blue class, we even
see an improvement in the classifier performance if parts of the data are
removed. The cases with high initial gaps are considered interesting cases
since their bias mitigation is the most necessary. We use these cases for the
following experiments.

Amount p of points in the biased area

Figure 4.4b shows that for various amounts p ∈ [0, 0.5] of points that remain
in the biased area after application of the rotation bias, Imitate can achieve
a substantial improvement in performance. Note that if p is high enough,
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Figure 4.4: Experiments on synthetic data using synthetic rotation biases. The plots (a),
(b), and (c) explore the behavior of Imitate for different rotation angles (α), amounts of
remaining points in the biased area (p), and noise in the dataset, respectively. Reported
is the gap in accuracy between a classifier trained on the original, unbiased dataset D
and one that is trained on B only (dashed line) and on B ∪ Î (solid line). If it hits 0, we
managed to reconstruct the performance of the unbiased classifier fully. For (b) and (c),
the type of synthetic bias is given by the title (c, α/π), which means a rotation bias in
class c ∈ {blue (b), wine (w)} with angle α.
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Dataset Predicted Attribute Biased Set B

Abalone Sex Viscera weight < 0.144
Banknote∗ Class Variance > 0.32
Car∗∗ Class Persons > 3
Statlog (Shuttle) Class==Rad Flow Time > 54.5
Skin∗ [13] Class R ≤ 170.5

Table 4.1: Dataset overview. ∗Due to the small dimensionality of the dataset, we did not
omit the attribute used for the bias split. ∗∗The categorical variables were transformed
into integers as preprocessing.

our technique to create a bias is not sufficient anymore to cause a biased
classifier.

Label Noise in the dataset

The higher the label noise in the dataset, the less the synthetic bias affects
the results. We can see that trend in Figure 4.4c. It is also clearly visible
that Imitate helps more when there is only a small amount of noise present
and can even decrease the performance of a classifier for noisy data. That
is the expected result, as too much noise overshadows the true probability
density and leads to an incorrectly fitted density.

4.4.2 Real-World Data

For the evaluation of our method on real-world data, we used classification
datasets from the UCI machine learning repository1[41] and created a bias
as follows: To make sure that our split is relevant for the classification, a
decision stump was trained on each dataset, and we used the same split
for the bias and removed the corresponding attribute afterward. B is then
the data in the larger leaf, and I is the smaller one. If that procedure had
removed a class (almost) entirely, we used a decision stump on the data
without the original attribute. This procedure is consistent with that pre-
sented in Zadrozny [158]. Table 4.1 summarizes the datasets together with
the criteria for the bias.

1Thanks to NASA for allowing us to use the Shuttle dataset.
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Dataset Baseline Initial Gap Final Gap
Classifier accD − accB accD − accB∪Î

Abalone SVM (linear kernel) 0.151 0.089*
SVM (RBF kernel) 0.151 0.107*
Decision Tree 0.154 0.103*

Banknote SVM (linear kernel) 0.218 0.176*
SVM (RBF kernel) 0.205 0.162*
Decision Tree 0.196 0.156*

Car SVM (linear kernel) 0.133 0.144
SVM (RBF kernel) 0.131 0.138
Decision Tree 0.146 0.152

Shuttle SVM (linear kernel) 0.607 0.466*
SVM (RBF kernel) 0.590 0.424*
Decision Tree 0.566 0.482

Skin SVM (linear kernel) 0.003 -0.010*
SVM (RBF kernel) 0.002 -0.010*
Decision Tree 0.005 -0.009*

Table 4.2: We show the initial accuracy gap between a baseline classifier trained on the
ground-truth dataset D and one trained on the biased set B and compare it to the final
gap (after application of Imitate). * indicates that the result is statistically significantly
better than the other (t-test at a significance level of 1%).

We measure the performance of Imitate by the same accuracy gaps we
used for synthetic data. Different baseline classifiers were used, i.e., SVMs
with a linear and an RBF kernel, as well as a decision tree. In order to obtain
more reliable results, we repeated each experiment 10 times and report the
average result, which is displayed in Table 4.2. The * indicates that one result
was significantly better than the other based on a t-test at a significance level
of 1%.

For the Abalone, Banknote, Shuttle, and Skin datasets, Imitate could
significantly improve the biased dataset in order to obtain better classifi-
cation results. The Skin dataset allowed us to improve over the original
result. Although that is a desirable result, it implies that Imitate did not
reconstruct the original data but generated new data. The fact that it could
improve the performance indicates that there might very well be a bias on
the original dataset! On the Car dataset, our technique does not improve
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Figure 4.5: We apply Imitate to Kaggle’s Cardiovascular Disease dataset, restricted to
the age and weight features. The two left plots show the data densities per axis for both
classes (healthy and sick), respectively. The right plot demonstrates the final result (Î is
bold, B is faded out).

the data quality. That is due to the fact that the Car dataset is discrete and
hence very sensitive to the choice of the underlying grid (see Section 4.3.2).
Imitate mainly fills in the gaps between the true values (with high confi-
dence) instead of focusing on other underrepresented areas. Discrete datasets
are a weakness of Imitate that we need to overcome, e.g., by adding noise
or dimensionality-reduction, as discussed in Section 4.5.

4.4.3 Use-Case: Cardiovascular Disease

In order to show how Imitate can be applied in the data gathering pro-
cess, we use Kaggle’s Cardiovascular Disease dataset2. The dataset contains
70000 medical examination measurements together with factual information
on the patient and the target variable states the presence or absence of car-
diovascular disease. Since we want to be able to visualize it easily, we restrict
the dataset to the age and the weight of a patient as well as the class label
and apply Imitate to it. Figure 4.5 shows the result: the original data B is
faded out, and the generated data points Î are the bold ones.

2Source: kaggle.com/sulianova/cardiovascular-disease-dataset
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The result clearly shows three trends: (i) There is a large amount of
data missing for patients over 65 years, especially for ones suffering from
cardiovascular disease. It is well known that the risk of cardiovascular disease
increases with the age of the patients, but the dataset shows a hard border
here. Hence we consider this a reasonable result. (ii) Similarly, patients below
the age of 40 are clearly under-represented, particularly healthy ones. This
might be because younger people are at lower risk and hence do not need to
screen for cardiovascular disease regularly unless there is a concrete reason.
(iii) Especially for the healthy patients but also for the other ones, we see
a generated area below a weight of 60kg. This result could have several
reasons that a domain expert should carefully assess, e.g., it might mirror
the observation that there are more over- than underweight people in the
dataset. That is possibly due to the fact that being overweight increases the
risk of cardiovascular disease, which is why overweight people are more likely
to go for a corresponding examination, but maybe the bias here also reflects
a trend in the underlying weight distribution of the entire population in the
data collection area.

If we want to validate these results, we could either consult a domain
expert or use additional datasets to check the distributions of the underlying
population (i.e., the potential patients of the location where the data was
collected) in terms of weight or age and compare it to what we found. These
underlying distributions can then be exploited for the typical weighting ap-
proaches or other covariate shift methods to train a classifier that is reliable
for the entire population, not only for the patients of this specific location.

4.4.4 Limitations

We saw that Imitate performs well in many cases and helps us identify
potential biases. However, we need to be careful with either discrete datasets
or datasets with several clusters per class for the same reason: Imitate fills
in the gap between the clusters and thereby overshadows potential biases
inside the clusters.

Figure 4.6 shows an extreme case. If the two clusters were closer together,
the effect would be less harmful. If they were much further apart from each
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Figure 4.6: Drawbacks of Imitate: We applied our method to a synthetic dataset con-
sisting of two clusters (grey). Imitate fills in the gap between the clusters (gold).

other, the restriction that we allow Imitate to at most double the points
(see Section 4.3.3) kicks in and results in no correction for this particular
dimension at all. That means that biases in this dimension are not analyzed,
but at least the result is not harmful.

A discrete dataset basically yields the same problem, but it can be mit-
igated by the right choice of the underlying grid, as the discreteness can be
smoothed out if the grid is coarse enough and well positioned.

Another drawback of Imitate is hard domain-dependant boundaries,
e.g., in the example explained at the beginning of Section 4.3 where we
wanted to “complete” a dataset of flower measurements in an area with
a lake. The lake here is a hard boundary, and no reconstruction over the
lake area should be made. In another identical dataset, the gap could have
occurred due to a restricted area where no measurements could be taken,
but there are flowers. We cannot expect Imitate to distinguish between
those identical datasets automatically, but we should allow for user-given
hard boundaries in the density fitting process.

We will address all of these problems in future research. See the following
section for a short discussion of strategies to solve or at least mitigate them.

4.5 Conclusion

In this chapter, we introduced Imitate, a simple, modular, and extendable
approach to identify and mitigate selection bias in the case that we may not

66



know if (and where) we have a bias, and hence no ground-truth information
is available. In contrast to comparable methods that consider the data as
given and exploit background information to learn a back-shifted classifier,
Imitate can be used in the data-gathering process to identify a potential
bias right away.

Experiments showed that Imitate can yield meaningful results and can
support the data collection process by pointing out potential biases in an
early stage, but it is also capable of bias mitigation in a later stage of the data
mining process. We discovered that fitting one Gaussian per (transformed)
feature often helps but does not always lead to success. The major problems
we identify are the following:

Discrete Datasets. If the dataset is discrete and not continuous, Imi-
tate’s performance relies heavily on the choice of the underlying grid for
the density estimation and fitting. An equidistant grid is hard to adjust and
might not always be suitable. Extensions of Imitate hence should include
an automated way of finding a well-suited grid for each dimension individ-
ually. Other options to smooth out the discreteness here could be adding
noise or dimensionality reduction. See Section 5.2.4 for an automated way
to choose the grid, and Chapter 6 for an adaptation to discrete data.

Clusters. If the dataset consists of several clusters per class, in the dimen-
sions that separate the clusters, Imitate will either fill in the gap between
the clusters or not do anything at all if the clusters are too far away from
one another. The second case is fine as long as there are dimensions where
the clusters overlap; the first case is a problem. Improvements to Imitate
should take that into account and either apply a pre-clustering and treat
each cluster separately or fit a mixture model of several Gaussians depend-
ing on the number of clusters that show in a particular dimension. The
following chapter tackles this challenge.

Hard Boundary. We cannot determine if a dataset has a hard boundary
somewhere (or if such a boundary is a sign of a bias) as boundaries are
domain-related. However, we will extend Imitate in Section 6.4.3 to allow
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users to set constraints representing these boundaries and consider them
during the density fitting. One way would be by adjusting the weights in the
optimization accordingly. If the dataset is shaped like a ring with a circular
boundary in the middle (e.g., the lake problem in Sections 4.3 and 4.4 –
“Limitations”), a re-adjustment of the weights will not be sufficient. In this
case, a solution might be to transform the dataset into a higher-dimensional
space that can separate both areas by a plane.

Overall, Imitate is the first method to identify and mitigate selection
bias when no ground truth or additional knowledge is required. We see in
Imitate a promising start of a new direction of research that is modular
enough to allow for extensions and improvements.
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5 Multi-Cluster Selection
Bias Identification and

Mitigation

The research presented in this chapter has been adapted from

K. Dost, H. Duncanson, I. Ziogas, P. Riddle, and J. Wicker, “Di-
vide and imitate: Multi-cluster identification and mitigation of
selection bias,” in Advances in Knowledge Discovery and Data
Mining - 26th Pacific-Asia Conference (PAKDD ’22), ser. Lec-
ture Notes in Computer Science, vol. 13281, Springer Cham,
2022, pp. 149–160. doi: 10.1007/978-3-031-05936-0_12.

The results of this chapter are available in the GitHub repository
github.com/KatDost/Mimic and the proposed algorithm is contained in the
PyPI package imitatebias.

5.1 Introduction

In order to identify and mitigate selection biases where no additional in-
formation is available, in the previous chapter, we proposed Imitate, a
technique that, given a biased dataset, aims to estimate the ground-truth
distribution and generate data points to augment the dataset accordingly.
While we demonstrated Imitate’s ability to improve model performance
through pre-augmentation on several examples, it is limited by a major
assumption: the underlying ground truth is expected to be normally dis-
tributed. In practice, this strongly limits the applicability of Imitate as it
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Figure 5.1: Decision boundaries of support vector machines trained on three different
datasets: a sample representative for the ground truth (left), a biased subset (center),
and the biased subset augmented with our algorithm, Mimic (right).

is neither flexible enough to model non-Gaussian distributions nor can it
capture datasets consisting of several clusters.

In this chapter, we introduce Mimic (Multi-IMItate Bias Correction), a
multi-cluster solution for the identification and mitigation of selection bi-
ases that exploits Imitate as a building block. Modeling data as a mixture
of possibly biased and overlapping multivariate Gaussians Mimic overcomes
Imitate’s limitations and greatly increases its applicability. The parameters
of these Gaussians bridge between the estimated and the present distribu-
tion and can indicate underrepresented regions in the data that are likely
to correspond to a selection bias. Generating points in these regions helps
mitigate the effect of the bias and push the decision boundary towards the
ground truth (see Figure 5.1).

Although attempting to solve the same problem as stated before in Sec-
tion 4.2, Mimic is substantially different from Imitate in its approach.
Here, we relax Imitate’s requirement of normal distributions and assume
each class of D consists of a mixture of Gaussians. In other words, we as-
sume that each class of the dataset can be represented by a set of possibly
overlapping Gaussian clusters. Since Gaussian mixtures are very flexible in
the distributions they can model, particularly when the number of clusters
is not limited, we could expect them to fit a biased dataset reasonably well
without ever pointing out biases. Hence, modeling the ground truth with
a mixture based on only the biased subset requires us, as a first step, to

70



Biased Dataset EM (1 Cluster) EM (Multiple Clusters) Imitate & Mimic

Figure 5.2: When facing a biased sample (1st plot from left), the EM algorithm will fit
one (2nd) or multiple (3rd; here controlled by BIC) Gaussians to minimize the error on
the presented data. Imitate and Mimic (4th) instead use the histogram bin heights as
weights for the fitting procedure and capture the underlying ground truth more closely.

determine the number of clusters in the biased dataset and to group the
data points accordingly. This makes the problem particularly challenging to
solve.

The remainder of this chapter is organized as follows: We refer back to
Section 4.2 for the problem statement and to Chapter 3 for related research
fields and skip both here. Our proposed method, Mimic, is introduced in
Section 5.2, and we discuss the implicit assumptions and expectations the
algorithm makes at the end of this section. In a set of experiments in Section
5.3, we demonstrate the shortcomings of existing techniques and highlight
the potential of Mimic in these scenarios. Section 5.4 concludes the chapter
with a discussion.

5.2 Proposed Method

Aiming to provide a bias mitigation strategy for a wide range of problems,
in this chapter, we assume that ground-truth data consists of a mixture of
multivariate Gaussians. Although this is still a limiting assumption, it sub-
stantially widens the range of datasets that can be modeled when compared
to the Imitate algorithm. Before analyzing each Gaussian for potential bi-
ases, we need to find a suitable mixture model for the ground truth based
solely on the biased dataset.

If no bias is present in the dataset, Gaussian mixture models (GMMs)
[35] can fulfill the task as they are able to identify the optimal Gaussians
to describe a presented dataset given suitable initial cluster centers. These
centers (and the number of clusters) could be found using, for example, the
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Bayesian information criterion (BIC) [57]. In the case of a selection bias,
however, one biased cluster might be split into several Gaussian clusters
as that mixture fits the presented dataset better, as shown in Figure 5.2.
Assume a clinical study testing the impact of a new drug on test and con-
trol groups. While GMM breaks the group of participants into many small
clusters as it models the presented datasets, we need to find clusters that
give an indication of where some data might be missing and thereby indi-
cate that, e.g., women below a certain age did not participate due to safety
concerns. Therefore, we need to develop a novel strategy to cluster biased
datasets into separate potentially overlapping Gaussians that capture the
ground truth rather than the biased presented data.

The central idea for Mimic is simple as illustrated in Figure 5.3: We start
with a large number of clusters and let Imitate indicate where data might
be missing. In contrast to agglomerative clustering, [61] which iteratively
merges the closest clusters, we operate on a point basis. If data is available
in another cluster to fill in the gap, we let the cluster grow by assigning these
data points until it is approximately normally distributed or no suitable data
points can be found. In this case, we found a potential selection bias and
generate data points to mitigate it. Once all initial clusters have been fully
grown, a merging procedure purges duplicates and combines suitable clusters
to overcome locally optimal solutions. This process is carried out for every
class of the initial dataset (if any) separately, but we describe it for only one
class in the following in order to simplify. See Algorithm 3 for an overview
and the following for a detailed discussion of the components.

5.2.1 Initialization [Alg. 3; Lines 2-3]

Starting with only the biased dataset B, the initialization step divides it into
a large number of initial clusters that Mimic uses to search each of them
for non-normality. It then uses this information to “steal” data points from
other clusters into this one and grow it. If the initial clusters are already
sufficiently normal, no direction for growth can be identified. Therefore,
after pre-processing the data with local outlier factor (LOF) [21] for higher
cluster quality, Mimic starts off with non-Gaussian initial clusters like those
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Input Data 1. Initial clustering

2. Iteratively grow largest cluster

3. Grow all other clusters

4. Merge clusters and resolve overlaps 5. Generate points per cluster

Figure 5.3: Overview over Mimic: Given a potentially biased dataset, Mimic clusters it
(Step 1), grows the largest cluster first (Step 2), followed by all other clusters (Step 3).
Finally, Mimic merges the grown clusters and resolves overlaps (Step 4) before applying
Imitate to each cluster individually to generate points that mitigate the bias (Step 5).

obtained from k-means. k-means brings two major advantages: First, it is
fast. Second, it is simple enough to cut overlapping clusters and capture also
non-overlapping parts. These parts are essential to enable Mimic to grow
the clusters correctly later on. A high number of initial clusters additionally
increases the probability to capture an initial cluster that can later be grown,
even if overlaps exist. In order to use a sufficient number of initial clusters,
we use twice the number that maximizes the silhouette score [57] and split
further if we detect two density peaks in a histogram instead of one. The
data is pre-processed using LOF in order to improve the quality of the initial
clusters and to obtain a measure of density that is later used in deciding on
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Algorithm 3 Mimic: Main algorithm
Input: A biased dataset B
Output: Parameters θi = (µi, Σi) for each cluster i and a set P of generated

points that mitigate the bias
1: function Mimic(B)

▷ Remove outliers using LOF (Sec. 5.2.1)
2: B′ ← removeOutliers(B)

▷ Initialize clustering using k-means with large K (Sec. 5.2.1)
3: l← initializeClustering(B′)
4: θ ← ∅
5: L← largestValidCluster(l) ▷ (Sec. 5.2.2)

▷ Grow every valid cluster. A cluster is valid if it is large and dense
enough and has neither been processed before nor subsumed by a
previous iteration (Sec. 5.2.5)

6: while L exists do
7: l, θL ← growCluster(L, B′, l)
8: θ ← θ ∪ θL

▷ Select the largest valid cluster based on the updated labels l (if
possible)

9: L← largestValidCluster(l) ▷ (Sec. 5.2.2)
10: end while

▷ Merge clusters if it improves normality (Sec. 5.2.6)
11: θ ← merge(θ, B′)

▷ Generate data to mitigate the bias (Sec. 5.2.7)
12: P ← augment(θ, B)
13: return θ, P
14: end function

cluster validity. We chose LOF since it is parameter-free and identifies local
outliers rather than global ones which is particularly important if clusters
are not equally dense and spread. From here on, the outlier-free dataset is
denoted as B′ and is passed on to the next step together with the initial
labels l.

5.2.2 Identifying Valid Clusters [Alg. 3; Lines 5, 9]

Once a large number of initial clusters has been found, Mimic grows them
into Gaussian clusters where possible using points from B. Aiming to secure
reliable performance during the subsequent fitting of a multivariate normal
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Algorithm 4 growCluster (Sec. 5.2.5)
Input: Label L to be grown, outlier-free dataset B′ with labels l
Output: Updated labels l, parameters θL for cluster L

1: function growCluster(L, B′, l)
2: repeat
3: B′

L ← B′|l=L ▷ Cluster L
▷ Run Imitate on L to obtain GL that represents where data
might be missing on a grid-basis, the number of missing data
points nL and the parameters θL of the fitted normal distribution
(Sec. 5.2.3 and 5.2.4)

4: GL, nL, θL ← Imitate(B′
L)

▷ Score all remaining data points based on if they are likely to
help improve the fit of the Gaussian

5: s← score(B′ \B′
L, GL, θL)

▷ Identify nL suitable candidates in batches bi and sample based
6: on s
7: for all batches bi with ∑i bi = nL do
8: Ci ← sample(B′ \B′

L, bi, s)
▷ Assign a batch of candidates to the cluster if it improves
the likelihood of the model fitting the data

9: if P[θL | B′
L ∪ Ci] > P[θL | B′

L] then
10: l(Ci)← L ▷ Update l for accepted Ci

11: end if
12: end for
13: until l did not change
14: return l, θL

15: end function

distribution, we filter out all clusters that are either (i) too small (fewer
than 10 data points in our implementation) or (ii) too widespread with low
density (that is, if the cluster’s LOF lies below the 3σ-interval of the average
cluster LOF). Note that the latter is a necessary measure, as we can expect
to obtain unreliable results when fitting a normal distribution to a set of
singletons. Additionally, we reduce the computational burden by ensuring
that no cluster is grown more than once and no cluster that has been fully
subsumed in previous iterations is processed. Thereby, we reduce the number
of duplicate clusters we obtain and focus on the most promising ones. Each
iteration selects the largest valid cluster and grows it as described below
until no valid clusters remain.
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The largest cluster is determined based on a label vector l that is updated
in each iteration. If, for example, an initial cluster contained 50 data points,
but 45 have been assigned to another cluster, it will be discarded as being
too small (Criterion (i)). Similarly, if the center of an initial cluster has
been assigned to a different cluster, the leftovers will be too widespread to
be processed (Criterion (ii)). This is a necessary measure as we can expect
to obtain unreliable results when fitting a normal distribution to a set of
singletons.

5.2.3 Extending Imitate: From Grid to
Parameterized Gaussians [Alg. 4; Line 4]

Given a cluster L, Imitate estimates a multivariate Gaussian (see Section
4.3) and indicates based on a grid where (and how many) points need to be
generated in order to smooth out the cluster’s density and have it resemble
the fitted Gaussian. Note that the Imitate algorithm, as described in the
previous chapter, continues to operate on the grid representation, which
would result in a high complexity given our repeated Imitate calls and
does not allow for precise probability assignments. Hence we adjust: Assume
we fitted one Gaussian (µi, σ2

i ) for each of the d independent components i

in the ICA-transformed space. In other words, for each of the components,
Imitate provides us with a univariate density

fi(xi) = 1
σi

√
2π

exp
[
−1

2

(
xi − µi

σi

)2
]

.

The joint probability function f for independent densities f1, . . . , fd is the
product f(x) = ∏

i fi(xi) for a data point x ∈ Rd in ICA-space. This term
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can be transformed to

f(x) =
d∏

i=1
fi(xi)

=
d∏

i=1

1
σi

√
2π

exp
[
−1

2

(
xi − µi

σi

)2
]

= 1
(∏i σi) · (

√
2π)d

exp
[∑

i

−1
2

(
xi − µi

σi

)2
]

= 1√
(∏i σ2

i ) · (2π)d
exp

[
−1

2
∑

i

(xi − µi)2

σ2
i

]

= 1√
det Σ · (2π)d
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2(x− µ)TΣ−1(x− µ)
]

for µ = (µ1, . . . , µd) and Σ ∈ Rd×d with diagonal (σ2
1, . . . , σ2

d) and 0 else-
where. This is the density formula of a multivariate Gaussian parameterized
by (µ, Σ).

Assume that such a multivariate Gaussian (µ, Σ) has been found in the
ICA-space obtained by a transformation x 7→ Ix =: x′ for a data point
x ∈ Rd in the original space and the ICA matrix I ∈ Rd×d. To identify
biases in the original data space, we need to transform the Gaussian back
to the original data space. We can now insert the transformation term into
the definitions of mean and covariance matrix and exploit the linearity of
the expectation:

µ = E[x′] = E[Ix] = IE[x]
⇔ I−1µ = E[x]
and Σ = E

[
(x′ − E[x′])T(x′ − E[x′])

]
= E

[
(Ix− E[Ix])T(Ix− E[Ix])

]
= IE

[
(x− E[x])T(x− E[x])

]
IT

⇔ I−1Σ(IT)−1 = E
[
(x− E[x])T(x− E[x])

]
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which yields a Gaussian in the original space with parameters
(I−1µ, I−1Σ(IT)−1).

This back-transformation enables us to assign cluster probabilities that
are neither grid-based nor require the storage of grid information or the ICA
transformation matrix for each cluster.

5.2.4 Extending Imitate: Automated Grid Selection
[Alg. 4; Line 4]

Additionally, we adjust Imitate’s method of selecting the grid granularity:
Instead of repeating the entire modeling and augmentation process and using
the results with the highest confidence score (as it was done in Imitate),
we use the corrected Akaike information criterion (AICc) [57] to select, for
each dimension, the grid over which a histogram represents the data best.
This adjustment is necessary since Mimic uses repeated calls of the Imitate
fitting procedure, and the inflicted computational expense of the confidence-
based strategy would be infeasible.

The decision on which information criterion to use is based on prelimi-
nary experiments developed under our supervision by Duncanson [43]. We
investigated the quality of the selected number of bins for several infor-
mation criteria: the Akaike information criterion (AIC) and its corrected
version AICc, the Bayesian information criterion (BIC), and the Hannan-
Quinn criterion (HQC). See Granichin, Volkovich, and Toledano-Kitai [57]
for the definitions. We generated 1000 standard Gaussian datasets of ran-
dom size n ∼ U(5000, 50000) with artificial biases removing h ∼ U(0, 100)%
of the data above a threshold t ∼ U(0, 1). For all tested numbers of bins
in {5, . . . , 100} we evaluate the KL-divergence between the ground-truth
N (0, 1) and the Gaussian Imitate fits to the histogram representation of
the biased data. The results are shown in Figure 5.4 and indicate that all
information criteria perform similarly and better than the confidence strat-
egy described in Chapter 4. We select AICc since it seems to have a slight
edge over its competitors.
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Figure 5.4: Test of different information criteria to determine the optimal number of
histogram bins for Imitate

5.2.5 Growing Clusters [Alg. 4]

For a cluster L, Imitate provides us with a multivariate Gaussian θL and
a grid GL indicating where and how much (nL) data might be missing.
As outlined in Algorithm 4, both are passed on to a scoring function that
estimates for each point p outside L how well it contributes to filling in the
gap between the present (h) and fitted (f) density (first term), and how
likely it belongs to that distribution (second term):

s(p) = d log[max{f(p)− h(p), 0}+ 1] + log[f(p) + 1],

where d denotes the number of features and puts more emphasis on filling
the gap for higher dimensions. Using the score, Mimic then searches for nL

fitting candidates in batches bi to overcome locally optimal solutions.
A batch of candidates C is drawn randomly with probabilities based on

the score values s and added to the cluster if adding it improves the likeli-
hood of the fitted Gaussian (i.e., the parameters θL describing the cluster)
given the assigned data points (i.e., B′

L ∪C). In other words, we aim to find
arg maxC P[θL | BL ∪ C] and add it to the cluster if

P [θL | B′
L ∪ Ci] > P [θL | B′

L] .

For the sake of brevity and readability, we denote XC := BL∪C. In order to
avoid underflow errors, we use logarithms. Exploiting Bayes’ theorem and
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since log-transformation preserves maxima, this term can be expressed as:

arg maxC P[θL | XC ] = arg maxC log (P[θL | XC ])

= arg maxC log
(
P[XC | θL] · P[θL]

P[XC ]

)

= arg maxC log
(
P[XC | θL]
P[XC ]

)
= arg maxC (logP[XC | θL]− logP[XC ]) ,

since P[θL] does not depend on C and can hence be omitted in arg maxC .
Using the Imitate output, we obtain histogram values h and fitted Gaus-

sian densities f over a grid. With these, the first term, logP[XC | θL], can
be approximated via the grid representation as follows:

logP[XC | θL] = log
∏

p∈XC

P[p | θL]

≈ log
∏

grid cells c

f(c)h(c)

=
∑

grid cells c

h(c) · log f(c), (5.1)

which is a term that can be efficiently computed without the risk of
underflow errors. The second term, logP[XC ], can be transformed into
log

∫
θi

L
P[XC | θi

L] · P[θi
L] dθi

L using the law of total probability. We simplify
the term by assuming that only one data-generating model exists that we
parameterize as follows: The mean µ0 is the grid center, and the covariance
matrix Cov0 is set up as a diagonal matrix, ensuring the grid borders are the
minimal axis-aligned bounding box for a Gaussian around µ0 truncated at
the usual 3 standard deviations. We denote the parameters of the Gaussian
(µ0, Cov0) as θ0

L and obtain the simplified term logP[XC | θ0
L]. By evaluating

the corresponding probability density f0 for all grid cell centers, this term
can be calculated similarly to Eq. 5.1 as follows:

logP[XC ] ≈ logP[XC | θ0
L]

≈ log
∏

p∈XC

f0(cell_center(p)) · s

= |XC | · log s +
∑

p∈XC

log f0(cell_center(p)),
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Overgrown
cluster

Symmetric
overlap > 80%

Symmetric
overlap < 20%

Any other case

?
⇒ remove

overgrown cluster
⇒ merge clusters ⇒ do not consider

for merging
⇒ merge if it

increases
Gaussianity

Table 5.1: Four different cases Mimic’s merging procedure considers (from left to right): 1.
overgrown clusters (vine, left) are removed, 2. overlapping clusters are merged, 3. hardly
overlapping clusters are not considered for merge, and 4. all other clusters are only merged
if it results in a more Gaussian cluster.

where s is the size of each grid cell. Although only an approximate cal-
culation, this term is able to balance off Equation 5.1 and yields easily
computable meaningful results.

In our implementation, we restart the sampling (with replacement) of a
rejected batch twice in order to avoid “unlucky” choices. If points have been
added, Mimic fits another multivariate Gaussian and repeats the process
until no further points are added. The parameters of the last fitted Gaussian
represent this cluster.

5.2.6 Merging [Alg. 3; Line 11]

Once the parameters for all clusters have been obtained, we make sure not
to have duplicate clusters or those that are locally optimally normal but
can be combined into a better fit. Additionally, Mimic risks overgrowing
clusters if the initial clustering was particularly poor, e.g., if it captures the
overlapping area of two clusters. Here, the point density is higher, and the
Imitate procedure will demand to grow the cluster in all directions simul-
taneously such that it never reaches a Gaussian-like shape and continues to
grow, absorbing more and more data. See Table 5.1 – Case 1 for a visualiza-
tion. Such a cluster L is typically characterized by a very wide probability
distribution reaching low-density values for all points, such that the points
p with L = arg maxi P[p | θi] exhibit a substantially larger distance to each
other than average. To detect them, we evaluate the within-cluster-nearest-

81



neighbor distance of each cluster and remove those whose distance exceeds
a 3-standard-deviation band around the average distance. We identify and
remove these overgrown clusters as a first step of the merging procedure.

The overlap o(i, j) of two clusters i and j can be quantified by counting
the points in the dataset for which the cluster membership is not entirely
clear and weighting them using their probabilities:

o(i, j) =
∑

p P[p | θi]1P[p|θi]<αP[p|θj ]∑
p P[p | θi]

for a factor α > 1 (α = 10 in our implementation) where 1 denotes the
indicator function. Note that o is not symmetric in its arguments which
follows the intuition of overlap. Imagine two clusters in 2D arranged like
a fried egg: while the yolk fully overlaps with the egg white, the reverse
direction would not hold true.

Based on the parameters for all clusters, Mimic calculates the over-
lap between each (ordered) pair of clusters. The ones with high symmetric
overlap (that is, o(i, j) > β and o(j, i) > β for β ∈ [0, 1]; β = 0.8 in
our implementation) are merged right away into a cluster with parameters
((µi + µj)/2, (Σi + Σj)/2) since they can be expected to be duplicates. This
corresponds to Case 2 in Table 5.1.

Clusters with a small symmetric overlap, i.e., o(i, j) < γ and o(j, i) < γ,
are not considered for merging for the sake of computation efficiency (Table
5.1 – Case 3).

All other clusters with a small, possibly one-sided overlap (that is,
o(i, j) > γ and o(j, i) > γ for a small γ ∈ [0, β]; Case 4 in Table 5.1) are
merged only if, after a probabilistic cluster assignment, the Imitate fitting
error e of the merged cluster is lower than the weighted sum of the individ-
ual errors, i.e., if ei∪j < (#i · ei + #j · ej)/(#i + #j) where #i counts the
points with label i. In order to address the randomness of the involved ICA,
we repeat this test 10 times and use a majority vote for the final decision.
The merging procedure is repeated until no further clusters are merged.

In our implementation, we use hardcoded α = 10, β = 0.8, and γ = 0.2.
Note that these values reduce the number of merge tests that need to be
carried out and hence reduce the computational burden while sacrificing
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little to no quality. Parameter tuning is not necessary as the merge tests
determine the results, not the parameters.

5.2.7 Data Augmentation [Alg. 3; Line 12]

After receiving the final cluster parameter sets from the merging step, Mimic
probabilistically assigns the data points to the clusters and generates points
for each cluster separately to “fill in the gap” between the found and the
fitted distribution as in Imitate. Points with probability 0 do not belong to
any cluster and are marked as outliers. The final cluster parameters, together
with the set of generated data points, yield the final output of Mimic.

5.2.8 Assumptions and Expectations

Selection Biases cannot be reconstructed without making some kind of as-
sumption regarding the ground truth and/or the nature of the bias [9].
Hence, Mimic assumes a ground truth that can be modeled by a mixture
of (possibly overlapping) multivariate Gaussians, which, in contrast to ex-
isting techniques, requires neither a ground-truth sample nor knowledge of
the bias. This freedom, however, comes at a cost and forces some implicit
requirements:

(i) The data cannot contain categorical, binary, or discrete features with
few values (unless the histogram bins align with them), as fitting a
Gaussian would not be meaningful (this limitation is inherited from
Imitate),

(ii) B itself cannot consist only of Gaussian clusters or Mimic will not be
able to identify growth directions,

(iii) several strongly overlapping biased clusters might not be disentangled
correctly, and

(iv) the bias in each cluster is expected to have a convex shape as our
component-wise analysis fails otherwise.
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Lastly, biases can be misleading, pointing towards a different Gaussian than
the true one and causing Mimic to introduce new biases into the data. We
aim to suppress that behavior by refusing to take action if the Gaussians do
not fit reasonably well (as in Imitate). This, however, causes conservative
results with bias reconstructions pointing toward the right locations rather
than correcting entirely. That is the reason for only small improvements in
classification accuracy as can be seen in the experimental results. In practice,
however, this is enough to point a practitioner toward potential problems in
the data that can be corrected upon confirmation.

5.3 Experiments and Discussion

In order to investigate Mimic’s ability to improve classifier performance,
we set up all experiments similarly: we train three classifiers on a biased
training set B, the augmented biased training set B ∪ Î, and an unbiased
training set D. The accuracy accB, accB∪Î , and accD of all three classifiers,
respectively, is then evaluated on an unbiased test set with the hope that
accB∪Î > accB. After providing details on the experimental setup, we assess
the impact of different characteristics of datasets on the performance.

5.3.1 Experimental Setup

In our experiments, we compare Mimic not only to the biased accuracy as
a baseline but also for augmented biased datasets B ∪ Î where Î is obtained
using (i) augmentation with Imitate, (ii) clustering and augmentation with
Mimic, and (iii) clustering with GMM and augmentation with Mimic which
we denote as “GMMimic”. GMM selects the number of clusters (from 1 to
20) that achieve the best BIC and initializes using k-means.

Classifiers. As classifiers, we use decision trees (DT), support vector
machines with RBF-kernel (SVM), and random forests (RF) with 100 trees.
All parameters are kept at sklearn’s default values [110].

Datasets. We use synthetic datasets since they allow us a high level
of control, and real-world datasets to demonstrate that Mimic is indeed
applicable in practice. Real-world datasets are taken from the UCI machine
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Dataset Predicted
Attribute

Biased Set B Omitted
Features

Wholesale
Customers

Region Frozen > 409.5 Channel

Vertebral
Column

Normal/
Abnormal

Spondylolisthesis
Grade ≤ 14.855

-

Banknote Class Variance > 0.32 -
Diabetes
(130 US
hospitals)

Diabetes Med #Medications
> 9.5

All but Age*,
#LabProcedures,
#Procedures,
#Medications,
#Outpatient,
#Emergency,
#Inpatient,
#Diagnoses

Skin Seg-
mentation

Class R ≤ 170.5 R**

Table 5.2: Description of real-world datasets used in the experiments. *The categorical
values were transformed into numerical variables. **This attribute was omitted to achieve
consistency with the Imitate experiments.

learning repository [1, 41, 138]. Semi-artificial biases are created as in the
previous chapter by splitting into B and I using a decision stump (the larger
subset is taken for B). This way, the impact on the classification accuracy
is guaranteed. We specify the predicted attribute as well as the created bias
in Table 5.2.

Synthetic datasets are generated using a specified number of clusters per
class and dimension. Each cluster is generated as a multivariate Gaussian
with a random covariance matrix (via the Cholesky decomposition) and
mean. All means are generated within the unit cube and pushed away from
the center using a parameter that controls the spread of the clusters. If not
explicitly mentioned, we used a medium spread of 100. Biases are created
as described for Imitate for two randomly selected dimensions per cluster:
A hyperplane is rotated through the cluster center by a random angle. Data
points above that plane associated with the cluster are omitted in B. Note
that this is a hard bias which we decided to use as it challenges our method
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further (see Section 4.4 for a study on the impact). In order to ensure that
the bias has an impact on the classification accuracy, we select only those
randomly generated datasets and biases that inflict at least a 10% accuracy
drop with the SVM classifier. We generated datasets of size 5000 and pro-
vide all methods, parameters, and seeds necessary for the generation in the
provided code.

Performance Measure. All synthetic experiments are repeated 30
times to compensate for the randomness in the dataset generation, and we
report the median results to account less for unfortunate synthetic datasets.
Experiments on real-world datasets are repeated 10 times as there is no
dataset generation step involved. Here, we report the mean together with
90% confidence intervals. We measure the performance as the improvement
over the biased accuracy and normalize using the unbiased accuracy, i.e.,
(accB∪Î − accB)/(accD − accB).

5.3.2 Results

Subsequently, we investigate the influence of different dataset characteris-
tics on the performance. While varying the parameters mentioned in the
experiments, we keep all others fixed to isolate the variables in question.

Unbiased Datasets

Being able to mitigate a selection bias is important; however, if Mimic is
presented with an unbiased dataset, it should not “correct” it. We count the
number of points being generated for unbiased and corresponding biased
2D datasets with random spreads between 100 and 200, and we normalize
the counts with the dataset size for comparability. Figure 5.5 shows that
substantially fewer data points are generated for the unbiased datasets. We
suspected that these data points result from histogram inaccuracies and
confirm that suspicion by applying Imitate’s purging strategy (that is, it
removes the generated data points that are not distributed densely enough):
the generated points for the unbiased datasets do not focus on certain areas
and are hence removed as noise. Almost no points remain on the unbiased
dataset, while there are about 20% of generated points left on the biased

86



2 3 4 5

# Clusters

0

20

40

G
en

er
at

ed
P

oi
n
ts

(i
n

%
of

D
at

as
et

S
iz

e)

Biased
Dataset

Unbiased
Dataset

raw

purged

Figure 5.5: Comparison of Mimic’s behavior with a present (light gray) and absent (dark
gray) bias on synthetic data. Lines indicate the mean; bands are 95% confidence intervals.

datasets. This trend is consistent regardless of the number of clusters in the
datasets.

Dimensionality

The dimensionality of synthetic datasets is closely related to their difficulty
as higher dimensions naturally increase the distance between clusters even
while under the same cluster-to-center distances. Figure 5.6 demonstrates
this, as lower dimensionalities typically exhibit poorer performance than
higher ones, but this effect vanishes with larger numbers of clusters. GM-
Mimic and Mimic show similar performances for a larger number of clus-
ters, while Mimic clearly dominates when only a small number of clusters
is present, regardless of the dimensionality. Imitate shows strong perfor-
mance in this case, too, but decreases rapidly since it operates with only
one cluster.

We observe the highest improvements among all three models for random
forests. This effect is likely to be observed because random forests more draw
more fine-grained decision boundaries. Hence, adding generated points is
more likely to have an impact.

Cluster Overlap

The center-to-cluster distances of the clusters directly affect the difficulty
of the clustering task as they control the overlap. In order to investigate
the influence, we adjust the spread parameter in the dataset generation
and illustrate the results in Figure 5.7. GMMimic and Mimic both show
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Figure 5.7: Datasets in 2D with two classes have been generated with different numbers
of clusters per class. The spread (on the x-axes) indicates how much the clusters are
being pushed away from the center, and a low spread corresponds with a high overlap.
Even with a large number of clusters, Mimic performs consistently well. However, high
overlaps seem to be addressed better by GMMimic.

improvements even for a large number of clusters and high overlaps. Mimic
demonstrates its strength, particularly for better-isolated clusters where it
improves the classification accuracy by up to 50% of the drop due to the bias.
The center-to-cluster distances of the clusters directly affect the difficulty
of the clustering task as they control the overlap. Imitate excels in the
one-cluster case as it is designed for this case and produces less conservative
results than its competitors.

Real-Life Datasets

Figure 5.8 summarizes the results on five real-world datasets. For most
datasets, we can see Mimic’s potential to improve the classifier accuracy
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plot. The bottom of the plots is cut off unless Mimic’s performance is displayed there for
easier comparison. The black lines are 90% confidence intervals and indicate significant
differences from the baseline if they do not touch it.

substantially, in most cases more than its competitors. A few observations
are noteworthy: On the Wholesale dataset, Imitate performs well since it
consists of only one cluster per class. The Vertebral Column dataset seems
particularly hard for all methods as the semi-synthetic bias removes 70% of
the majority class points (which, therefore, cannot be reconstructed by any
method), leaving an almost balanced classification problem with full overlap
and an imbalanced test set. Here, the tree-based methods essentially select
the majority class, and Mimic is able to tip the scales favorably but cannot
help the SVM. Overall, although GMMimic demonstrates solid performance
on the synthetic dataset, it does not seem to generalize well to real-world
datasets.
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5.3.3 Limitations

Overall, the experiments show that the application of an augmentation tech-
nique can provide a meaningful improvement on a biased dataset. While Im-
itate is designed for datasets with only one cluster per class, GMMimic and
Mimic can improve upon its performance when dealing with multi-cluster
datasets. The experiments on synthetic datasets with artificial biases point
towards a similar performance of GMM- and Mimic-based data augmen-
tation. On the real-world datasets, however, we do not see this confirmed:
Mimic can further improve the classification performance. Further research
could investigate where which method tends to be superior and particularly
if a symbiosis of both can be beneficial, e.g., with GMM as an initial model
and a Mimic-inspired merging strategy and augmentation. Existing pitfalls
of all methods are their inability to deal with discrete, binary, and categorical
data. One-hot encoding together with a dimensionality reduction via PCA
as a pre-processing step might help improve classification performance but
involves a loss of information and interpretability of the generated points.
We explore this option in the following chapter.

Mimic relaxes Imitate’s assumption that the ground-truth dataset con-
sists of only one Gaussian per class. Instead, it can model multiple Gaussian
clusters or even approximate non-Gaussian clusters with mixture models.
This makes Mimic applicable to a substantially wider range of datasets.
However, not all distributions can be approximated well as a mixture of
Gaussians. Future extensions should include an automated test of applica-
bility as well as approaches applicable to a wider range of distributions.

5.4 Conclusion

Machine learning models inherit selection biases from datasets causing them
to predict inaccurately if the biases remain undetected. Existing bias mitiga-
tion strategies require certain kinds of knowledge of the bias or the ground-
truth. In real-world scenarios, however, this requirement often cannot be
met. A first attempt to detect and mitigate selection biases in a “blind”
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setting has been made with the Imitate algorithm, although it is limited
to datasets with only one Gaussian cluster per class.

In this chapter, we introduced Mimic, a technique that uses Imitate
as a building block but overcomes these limitations and can model a wider
range of datasets exploiting mixtures of Gaussians. As such, multi-cluster
modeling of many non-normally distributed datasets is now possible.

Although limitations still exist as discussed in Section 5.3, we believe
that Mimic is a major step forward towards automated bias identification
and mitigation in the case that no knowledge of the bias or the ground-truth
exists.
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6 An Application: Assessing
and Preventing Bias in

Growing Chemical
Databases

The research presented in this chapter has been adapted from

K. Dost, Z. Pullar-Strecker, L. Brydon, K. Zhang, J. Hafner,
P. Riddle, and J. Wicker, “Combatting over-specialization bias
in growing chemical databases,” Journal of Cheminformatics,
vol. 15, no. 53, 2023. doi: 10.1186/s13321-023-00716-w.

The results of this chapter are available in the GitHub repository
github.com/KatDost/Cancels and the proposed algorithm is contained in
the PyPI package imitatebias.

6.1 Introduction

In domains where gathering data requires time-intensive experiments, pre-
dicting likely outcomes for experiments helps concentrate efforts on the right
experiments. One example is the development of effective yet sustainable and
environmentally-friendly products, e.g., pesticides, that (hopefully) fulfill
their purpose and then quickly degrade into harmless non-toxic compounds
over time. Experiments involve long-term studies of each compound’s effect
and observation in soil under different environmental conditions. Ruling out
compounds that might not bring the desired chemical properties or degrade
into toxic by-products is an essential aspect of the development process.
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Similar challenges arise in other areas of chemical research and develop-
ment, such as the design of new pharmaceuticals, fragrances, or commodity
chemicals.

However, predictive models learn from and specialize to the data pro-
vided to them [24, 129]. While this specialization is useful up to the point
where the desired domain is accurately captured [65, 80], the models can
over-specialize. Starting from the initial dataset, a trained model will only
be able to make reliable predictions in densely populated areas of the com-
pound space, leaving the remaining areas outside of the model’s applicability
domain. As a consequence, it will suggest a set of experiments well within
its applicability domain, shifting the overall data distribution towards in-
domain data. Should the model be re-trained after obtaining the new ex-
perimental results, it will put more emphasis on the now densely populated
areas, further shifting the data distribution. After a few iterations of dataset
growth, we can observe that the applicability domain is either consistent or
shrinking despite the additional data [58], and new potentially interesting
areas of the compound space will never be explored. For example, in density-
based applicability domain techniques using relative thresholds [5, 122], the
density ratio between dense and sparse areas changes – and rightfully so
since a trained model will increasingly focus on dense areas and become less
reliable on sparse ones. This scenario is a self-reinforcing type of selection
bias where the model chooses to obtain new results for compounds it can
already predict reliably and therefore slows down or even stops learning.

A similar effect can be observed when humans rather than models choose
the compounds to experiment with [31]. Jia et al. [73] argue that anthro-
pogenic factors play a key role in the compound selection process for ex-
periments and hence the development of datasets. More than on the cost,
availability, or ease of use of available candidate compounds, researchers tend
to base their selection on their past successes and that of their colleagues or
research articles. This results in a specialization spiral, iteratively narrow-
ing down the scope within which models and humans can make informed
decisions.

Active learning [127] is a tool that aims to break the cycle by selecting
the most informative experiments for the model instead. Although active
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learning has been shown to suffer from shifts in distribution [105], it is capa-
ble of slowly expanding the compound space and will eventually even explore
beyond the desired degree of specialization. In addition, active learning is al-
ways model-dependent. This is a major drawback since datasets, especially
those requiring long-term experiments, can and will be used for different
purposes over time, and it is often infeasible to gather new data specifically
for a model.

Instead, in this paper, we suggest Cancels (CounterActiNg Compound
spEciaLization biaS), a model-free and even task-free method to generally
point out potential shortcomings of the data and improve the quality without
losing the desired specialization to a specific domain. Cancels is an exten-
sion of the Imitate and Mimic algorithms that overcomes their restriction
to real-valued tabular data. Cancels adapts ideas from both and extends
them to select data from a pre-defined pool rather than generating which
allows us the freedom to select meaningful compounds worth experimenting
with from a data quality standpoint.

Possible applications for Cancels include computer-aided drug design
(CADD) [101, 125]. These methods greatly support the drug discovery and
development process by modeling the behavior of compounds, but, as is
common in all data-based methods such as machine learning, they can only
make reliable predictions for compounds that are similar to what those mod-
els trained on [85]. This might be one of the key reasons why, despite the
progress of CADD methods in recent years, still only a small fraction of the
chemical compound space has been explored in the search for drug candi-
dates (as stated by Mouchlis et al. [101]). While de novo drug design [7,
85, 126, 129] aims to base the candidate search on a broader space, it also
relies on the quality of the underlying dataset [76, 111], and it disregards
the distributions of the resulting compound set and their implications for
future predictors or generators [80]. Cancels can help select additional
compounds to test in order to improve the dataset quality for future drug
design cycles while still testing the most promising candidates for today’s
search.

The remainder of this chapter is organized as follows: The following
section adjusts the problem stated in Section 4.2 formally to the new setting
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3D Molecule 2D Structural Formula

CC1(C)CON(CC2=C(C=CC=C2)Cl)C1=O

SMILES

[0, 0, 0, 0, 0, . . . , 1, 1, 1, 1, 0] ∈ {0, 1}166

MACCS

Figure 6.1: Different representations of the chemical compound ‘clomazone’. A molecule
is essentially a graph where nodes are atoms, and edges are connections. This graph can
be embedded in a 3D or 2D space. Alternatively, SMILES encode the structure of the
compound in a string. Numeric representations are popular as they allow for standard
data mining tools. One example is MACCS fingerprints, where each entry of the array
indicates the presence/absence of a particular substructure [135].

in cheminformatics. Section 6.3 reviews related works on active learning in
chemistry and biases in the chemical compound space that are specific to
this application and are not covered in Chapter 3. Section 6.4 introduces
the Cancels algorithm. Section 6.5.2 presents and discusses experimental
results. Finally, Section 6.6 concludes the chapter.

6.2 Problem Statement

Both Imitate and Mimic generate examples to mitigate potential biases
they detect. In cheminformatics, however, generating data in this fashion
is not straightforward. One major reason is that the chemical compound
space is not a real-valued space, as compounds are small, three-dimensional
objects consisting of different atoms connected via different bonds. Figure
6.1 shows different ways to represent a compound.

However, there are restrictions on which combinations of bonds and
atoms are feasible and stable. To avoid generating infeasible compounds,
we aim to select from a large pool of (unlabeled) but known-to-be-feasible
compounds instead. Formally, we state the problem we aim to solve as fol-
lows:

Problem 3 (Pool-based).
Let D be an (unknown) compound dataset (potentially with labels or prop-
erties) that is representative of an underlying distribution that we consider
to be the ground truth. Given only a biased subset B ⊂ D and a pool P of
candidate compounds, the task is to select a set of compounds Psel ⊆ P such
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that a model trained on B ∪ Psel would provide minimally different outputs
(such as predictions, clusters, etc.) from one trained on D.

To solve the adjusted problem, we propose Cancels, which utilizes
(parts of) both Imitate and Mimic while overcoming their limitations in
this context.

6.3 Related Research in Chemistry

In this section, we review fields that deal with related problems and highlight
the differences to our problem statement. The topics we include are bias
detection with ground-truth samples and active learning, particularly for
chemistry. Additionally, we discuss biases in the chemical compound space.

6.3.1 Active Learning in Chemistry

Active learning is a semi-supervised machine learning setting that utilizes
information from a trained model to infer the samples which would most
improve the model [127]. The main aim is to train models using fewer labels
than would be required for random sampling, as these are often expensive to
obtain. Since, similarly to Cancels, active learning also selects additional
data points, we compare both approaches here.

An active learning strategy consists of an initial model, usually trained on
a small amount of randomly selected data; a query strategy, which is respon-
sible for identifying the most informative samples; and a setting, which de-
termines how those samples are obtained. A wide variety of query strategies
have been proposed in prior work, but uncertainty-based strategies are the
most common [127]. These strategies evaluate the confidence of the model on
each sample, and samples with the lowest confidence (highest uncertainty)
are considered the most informative. New samples can be obtained from
an unlabelled pool (pool-based) or synthesized de novo (query-synthesis).
In practice, pool-based active learning is typically preferred as synthesized
samples are often difficult to label or simply invalid [10].

In cheminformatics, active learning has demonstrated the potential to
improve the quality of models while reducing the amount of data required
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[132]. For example, Smith et al. [132] used active learning to train a model
for molecular energetics that outperformed a model trained using random
selection while using only 10% of the available labels. Active learning has
also been applied to the fields of drug discovery [120], toxicity prediction
[60], chemogenomics [121], and others [162].

In contrast to the approach presented in this paper, active learning at-
tempts to select samples which improve the current model. The selected
samples are not necessarily transferable to other models [140]. Additionally,
active learning intentionally seeks to bias the dataset towards informative
samples and does not aim to explore the space or improve the dataset qual-
ity.

6.3.2 Bias in the Chemical Compound Space

Hert et al. [65] aim to quantify the bias of screening libraries towards biogenic
molecules, given an estimate of the entire space and a specified optimal
dataset, i.e., the optimal bias. To measure the bias, they assess the similarity
between the observed and the optimal dataset. Given that the chemical
space is estimated to contain at least 1060 molecules with 30 or fewer heavy
atoms [17], stretching even today’s largest databases across that space to
achieve the often idealized uniform distribution [7, 58] would result in very
sparse coverage. The authors hence postulate that, as opposed to the aim to
cover the entire space uniformly, biases toward specific domains are essential
to enable a successful performance of models and researchers within those
domains. In agreement with this, in this chapter, rather than aiming to cover
the entire compound space, we suggest a technique that mitigates the bias
within an observed dataset while preserving its bias within the compound
space. Therefore, despite improving the dataset quality, we preserve the
dataset’s specialization to its domain.

Sieg, Flachsenberg, and Rarey [129] investigated multiple benchmark
datasets for structure-based virtual screening and discovered that they are
all inherently biased since they have grown depending on human decisions
based on individual assumptions and goals. When screening for specific prop-
erties, these biases persist and eventually find their way into models trained
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on these datasets resulting in negatively impacted model performance [76].
Attempts to mitigate the dataset biases during screening evolves around
different sampling techniques, or strategic omission of features [129]. While
those are feasible approaches in large databases, they mean a substantial
loss of information in small datasets [71] such as those we are working with.
Here, the long-term goal must be to smooth out the biases within the dataset
domain and improve the data quality in the future.

6.4 Proposed Method

When presented with a potentially biased dataset, we would like to identify
present biases and mitigate them in subsequent experiments. The Imitate
and Mimic algorithms presented in the previous chapters deal with this
problem for real-valued, numeric, and tabular data but are not applicable
to the chemical compound space. Compounds can be represented in a vari-
ety of different ways, e.g., as SMILES, molecules, or MACCS fingerprints,
but none of these representations fit Imitate’s and Mimic’s criteria. Ad-
ditionally, to mitigate a bias, both algorithms generate data that smooths
out the distribution of the biased dataset. However, random generation of
chemical compounds will most likely not result in meaningful and feasible
compounds. We address both problems with our novel algorithm, Cancels
(CounterActiNg Compound spEciaLization biaS).

The idea behind Cancels is to represent the compounds in the po-
tentially biased dataset as molecular access system (MACCS) fingerprints
because of their widespread use, fixed lengths, efficiency to compute, and
solid performance in a diversity of applications [135]. Based on a comparison
of different compound representations, we found that MACCS fingerprints
also perform well in our case (see Sec. 6.5.2 and Fig. 6.10 for details). We
then use principal component analysis (PCA) to strongly reduce the dimen-
sionality of the data and obtain Gaussian-like distributions. In the PCA
space, Imitate can be applied, with adaptations (as discussed below), and
point to potential biases. Data to mitigate the bias could be generated in
this space but not transformed back to the original space leaving the output
hardly interpretable. Instead, we propose to use the PubChem [81] database
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Figure 6.2: Overview over Cancels.

as an unlabeled pool of candidates and project each of them into the PCA
space. Rather than generating new data, Cancels chooses from the can-
didates. As a result, we not only ensure that a back-transformation to the
original compound space is possible but also that the selected candidates
to mitigate the bias are indeed feasible compounds. Figure 6.2 summarizes
the procedure. The remainder of this section discusses all involved steps in
detail.
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6.4.1 Data Transformation

Starting from a potentially biased set of compounds, we represent each of
them using the MACCS fingerprint since it provides us with a fixed-length
feature representation. MACCS fingerprints have been shown to include cor-
related features causing distance measurements to be flawed [84]; however,
we subsequently reduce the dataset dimensionality and thereby mitigate
the effect of related features. Cancels uses PCA to reduce the compound
dataset expressed as MACCS fingerprints to the first nPC principal compo-
nents. If nPC is sufficiently small (see Fig. 6.11 for a comparison of different
values; we use nPC = 5 in our experiments), we can observe continuous
non-discrete distributions over the axes to which Imitate can be applied.

6.4.2 Bias Identification

Once the compound dataset is transformed into PCA-space, Imitate ex-
ploits the orthogonality of the principal components and analyzes the
dataset distribution over each of them separately. Histograms or kernel den-
sity estimation (KDE) evaluated over a grid approximate the data’s proba-
bility density. KDE is preferable for small datasets since it is less sensitive
to the choice of the grid, whereas histograms are substantially faster to eval-
uate. Similar to Imitate, we choose the type of density estimation based on
the dataset size (with a threshold of 1000 compounds) and select the grid
granularity that optimizes the corrected Akaike information criterion [57].

Using the density estimates on the grid as the targets and their square
as weights, Imitate fits a scaled and truncated Gaussian that models ob-
served data as closely as possible but might over-estimate areas that are
under-represented in the data. This discrepancy between observed data and
fitted Gaussian points to potential biases. Imitate’s weighted optimization
is the key to this result: It puts more emphasis on higher density values dur-
ing the optimization allowing room for error on lower densities under the
premise that densely populated areas are more ‘trust-worthy’ than sparse
ones. However, there is no guarantee that Imitate identifies areas as biased
that are actually populated in the compound space.
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6.4.3 Extending Imitate: Boundaries

To alleviate the problem that Imitate points to areas of the compound
space that do not contain feasible compounds, we need to derive a method
to provide the optimization process with boundaries. Luckily, the goal is
to smooth out the distribution to obtain a Gaussian density. While this
problem has only one global optimum, it has multiple local optima that
bring equally smooth Gaussians at the cost of filling in more compounds. If
Imitate converges to a globally optimal solution that is outside the feasible
compound space, we redirect it to the next best solution within the space
unless the quality gap between the solutions is too extreme. The boundaries
of the feasible compound space are extracted from the pool that is used to
select bias-mitigating solutions.

In order to give the user control over the acceptable quality gap, we sug-
gest a parameterized solution. Instead of using constrained optimization,
we adjust the optimization target and weights. Out-of-bounds optimization
targets are set to 0, and their weight is set to w > 0 times the highest
within-bounds weight (see Section 4.3 for details on the weights and opti-
mization). A small w will have little impact on the optimization, and the
obtained Gaussian is not likely to change. The larger w is, the more strongly
the optimization is forced to find a different solution. Intuitively, w quanti-
fies the acceptable quality gap since errors on out-of-bounds targets can be
translated to errors in high-accuracy regions with respect to the grid and
the size of the out-of-bounds region.

In preliminary experiments, we generated multiple synthetic datasets
with 1000 data points in four Gaussian clusters and two dimensions. The
Gaussian means and covariance matrices were generated randomly (the lat-
ter via the Cholesky Decomposition), and points were drawn from these
clusters in random ratios. We observed that w = 103 performed reasonably
well among all synthetic datasets and decided to use it for our experiments
since it is sufficiently strong to move the optimizer to a suitable within-
bounds optimum unless there is no other reasonable solution. See Figure
6.3 for a comparison of different choices for w. Once the Gaussian has been
redirected, compounds need to be identified that are capable of filling in the
gap.
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Figure 6.3: Comparison of different weights for Imitate with a custom boundary.

6.4.4 Identifying Compounds to Fill in the Gap

Univariate Gaussians fitted to each component separately can be combined
into a multivariate Gaussian (see Section 5.2.3 for details) pointing to biases
in PCA space. To mitigate these biases, compounds need to be identified
that, when added to the dataset, smooth out its distribution by filling in
the gap between present data and fitted Gaussian.

The Mimic algorithm iteratively uses Imitate to find flaws in initial
clusters, scores and adds points mitigating these flaws until it finds a bias-
aware Gaussian clustering of the data. In each step, after obtaining a new
target Gaussian from Imitate, Mimic scores all available points from other
clusters and uses the scores to randomly select candidates to be added to
the cluster. It stops once adding further points would not improve the fit of
the Gaussian.

Cancels adapts this procedure and exploits Mimic’s scoring function
to select compounds from the pool transformed into the same PCA space.
Note that PCA as a dimensionality reduction technique is not invertible.
Hence we need to store the mapping of pool compounds from the original
to the PCA space in order to infer knowledge from the chosen candidates.
Given the target Gaussian from the previous steps, Cancels scores each
compound c in the pool with

s(c) = 1f(c)d(c) ̸=0 (log f(c) + nPC log d(c)) ,

where f(c) is the density assigned by the Gaussian truncated at the triple
standard deviation, d(c) measures the discrepancy between fitted Gaussian
and available data at this point, and 1 is the indicator function outputting

102



1 if the index condition holds true and 0 otherwise. After normalization,
the calculated scores can be used as probabilities to randomly select com-
pounds from the pool without replacement. Cancels stops sampling com-
pounds when adding further compounds would not improve the fitness of
the Gaussian, that is when the likelihood of the Gaussian given the train-
ing set together with the additional data does not increase, or the pool is
exhausted.

Finally, Cancels uses the stored mapping to obtain the original repre-
sentation of the selected compounds. These compounds can be interpreted
as suggestions of which experiments to carry out next, but since they have
been selected randomly based on the calculated probability distribution,
a direct interpretation might not be optimal. However, the selected com-
pounds describe underrepresented areas. Analyzing their characteristics can
help the researcher gain insights into which kinds of experiments fell short
in the past, and manual selection of experiments that fill in this gap can
be a valuable compromise between improved data quality and meaningful
experiments with interesting results.

If the pool of candidate compounds is rather small, alternatively, a re-
searcher might prefer to use the normalized scores for the entire pool directly
and, rather than sampling from it, choose manually subject to additional cri-
teria such as availability, price, or other properties not represented by the
fingerprint. Note that adding only the compounds with the highest scores
does not necessarily smooth out the dataset’s distribution but has the po-
tential to create a new bias. Instead, the researcher would need to choose a
large amount of highly-scoring compounds, some medium-score compounds,
and even a few compounds with low scores. To simplify this process, we sug-
gest repeatedly choosing a few compounds with high scores, adding them
to the dataset, retraining Cancels, and scoring the remaining pool until a
desired number of compounds has been identified.

6.5 Experiments and Discussion

To showcase what Cancels can reveal about a dataset and what insights
can be won, we apply it to multiple datasets and analyze its results. Our
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use-case for this paper is biodegradability; however, Cancels could also
be applied to other domains such as drug development. Although Cancels
makes suggestions as to which compounds might be interesting to obtain
labels for, analyzing these recommended compounds and their characteris-
tics grants us more than that: It teaches us about weaknesses of the dataset
and underrepresented areas that might cause a lowered model reliability
regardless of the trained model. To quantitatively evaluate Cancels’ per-
formance, though, we need to train a model to evaluate changes in accuracy.
Note that no matter what we evaluate, Cancels is, in any case, provided
with only the MACCS fingerprints of the datasets and has no access to labels
or further data characteristics. We introduce the experimental setup before
presenting and discussing the results.

6.5.1 Experimental Setup

In this section, we introduce our general experimental setup. We might devi-
ate from this setup in single experiments depending on the question we aim
to answer. All deviations are listed in the following section for the sake of
reproducibility. Unless stated otherwise, we use the setup introduced here.
Our implementation, together with all experiments, results, and plots, is
publicly available in our repository for the sake of reproducibility of results
and to support further research.

Datasets. The main datasets we analyze in this paper are the EAWAG-
SOIL [87] (short: SOIL) and EAWAG-BBD (short: BBD) datasets extracted
from the enviPath platform [142, 150–152]. Both datasets contain biodegra-
dation pathways capturing the chemical changes of a given starting com-
pound (we refer to this as a “root compound”) during biotransformation.
SOIL was collected from publications and contains 343 root compounds.
BBD stems from expert workshops and contains 248 root compounds. We
prepare both datasets by extracting the compounds’ MACCS fingerprints,
and, to investigate the dataset development over time, join the year of pub-
lication of each pathway to its root compound where possible (299/343 root
compounds in SOIL have years and 215/248 in BBD) as well as use cat-
egories from the PubChem database [81]. As prediction labels, we use the
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208 transformation rules in enviPath, try to apply each of them to a com-
pound, and assign 208 labels stating if the rule was applicable and observed
(= 1), applicable but not observed (= 0), or not applicable (= missing and
excluded from evaluation counts).

For a large-scale experiment demonstrating how the application of Can-
cels can help improve the classification accuracy, SOIL and BBD are too
small to yield statistically reliable indications. Instead, in this case, we use
the substantially larger Tox21 dataset containing 11093 chemical compounds
tested in 12 pathway essays [68, 95]. The dataset was gathered in the 2014
Tox21 Data Challenge to pool resources to replace animal testing with model
predictions in the future. The compounds are pre-assigned 12 binary labels
indicating if a compound was active (= 1) or inactive (= 0) in each of the
tested essays. Similarly to SOIL and BBD, we obtain MACCS keys as input
features as pre-processed by Stepišnik et al. [135].

To put SOIL and BBD and their development over the years in a frame of
reference, we downloaded all unique SMILES from the PubChem database
to obtain an estimate for the span and the density of the compound space.

As pools for Cancels to select compounds from, we use the subset
of PubChem with an ‘agrochemical’ flag to be able to extract the same use
categories we obtained for SOIL and BBD. When experimenting with Tox21,
we split it into subsets, so no external pool is necessary (see the following
section for details).

Classifiers, Evaluation, and Stability. Tox21 is a dataset with multiple
labels; hence we use a multi-label classifier to predict its labels. To achieve
the most stable performance among runs and reduce the effect of randomness
induced by the classifiers, we train ensembles of classifier chains (ECCs)
[119] with 10 chains per ensemble. We evaluate the classifier performance
using multilabel accuracy (short: accuracy)

acc = #TP + #TN
#TP + #TN + #FP + #FN .

Here, #TP and #TN count the number of correctly predicted positive
and negative labels, respectively. Similarly, #FP and #FN count the number
of mispredicted labels.
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To achieve statistical stability and ensure the significance of observed
patterns, we repeat every experiment 100 times under different dataset splits
and report the average results together with 95% confidence intervals.

6.5.2 Results and Discussion

Cancels is a method that, given only an unlabeled dataset, searches for
biases and underrepresented regions and suggests additional compounds that
can improve the dataset quality. As such, we will use Cancels as a tool to
identify flaws in the dataset and investigate if the suggested compounds can
indeed help improve the performance of subsequently trained models. This
section investigates several questions ranging from if the bias spiral discussed
in the introduction can indeed be observed in the datasets to what can be
won by using Cancels. Unless specified explicitly, all experiments have
been set up as outlined in Section 6.5.1.

How did the datasets develop over time? Independent of if a model
is in place to support the choice of which experiments are the most promis-
ing or not, we can make the most reliable assumptions on the outcome of
experiments for compounds that are similar to those we observed before. We
hypothesize that this reliability shapes the process of further experimenta-
tion and hence induces specialization to the part of the compound space that
is already well populated while exploration of other parts of the compound
space falls short.

This hypothesis seems to be confirmed for the development of the SOIL
and BBD datasets. Figure 6.4 illustrates the development of the root com-
pound datasets from the year 2000 to 2015. We use the PubChem database
as a lower boundary for the space of feasible compounds (i.e., PubChem
measures the already discovered compound space). The true space is even
larger but has not yet been fully explored [101]. Regardless, neither SOIL
nor BBD covers the entire space – the datasets are specialized to their re-
spective domains. Both datasets consist of one main group of compounds
and a second group that is structurally different from the first one. In SOIL,
this smaller group mainly corresponds to sulfonamides, typically acting as
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Figure 6.4: Qualitative dataset development for SOIL and BBD root compounds in rela-
tion to the compound space represented by a bivariate histogram of the PubChem dataset
and visualized in the PCA spaces obtained from SOIL (top), BBD (center), and Pub-
Chem (bottom). In all three datasets, white represents the highest density.

antibacterial and antifungal agents. In BBD, it corresponds to compounds
containing groups of multiply oxidated elements such as sulfates and nitro
compounds. We can observe that, although compounds are continuously be-
ing added to the datasets, their distributions seem stationary, and the gaps
between the main and the small groups are never closed.

Figure 6.5 further quantifies this suspicion. For both datasets, during
the first years, the average distance of compounds to the center decreased,
indicating that compounds were added close to the center in the already
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Figure 6.6: Potential biases detected by Cancels for SOIL (left) and BBD (right) visu-
alized in their respective PCA spaces against the PubChem compound space.

populated areas. In later years, the average distance to the center has a slight
upward trend; however, the standard deviation decreases at the same time,
indicating a shift of the center to another already populated area. In both
cases, no new areas of the compound space are being explored, although new
compounds are continuously being added. Additionally, a small standard
deviation implies that a model specializes to a small area while other more
sparsely populated areas are less reliably predictable.

Which underrepresented regions can Cancels detect? Application
of Cancels to the SOIL and BBD datasets reveals the underrepresented
regions displayed in yellow in Figure 6.6. When comparing the datasets and
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those regions to the entire compound space estimated using PubChem, we
can see that mitigating these biases, while potentially improving the dataset
quality, does not generalize towards covering the entire chemical space but
rather smooths out the dataset’s distribution locally while retaining the
specialization to the dataset’s domain.

One interesting observation is that Cancels suggests adding compounds
on the outer ranges of PubChem rather than its center. Sampling new com-
pounds randomly would result in a distribution shift towards that of Pub-
Chem and the dataset would lose its focus on the domain for which it is
designed.

Note that the indicated areas focus on regions within the compound
space due to the boundaries introduced in Section 6.4, so finding suitable
compounds that mitigate this bias is possible.

Which kinds of compounds does Cancels suggest to mitigate the
bias? To fill in the underrepresented regions identified in the previous
experiment, we offer Cancels a pool of compounds to choose from. This
pool is assembled from those compounds in the PubChem database that
carry an ‘agrochemical’ flag. The reduction to this subset was necessary to
enable us to extract the same auxiliary information from the pool data that
is already available for the SOIL and BBD datasets. Figure 6.7 displays the
frequency of relevant, non-exclusive labels for the entire pool (in gray) as
well as the input dataset (SOIL in blue, BBD in wine) and the top 20 and
top 50 candidate compounds to mitigate the bias.

We observe a shift towards fungicides and herbicides for SOIL and bio-
cides and fungicides for BBD in the recommendations for both datasets.
This is a meaningful result since both categories are under-represented in
the datasets by design, but they seem relevant to add as they are structurally
similar in order to train models on the datasets. Comparison with the en-
tire pool shows that Cancels specifically targets compounds belonging to
these categories – they do not reflect a general trend of the pool. Note that
these results have been obtained although Cancels was never presented
with these categories but only the MACCS representations of compounds.
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that categories are non-exclusive.

Cross-Check: Does Cancels perform as expected? To cross-check
that Cancels is working as intended, we carry out an additional experi-
ment. Training a kernel density estimator to model the dataset’s density,
we sort all compounds by their assigned densities. Holding out the x% of
the dataset with the lowest density, we use Cancels on the rest and score
the held-out compounds. Intuitively, removing data from a dataset should
reduce its quality and result in high scores for the removed data aiming to
retrieve the original dataset quality.

The results are shown in Figure 6.8. We see that for low percentages x,
the scores are generally low. This is expected since outliers will be removed
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Figure 6.8: While holding out x% of the SOIL (left) and BBD (right) datasets, we train
Cancels on the rest. Bar heights represent average scores of the holdout set with their
corresponding uncertainty intervals (black lines).

first and cannot be expected to score highly. For high x, the average scores
are decreasing again. This is also expected since Cancels is applied to a
very small portion of the dataset only and, by design, makes conservative
estimates resulting in high scores only for some of the removed compounds.
The peak is at x = 50% where both effects are minimal. Overall, Cancels’
general behavior fits our expectations.

We notice a few irregularities in the patterns deviating from a smooth
ascent to and descent from the x = 50% peak. These irregularities stem
from a change in the underrepresented area Cancels points to and are an
indication of a bias in the dataset: If the dataset was smooth and unbiased,
removing those x% of compounds with the lowest density would narrow
the dataset to its center (or, if there are multiple clusters, to their centers)
equally from all sides. In this case, the estimated Gaussian would stay con-
sistent over all x ≤ 50% and potentially even for higher ones. Hence, since
we observed jumps, we can conclude that a bias must be present even from
this perspective.

Can Cancels improve the model performance? To assess the rele-
vance of the compounds suggested by Cancels, we use the Tox21 dataset
(see Section 6.5.1) due to its size and set up an experiment as follows: In each
of 100 runs, we randomly hold out 40% of the dataset as a test set, offer 40%
of the remaining data as a pool and use the rest for training. Based on the
training set, we select additional compounds from the pool in four different
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Figure 6.9: Dividing the Tox21 dataset into a training set, a pool, and a test set, we
train a classifier on either the training set only, the training set together with the entire
pool, the training set plus Cancels-based compound selection, and the training set plus
a selection that feeds the biases instead of mitigating it. The box plot (left) displays
the results in terms of accuracy when evaluating the trained models on the test set.
A confidence interval plot (right) indicates that compound selection using Cancels is
significantly better than all other options.

scenarios: We can select (i) no additional compounds, (ii) nCancels com-
pounds suggested by Cancels, (iii) nCancels compounds that feed rather
than mitigate the bias based on density-based random sampling (i.e., we
sample based on the dataset distribution directly), or (iv) all available ad-
ditional compounds (i.e., the entire pool).

A classifier is then trained on the training set together with each selection
of additional compounds and evaluated on the test set.

Figure 6.9 shows that compound selection using Cancels is not only
better than continuing to feed the bias but also than using the entire pool. A
repeated measures ANOVA with posthoc Tukey HSD test [36, 64] confirms
that these results are statistically significant under significance level α =
0.01.

However, the accuracy differences are small. We attribute this effect to
the experimental design: Since we had no additional dataset with the same
labels available, we had to divide the Tox21 data into a training set, a test
set, and a pool. This places Cancels in a particularly difficult situation.
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Figure 6.10: Influence of different compound representations on Cancels’ performance.

First, the pool is equally biased and hence does not contain the compounds
required to correct the bias beyond the data domain. At most, it can rebal-
ance parts of the space. Second, the test set also is biased. Therefore, even
if a bias is mitigated, it will not pay off as those parts of the data space for
which it matters are also underrepresented in the test set. Despite these dif-
ficulties, we observe an improvement in accuracy for the Cancels-selected
compounds, which is quite remarkable.

Splitting the test dataset along the compounds’ median density reveals
that this effect is particularly strong in the low-density areas. This is an
essential result since it supports the exploration of the space that breaks
the bias spiral and has the potential to lead to global rather than local
optimization.

How does the compound representation affect the performance?
Using a MACCS fingerprint as a compound’s feature representation for
training a model is widely popular [135] due to the computational speed and
the solid performance in different applications. However, Cancels’ com-
pound feature representation is independent of that used by the model. To
investigate which representation performs best in Cancels, we repeat the
previous experiment with the following competitors to MACCS fingerprints:
(i) Continuous data-driven descriptors (CDDD) [153] obtained from an RNN
autoencoder, (ii) PaDEL [155], a set of 1875 2D and 3D molecular proper-
ties, (iii) Spectrophores [55] calculated from 3D properties of molecules using
affinity cages, and (iv) Mol2vec [72], a neural network-based embedding sim-
ilar to the word2vec models used in natural language processing trained to
embed structures co-appearing frequently near each other in latent space.
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Figure 6.11: Influence of the number of principal components used in Cancels’ dimen-
sionality reduction on Tox21.

For all competitors, we obtained the pre-processed datasets from Stepišnik
et al. [135].

Figure 6.10 illustrates the results: The differences between representa-
tions are small. MACCS and Mol2vec perform slightly better than the rest,
and MACCS fingerprints additionally show a smaller variance among runs.
Ultimately, the right choice of feature representation depends on the appli-
cation and should be investigated individually, but in our use case, using
MACCS fingerprints for Cancels seems well justified.

How does the number of principal components influence the per-
formance? Choosing the correct number of principal components for PCA
in an unsupervised setting is difficult since we have no feedback on which
number performs best. Intuitively (and following the central limit theorem),
the smaller the number nPC of principal components, the more closely our
dataset distribution will resemble a Gaussian as more individual signals
are combined. At the same time, the higher nPC, the more variance in the
dataset we can explain using the components. That is, a dataset can be
modeled perfectly if its dimensionality matches nPC, but information will
be lost if the dimensionality is reduced. We can see both aspects in Fig-
ure 6.11 where there is a peak around nPC = 8 indicating that the results
presented here (with nPC = 5) could have been better, but our estimated
value is reasonable. To choose a suitable value for nPC, as a rule of thumb,
we suggest trialing different values and visualizing the dataset distribution
over the resulting components. A solid choice is the largest value that shows
Gaussian-like distributions over all components. In future research, we will
investigate how to choose nPC automatically.
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Figure 6.12: Iterative application of Cancels and all competing baselines (see Fig. 6.9) on
the Tox21 dataset: In each of the five iterations, the compound selection takes place based
on the training set and the selected compounds from previous iterations. For Cancels,
the accuracy improves upon all other selection strategies.
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Figure 6.13: Number of added compounds in an iterative application of Cancels.

Can iterative application of Cancels improve the accuracy even
further? The previous experiments showed an improvement in accuracy
for Cancels-based compound selection, especially in lower-density areas of
the data space. To investigate the long-term effect, we carry out a similar
but iterative experiment where we randomly split the pool into five equally-
sized sub-pools. In each of five iterations, we select additional compounds
from the corresponding sub-pool based on the training set and the selections
from all previous iterations. Note that, as before, we select the same number
of points for both Cancels-based sampling and sampling based on the data
density in every iteration to ensure a fair comparison.

Figure 6.12 and 6.13 summarize the impact of Cancels on each of the
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iterations. Firstly, we observe that three iterations seem sufficient to smooth
out the dataset distribution. Additional iterations have no effect, and the ac-
curacy is saturated. After three iterations, Cancels has selected only about
4000 compounds and still largely outperforms the entire pool with about
7000 compounds. The red line (“Tr + High Density Compounds”) stands
for training on the training set together with a random sample from the pool.
Since the pool follows the same distribution as the dataset, sampling from
it will mostly result in compounds in dense areas, but few compounds from
sparse areas can also find their way in, so the red line eventually catches up
with Cancels. This effect is an anomaly due to our experimental design
and will no longer be observed if the pool’s distribution does not match that
of the dataset and the test set. In summary, selecting the right compounds
not only improves the data quality but also is substantially more economical
as it means carrying out fewer experiments.

In practice, improving the dataset quality is not the only goal – a re-
searcher also aims to make decisions regarding their data collection based
on their current interests, projects, and goals. To achieve a healthy balance,
we suggest one or two iterations of Cancels after each interest-driven ad-
dition to the dataset before the dataset is fit for its upcoming tasks.

6.6 Conclusion

Predictive modeling can support the development process of new chemicals;
however, those models specialize to the data provided, and solid performance
can only be guaranteed in densely populated areas of the compound space.
Avoiding carrying out experiments with a very uncertain result, new addi-
tions to the dataset will most likely stem from already densely populated
areas where the prediction reliability is high. Over the years, this results in
a stronger over-population of already over-populated areas and a shrinking
applicability domain of trained models inducing a specialization bias.

To break this spiraling specialization cycle, in this paper, we propose
Cancels, a novel technique to investigate a dataset independently from
a specific model, create awareness of underrepresented areas, and suggest
additional compounds that can help mitigate the bias. So far, Cancels is
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unique in many regards: (i) It generally improves the dataset quality in a
model-independent fashion while other methods are only designed to support
the training process of one specific model, (ii) while generalizing the dataset
and enabling further targeted exploration of the compound space, Cancels
does not lose the desired specialization to a certain domain when suggesting
additional compounds, and (iii) Cancels’ outputs are interpretable and
can be used to investigate different aspects of datasets as demonstrated in
our extensive set of experiments.

Our various experiments indicate that on two real-world datasets, SOIL
and BBD, a continuous specialization can indeed be observed, which renders
these datasets a valid use-case for Cancels. Validation of Cancels on the
Tox21 dataset shows that careful selection of future experiments can not
only reduce the total amount of experiments to be carried out but also
improve the performance of predictive models by a significant margin.

All results presented in this paper have been obtained based solely on the
compounds’ MACCS keys. Future research will investigate how auxiliary in-
formation can be integrated in an effective way where available. Additionally,
we aim to make Cancels fully automated for the simplest usage possible.
As such, we aim to automatically infer parameters such as the number of
principal components from the dataset and context, for example, using in-
formation criteria that incorporate a measure of Gaussianity but penalize
for every dimension lost. Overall, we hope that Cancels can be of use to
researchers to help understand the datasets they are dealing with and to
improve their quality early on to improve their usability universally.
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7 Conclusion

We are at a point in time where we begin to trust the outputs of our machine-
learning models blindly, even in high-risk applications. However, the models
are only as good as the data they are trained on, and dataset flaws creep
into the models silently. This is mainly due to the standard model validation
processes where training and validation occur on subsets of the same dataset.
If the training set is biased, the validation set is equally biased, and the
model will not send a warning.

The bias mitigation literature detects biases by comparing training and
target data, but no approaches have been proposed that can send off an
early warning based on the training set alone. To the best of our knowledge,
we made the very first attempt to address the problem of selection bias
detection when no ground-truth information is available.

We proposed three methods with different strengths that investigate the
dataset’s distribution and generate or select additional data points to smooth
it out. If these points concentrate on several areas, this could indicate a
potential bias.

In various experiments, we demonstrated the usefulness of the methods
we proposed here. However, our most impactful contribution lies in challeng-
ing existing machine learning procedures that accept flawed data as given
and treat symptoms rather than causes.

In this chapter, we review our achievements and contributions in Sec-
tion 7.1, discuss limitations in Section 7.2 and provide potential avenues for
future research, beyond improving the proposed models, in Section 7.3.
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7.1 Contributions

In the previous chapters, we established the novel problem of selection bias
identification and mitigation under the assumption that no ground-truth
information is available. Since no knowledge of the ground truth can be
expected, this problem is particularly challenging and likely to be impossible
to solve in a general way that works for all biases and datasets. Nonetheless,
we proposed three methods showcasing that some biases leave traces that
can be observed in the resulting datasets.

We introduced techniques that are able to detect these traces and send
off an early warning, i.e., already during data gathering. The early bias
detection allows us to improve the data collection on the fly, avoiding the
need for costly and fragile adaptation methods later on.

Our methods show remarkable results given our uninformed “guess”:
Even if the data sample correctly reflects the ground truth, our methods
point to potential issues for subsequent model training based on this data,
such as underrepresented areas. Filling in these identified gaps with gener-
ated data points or ones selected from a pool has been shown to improve
the training behavior of machine learning models.

Designing our problem in a completely uninformed way constitutes a uni-
versally applicable preprocessing method that can be integrated into most
machine learning pipelines. While existing bias mitigation strategies are typ-
ically tailored to one specific target domain or even a specific model, we
operate independently of both. Instead, we improve the overall data qual-
ity and create awareness for potential issues, regardless of the data’s future
journey.

Our three proposed methods cater to different needs: Imitate (Identify
and MITigATE Selection Bias) assumes that the ground truth could be
modeled as one multivariate Gaussian per class. While this is a strong
assumption that might not hold in complex datasets, Imitate convinces
by being fast, interpretable, and expandable. Mimic (Multi-IMItate Bias
Correction) expands Imitate’s scope by modeling the ground truth as a
mixture of potentially overlapping multivariate Gaussians per class. This as-
sumption drastically increases the range of datasets and distributions that
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can be modeled, including multi-cluster settings. However, it comes at a
cost in terms of running time and produces more conservative results. Can-
cels (CounterActiNg Compound spEciaLization biaS) is a version of the
Imitate algorithm, specialized to chemical compound datasets, where we
showcased the usefulness and interpretability of our methods. Using Can-
cels, we demonstrated that when adding bias-mitigating compounds from
a pool of candidates to a dataset, the predictive performance of a trained
model exceeds that of a model trained either on the original dataset or un-
der the addition of the entire pool. Finally, we contribute publicly available,
and easy-to-use Python+sklearn [110] implementations of all methods in
the PyPI package imitatebias. Cancels will additionally be integrated into
the enviPath website1, where users can trial their datasets freely via a web
interface.

7.2 Limitations

Although our work marks a promising start to a new area of research, our
proposed methods should be expanded to be fully sufficient. We identify the
following main limitations:

■ Although our proposed methods have proven effective on biased
datasets and behave differently when no bias is present, we are dealing
with an under-defined problem. Only the biased dataset is available,
with no information on the ground truth or its distribution. We suc-
cessfully constrained the problem more tightly using the assumption
of Gaussianity or a Gaussian mixture; however, this assumption might
not always hold. Therefore, we aim to create awareness of a potential
issue but ultimately rely on a domain expert’s knowledge to decide
whether the result is valid.

■ Modeling the ground truth as a multivariate Gaussian is a rigid re-
quirement on the data structure and limits the applicability of our
method. Allowing for mixtures of Gaussians facilitates modeling more

1enviPath: https://envipath.org/
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general data distributions. However, this generality comes at a cost:
The more flexible the fitted model is, the more apt it is to model the
existing data well instead of pointing to a bias, which is why Mimic’s
results are more conservative than Imitate’s. Similarly, in preliminary
experiments, we tried fitting a beta distribution instead – a family of
distributions that is substantially more general as it combines expo-
nential, normal, uniform, and gamma distributions. We observed that
for all datasets, biased or not, parameters that fit the data very closely
could be identified. Hence, there is a trade-off between the generality
of the method and the clarity of the obtained results.

■ For some datasets, for example, exponentially distributed ones, a
Gaussian is a poor fit, and even a mixture of Gaussians will not model
the data appropriately. Our current solution to this is to reject any
output if the number of points required to smooth out the distribu-
tion exceeds the number of observed data points. In addition, an initial
test to decide if our methods are applicable to the data would be help-
ful. One easily integrable option would be to fit different probability
densities to the density estimation of the data, weighted by their his-
togram bin heights, as done in Imitate. If a different distribution is a
substantially closer fit than a Gaussian, it could substitute the normal
density before proceeding as usual. Note that a different data trans-
formation (or none at all) might be required for this test as ICA is
closely tied to the normal distribution.

7.3 Outlook

Lifting the previously identified limitations would be a direct continuation
of this work. Beyond that, we would like to draw the reader’s attention to
the following interesting potential research avenues:

■ Under our supervision, Duncanson [43] adjusted Imitate to learn a
parametric representation of the selection bias and the Gaussian si-
multaneously using maximum likelihood optimization instead of the
heuristic weighted optimization with histograms. Duncanson tested
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step functions, Fourier series, polynomial, and piecewise linear func-
tions for the one-dimensional case. Except for the step function, these
bias representations quickly become complex if the number of dimen-
sions increases, with an overwhelming number of parameters to be
tuned. However, the step function showed promising results in a few
exemplary tests and should be investigated further in the future, par-
ticularly concerning scalability in higher dimensions.

■ Adversarial Learning [15] is a research area that aims to make machine
learning models more robust by exposing their vulnerabilities early on.
To find these vulnerabilities, adversarial learning uses adversarial at-
tacks on a model, carefully crafted small perturbations of the input
data that are powerful enough to alter the model prediction. Adversar-
ial learning and the research we presented share the goal of exposing
model vulnerabilities and making a model more robust. However, un-
der our supervision, La et al. [86] found that both approaches identify
different flaws in the dataset. Future research could explore similari-
ties and differences further and identify potential synergies that make
a meaningful advance in either field.

■ In many applications, such as drug development in chemistry, running
experiments is costly and time-consuming. Therefore, the experiments
to be run need to be chosen carefully. Active learning [127] is a re-
search area that aims to identify those examples that, when labeled
and added to the dataset, help improve the model the most. Since this
is a substantially different goal from that in our thesis (as discussed in
Section 6.3), active learning is unaware of biases and does not attempt
to correct them. Active learning typically selects instances near the de-
cision boundary to improve one specific model, but it does not operate
on the dataset itself. However, a symbiosis between our research and
active learning could sustainably improve the data quality while re-
maining purpose-driven and optimizing the model’s performance.

■ Lastly, we hope this research ignites a spark in the community that
leads to a deeper investigation of the data we gather. Flawed data
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causes a flawed model causes flawed decisions, and it is not sufficient to
accept the data as given without questioning it. We further hope that
a large body of research supersedes this work, ultimately leading to
automated data quality assurance that can become a fixed component
in the machine learning development pipeline and the data-gathering
process.
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