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#### Abstract

All quantum random number generators based on measuring value indefinite observables are at least threedimensional because the Kochen-Specker Theorem and the Located Kochen-Specker Theorem are false in dimension two. In this article, we construct a quantum random number generator based on measuring a threedimensional value indefinite observable that generates binary quantum random outputs with the same randomness qualities as the ternary ones: its outputs are maximally unpredictable.
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## I. INTRODUCTION

All known quantum random number generators, which rely on measuring value-indefinite observables [1-[3] are threedimensional. This is because the Kochen-Specker Theorem [4] and the Located Kochen-Specker Theorem [1, 5] are false in dimension two. In this article, we construct a quantum random generator based on measuring a three-dimensional value indefinite observable generating binary quantum random outputs with the same randomness qualities as the ternary ones; its outputs are maximally unpredictable [6]. Our results in $\mathbb{C}^{3}$ can easily be generalized to $\mathbb{C}^{n}$ with $n>3$.

This is possible because if we fix a context $C$ in $\mathbb{C}^{n}, n>2$ and a value indefinite observable $E \in C$ (under a value assignment function $v$ ), then we can locate a value indefinite observable $G \in C$ such that $v(G)=\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)$. Hence, the measurements of the observables $E$ and $G$ produce maximally unpredictable binary quantum random outputs.

## II. NOMENCLATURE AND DEFINITIONS

By $n$, we denote a positive integer greater than 1 . We denote by $\mathbb{C}$ the set of complex numbers and employ the standard quantum mechanical bra-ket notation. In this context, (unit) vectors in the Hilbert space $\mathbb{C}^{n}$ are represented as $|\cdot\rangle$. Our focus will be on one-dimensional projection observables. We denote by $E_{\psi}$ the operator $E_{\psi}=|\psi\rangle\langle\psi| /|\langle\psi \mid \psi\rangle|$ projecting the Hilbert space $\mathbb{C}^{n}$ onto the linear subspace spanned by $|\psi\rangle$.

In the following, we formalize hidden variables and the concept of value definiteness as in [5].

Fix $n>1$. Consider $\left.O \subseteq\left\{E_{\psi}| | \psi\right\rangle \in \mathbb{C}^{n}\right\}$, a nonempty set of one-dimensional projection observables on the Hilbert space $\mathbb{C}^{n}$. A set $C \subset O$ is a context of $O$ if $C$ has $n$ elements (that is, $|C|=n)$, and for all $E_{\psi}, E_{\phi} \in C$ with $E_{\psi} \neq E_{\phi},\langle\psi \mid \phi\rangle=0$.

Since distinct one-dimensional projection observables commute if and only if they project onto mutually orthogonal linear subspaces, a context $C$ of $O$ is a maximal set of compatible one-dimensional projection observables on $\mathbb{C}^{n}$. Due to the

[^0]correspondence (up to a phase-shift) between unit vectors and one-dimensional projection observables, a context is uniquely defined by an orthonormal basis of $\mathbb{C}^{n}$.

A function is partial if it may be undefined for some values; a function defined everywhere is called total. The square root operation on the real numbers is partial because negative real numbers do not have real square roots. Partial functions were introduced in computability theory in 1930s [7]-9] to model non-halting computations; they were used in quantum physics in [1]. A value assignment function (on $O$ ) is a partial two-valued function $v: O \rightarrow\{0,1\}$, assigning values to some (possibly all) observables in $O$. While we could allow $v$ to be a function of both the observable $E$ and the context $C$ containing $E$, enabling contextual value assignments, for the sake of compactness, we define $v$ as a noncontextual value assignment function, that is, $v(E, C)=v(E)$.

An observable $E \in O$ is value definite (under v) if $v(E)$ is defined; otherwise, it is value indefinite (under v). Similarly, a context $O$ is considered value definite (under $v$ ) if every observable $E \in O$ is value definite.

Let $O$ be a set of one-dimensional projection observables on $\mathbb{C}^{n}$, and let $v: O \rightarrow\{0,1\}$ be a value assignment function. Then, $v$ is admissible if the following two conditions hold for every context $C$ of $O$ :
(a) Exclusivity: If there exists an $E \in C$ with $v(E)=1$, then $v\left(E^{\prime}\right)=0$ for all $E^{\prime} \in C \backslash\{E\}$.
(b) Completeness: If there exists a $E \in C$ with $v\left(E^{\prime}\right)=0$, for all $E^{\prime} \in C \backslash\{E\}$, then $v(E)=1$.

Admissibility is a weaker requirement than the usual assumption of the existence of a two-valued state-a total value assignment-because fewer than $n-1$ elements in a context on $\mathbb{C}^{n}$ may be assigned the value 0 , and no element is assigned the value 1 . If the value assignment is partial, then the observables corresponding to these remaining elements are value indefinite. However, if the value assignment on a particular set $O$ of one-dimensional projection observables on $\mathbb{C}^{n}$ is total, then admissibility coincides with the standard definition of two-valued state(s).

Admissibility permits undefined values and thus value indefiniteness of an observable $E$ if both outcomes (0 and 1) of a measurement of $E$ would be incompatible with the definite values of other observables sharing a context with $E$. If
$v(E)=1$, a measurement of every observable in a context $C$ containing $E$ must yield the outcome 1 for $E$. Consequently, to avoid contradiction, the outcome of measurements for all the other observables in the context must be 0 , and vice versa. On the other hand, if $v(E)=0$, then the measurements of the other observables in $C$ could yield the values 1 and 0 (as long as only one yields 1 ).

## III. VALUE INDEFINITE OBSERVABLES

## We proceed with the main result:

Fix a context $C$ in $\mathbb{C}^{n}, n>2$. If an observable $E \in C$ is value indefinite under a value assignment function $v$, then there exists a value indefinite observable $G \in C$ such that $v(G)=\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)$.

For a proof, fix a context $C$ and assume that $E$ is value indefinite under $v$, meaning that both $v(E)=0$ as well as $v(E)=1$ are (in)consistent with respect to admissibility.

First, we show that

$$
\begin{equation*}
\sum_{E^{\prime} \in C \backslash\{E\}} E^{\prime} \tag{1}
\end{equation*}
$$

is value indefinite.
The following two cases arise:
(i) Suppose that

$$
\begin{equation*}
\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)=0 . \tag{2}
\end{equation*}
$$

Then, due to Completeness (b), $E$ needs to be assigned the value one, that is, $v(E)=1$. But this contradicts the assumption that $v(E)$ is undefined. Therefore, the equality (2) is false.
(ii) Suppose that

$$
\begin{equation*}
\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)=1 \tag{3}
\end{equation*}
$$

Then, due to Exclusivity (a), $E$ needs to be assigned the value zero, that is, $v(E)=0$. Again, this contradicts the assumption that $v(E)$ is undefined. Therefore, the equality (3) is false.

Second, we show the existence of a value indefinite observable $G \neq E$ such that $v(G)=\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)$. Indeed, if every $G \neq E$ would be value definite, then the sum (1) would be value definite too, a contradiction.

Note that, because of context independence, that is, the independence of the value assignment function from the context, if $v(E)=1$, a measurement of observable $E$ in any context $C$ containing $E$ must yield the outcome 1 . Consequently, to avoid contradiction with the Exclusivity criterion (a), the
outcome of measurements for all of the other observables in all of these contexts containing $E$ must be 0 ; hence, the remaining observables in all of the contexts containing $E$ are value definite, with value 0 .

Likewise, in $n>2$ dimensions, having fewer than $n-1$ observables-say, one to $n-2$ observables-with value 0 could still lead to undefined value assignments on the remaining $n-1$ to 2 observables. Hence, these remaining $n-1$ to 2 observables remain value indefinite. However, if there are $n-1$ observables with value assignment 0 , then, due to Completeness criterion (b), the remaining observable is assigned value 1.

Note also that, by "merging" two or more observables of the context, represented by the orthogonal projection operators $E_{2}, \ldots, E_{n}$, we never left $n$-dimensional Hilbert space $\mathbb{C}^{n}$, because $E_{2, \ldots, n} \mathbb{C}^{n}$ is the ( $n-1$ )-dimensional Hilbert space spanned by the vectors $\left|e_{i}\right\rangle$ that form $E_{i}=\left|e_{i}\right\rangle\left\langle e_{i}\right|$, with $i=$ $2, \ldots, n$. The vectors in $E_{2, \ldots, n} \mathbb{C}^{n}$ are orthogonal to the onedimensional subspace $E_{1} \mathbb{C}^{n}$ spanned by $\left|e_{1}\right\rangle$, and the vectors $\left|e_{1}\right\rangle, \ldots,\left|e_{1}\right\rangle$ for an orthonormal basis.

For the sake of an example, we shall delineate a hypergraph introduced in [5] and split it into segments serving as true-implies-false (TIFS) and true-implies-true (TITS) gadgets [10].

The hypergraph corresponding to the TIFS gadget in Figure 1 illustrates the orthogonality relations among vector labels of the elements of hyperedges [11], as detailed in [10, Table I]. By subsequently applying the admissibility rules [12, Fig. 24.2.a] a single consistent value assignment, as in Figure 1 (a) allows $v(a)=1$ and $v(b)=0$, whereas an inconsistent value assignment arises when assuming $v(a)=v(b)=1$. Therefore, for any such configuration of quantum observables, there exists no classical admissible value assignment $v$ satisfying the constraint on the input and output ports $v(a)=v(b)=$ 1. Consequently, if $a$ has a preselected input state $v(a)=1$, then the value assignment $v(b)$ for the output state $b$ must be either 0 or undefined, that is, value indefinite.

Conversely, the TITS gadget hypergraph in Figure 2 illustrates the orthogonality relations among vector labels of the elements of hyperedges [11], as detailed in [10, Table I]. Using the admissibility rules [12, Fig. 24.2.a] a single consistent value assignment, as in Figure 2 a) implies $v(a)=1$ and $v(b)=1$, in contrast with the value assignment when assuming $v(a)=1$ and $v(b)=0$.

As before, for any such configuration of quantum observables, there exists no classical admissible value assignment $v$ satisfying the constraint on the input and output ports $v(a)=1$ and $v(b)=0$, respectively. Consequently, if $a$ has a preselected input state $v(a)=1$, then the value assignment $v(b)$ for the output state $b$ must be either 1 or undefined, that is, value indefinite.

Therefore, the concatenation of the two hypergraphs depicting TIFS and TITS gadgets, originally introduced by Abbott and the authors in [10], and shown in Figures 1 and 2 respectively, excludes both admissible value assignments of 0 and 1 , rendering $v(b)$ undefined and thus the observable $b$ value indefinite. Indeed, as in Figure 3 the penetration of admissible value assignments is rather limited: if the system is prepared


FIG. 1. The TIFS gadget hypergraph for $b$ given $v(a)=1$, as well as the TITS gadget hypergraph for 3 given $v(a)=1$, illustrates the orthogonality relations among vector labels of the elements of hyperedges [11] within a subset of quantum observables-also known as a faithful orthogonal representation [13] or coordinatization [14], as enumerated in [10] Table I]. Red squares represent the value 1, and green circles represent the value 0 . (a) A singular consistent value assignment is obtained by assuming $v(a)=1$ and $v(b)=0$ and applying the admissibility rules successively [12] Fig. 24.2.a]. (b) An inconsistent value assignment is obtained by assuming $v(a)=v(b)=1$ and applying the admissibility rules successively: the context $\{3,21,23\}$, shown dotted, contains three observables with the value 0 ; hence no admissible value assignment $v$ with the constraint on the input and output ports $v(a)=v(b)=1$ exists. Therefore, if $a$ has a preselected input state $v(a)=1$, then the value assignment $v(b)$ for the output state $b$ has either to be 0 or needs to be undefined, that is, $b$ is value indefinite.


FIG. 2. The TITS gadget hypergraph for $b$ given $v(a)=1$, as well as the TIFS gadget hypergraph for 3 given $v(a)=1$, which is partly reflection symmetric along the $\{a, 1,2\}$ context to the TIFS gadget hypergraph in Figure 1 illustrates the orthogonality relations among vector labels of the elements of hyperedges [11] within a subset of quantum observables-also known as a faithful orthogonal representation [13] or coordinatization [14], as enumerated in [10] Table I]. Red squares represent the value 1 , and green circles represent the value 0 . (a) A single consistent value assignment is obtained by assuming $v(a)=1$ and $v(b)=1$ and applying the admissibility rules successively [12] Fig. 24.2.b]. (b) An inconsistent value assignment is obtained by assuming $v(a)=1$ and $v(b)=0$ and applying the admissibility rules successively: because the context $\{6,7, b\}$, shown dotted, contains three observables with the value 0 , no admissible value assignment $v$ exists with the constraint on the input and output ports $v(a)=1$ and $v(b)=0$. Therefore, if $a$ has a preselected input state $v(a)=1$, then the value assignment $v(b)$ For the output state, $b$ has to be 1 or undefined; that is, $b$ is an indefinite value.


FIG. 3. Concatenated hypergraph from the hypergraphs depicting TIFS and TITS gadgets shown in Figures 1 and 2 respectively. Admissibility merely allows "star-shaped" value definite observables along the two contexts $\{a, 1,2\}$ and $\{a, 4,5\}$ if the system is prepared in state $a$.
in state $a$, then admissibility merely allows "star-shaped" value definite observables along the two contexts $\{a, 1,2\}$ and $\{a, 4,5\}$. Note that all contexts $\{b, 2,3\},\{b, 6,7\}$, and $\{b, 8,9\}$, in which $b$ is an element, have at least one more element which is value indefinite. This is because the set of observables $O=\{a, b, 1, \ldots, 35\}$ is not unital [15], that is, all eight admissible (or global) value assignments must assign the value 1 to the observable 1 , and thus the value 0 to $a$. There does not exist any value assignment $v(a)=1$ [12, Table 24.1]. However, such value assignments with $v(a)=1$ exist for the reduced set of observables $O \backslash\{29,31\}$ and $O \backslash\{10,12\}$ forming TIFS and TITS, respectively.

A very similar argument uses the same hypergraphs as in Figures 1 and 2 as TITS and TIFS gadgets for 3 given $v(a)=1$, respectively. Therefore, $v(3)$ is undefined, and the obsevable 3 is value indefinite.

## IV. A CONSTRUCTION OF A BINARY QUANTUM RANDOM NUMBER GENERATORS BASED ON VALUE INDEFINITE OBSERVABLES

## A. Quantum versus classical models

A quantum realization of the construction in Figures 1, 2 and 3 can be obtained from the faithful orthogonal representation of the elements of the hyperedges as vectors. One such representation was already given in [10, Table I]. It assigns the (superscript $T$ indicates transposition) $|a\rangle=(1,0,0)^{T}$ to (the pure state) $a$, also representable by the trace-class one orthogonal (that is, positive, self-adjoint) projection operator whose matrix representation with respect to the Cartesian standard basis is a diagonal matrix $E_{a}=|a\rangle\langle a|=\operatorname{diag}(1,0,0)^{T}$ and $|b\rangle=\left(\frac{1}{\sqrt{2}}, \frac{1}{2}, \frac{1}{2}\right)^{T}$ as well as $|3\rangle=\left(\frac{1}{\sqrt{2}},-\frac{1}{2},-\frac{1}{2}\right)^{T}$ to the ob-
servables $b$ and 3, respectively. Therefore, if the system is preselected or prepared in state $|a\rangle$, measurement of

$$
E_{b}=|b\rangle\langle b|=\frac{1}{2}\left(\begin{array}{ccc}
1 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{\sqrt{2}} & \frac{1}{2} & \frac{1}{2}
\end{array}\right)
$$

along $|b\rangle$ is obtained with the probability

$$
\operatorname{Tr}\left(E_{a} \cdot E_{b}\right)=|\langle b \mid a\rangle|^{2}=\frac{1}{2}
$$

Likewise, measurement of

$$
E_{3}=|3\rangle\langle 3|=\frac{1}{2}\left(\begin{array}{ccc}
1 & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{2} & \frac{1}{2} \\
-\frac{1}{\sqrt{2}} & \frac{1}{2} & \frac{1}{2}
\end{array}\right)
$$

along $|b\rangle$ is obtained with the probability

$$
\operatorname{Tr}\left(E_{a} \cdot E_{3}\right)=|\langle 3 \mid a\rangle|^{2}=\frac{1}{2}
$$

As $|2\rangle$ is orthogonal to $|a\rangle, \operatorname{Tr}\left(E_{a} \cdot E_{2}\right)=|\langle 2 \mid a\rangle|^{2}=0$, and the observable 2 is defined. Hence, when the observable $a$ is preselected in the state $|a\rangle$, both observables $b$ and 3 become value-indefinite (relative to admissibility), while observable 2 is value-definite with a value of $v(2)=0$. A quantum calculation confirmes what is posited in the (Located) KochenSpecker Theorem, that both $b$ and 3 occur with a probability of $\frac{1}{2}$.

To emphasize the three-dimensionality of the configuration, even if only two observables have nonzero probabilities, the sum of frequencies of the remaining quantum observables 2 and 3 in the complement $\{2,3\}$ of the context $\{b, 2,3\}$ containing $b$ is $1 / 2$. More explicitly, expressed in terms of orthogonal projection operators, the observable corresponding to $\{2,3\}$ is given by a matrix corresponding to the orthogonal projection operator $E_{2,3}$ :

$$
\begin{align*}
E_{2,3} & =E_{2}+E_{3}=|2\rangle\langle 2|+|3\rangle\langle 3| \\
& =\frac{1}{2}\left(\begin{array}{ccc}
1 & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{3}{2} & -\frac{1}{2} \\
-\frac{1}{\sqrt{2}} & -\frac{1}{2} & \frac{3}{2}
\end{array}\right) . \tag{4}
\end{align*}
$$

This is a particular case of $(1)$. The vectors in $E_{2,3} \in \mathbb{C}^{3}$ are orthogonal to vectors in $E_{b} \in \mathbb{C}^{3}$. Together, $E_{b}+E_{2,3}=|b\rangle\langle b|+$ $|2\rangle\langle 2|+|3\rangle\langle 3|=I_{3}$ yield the identity $I_{3}=\operatorname{diag}(1,1,1)$.

Classically, there is no realization of the set of observables $O=\{a, b, 1, \ldots, 35\}$ in Figure 3 because some elements of $O$ are assigned the value 0 for all two-valued states [12, Table 24.1], hence not separable [4, Theorem 0]. This result holds for total value assignments-a stronger assumption than admissibility. Indeed, in this case the "central" point 1 must be classically assigned the value $v(1)=1$, and, therefore, all remaining eight elements $\{a, 2,13,15,16,17,25,27\}$ in the four contexts $\{a, 1,2\},\{1,13,16\},\{1,15,17\}$, and $\{1,25,27\}$ containing 1 to be zero.

## B. Beam splitter realizations

Figure 4 presents a triangular array of quantum beam splitters which physically transforms the preparation context $\{a, 4,5\}$ into the measurement context $\{b, 2,3\}$. The vector coordinatization [10, Table I] $|a\rangle=(1,0,0)^{T},|b\rangle=$ $\left(\frac{1}{\sqrt{2}}, \frac{1}{2}, \frac{1}{2}\right)^{T},|2\rangle=\left(0, \frac{1}{\sqrt{2}},-\frac{1}{\sqrt{2}}\right)^{T},|3\rangle=\left(\frac{1}{\sqrt{2}},-\frac{1}{2},-\frac{1}{2}\right)$, $|4\rangle=(0,0,1)^{T}$, and $|5\rangle=(0,1,0)^{T}$ identifying the generic label $x$ with a (ket) vector $|x\rangle$ was used to compute the respective unitary transformation matrix [16, 17] that transforms the input state $a$ into the output state $b$, the input state 4 into the output state 2 , and the input state 5 into the output state 3 :

$$
\begin{align*}
U & =|b\rangle\langle a|+|2\rangle\langle 4|+|3\rangle\langle 5| \\
& =\frac{1}{2}\left(\begin{array}{ccc}
\sqrt{2} & \sqrt{2} & 0 \\
1 & -1 & \sqrt{2} \\
1 & -1 & -\sqrt{2}
\end{array}\right) . \tag{5}
\end{align*}
$$

This unitary matrix realizes a beam splitter [18-21] using the parametrization of the unitary group [22]. Besides phase shifters operating in one-dimensional subspaces (in this particular case, all zero but one), these concatenations of optical elements contain beam splitters operating in two-dimensional subspaces. These beam splitters have a parametrization uni-
tary matrix

$$
B(\omega, \varphi)=\left(\begin{array}{cc}
\sin \omega & \cos \omega \\
e^{-i \varphi} \cos \omega & -e^{-i \varphi} \sin \omega
\end{array}\right)
$$

depending on two parameters: $\omega$ is the transmissivity $T=$ $\sin ^{2} \omega$ and reflectivity $R=1-T=\cos ^{2} \omega$, and $\varphi$ is the phase change at reflection.


FIG. 4. A triangular array of quantum mechanical beam splitters is a realization of the input or preparation context $\{a, 4,5\}$ and the output or measurement context $\{b, 2,3\}$ in terms of the vector coordinatization [10. Table I] $a \equiv(1,0,0)^{T}, b \equiv\left(\frac{1}{\sqrt{2}}, \frac{1}{2}, \frac{1}{2}\right)^{T}$, $2 \equiv\left(0, \frac{1}{\sqrt{2}},-\frac{1}{\sqrt{2}}\right)^{T}, 3 \equiv\left(\frac{1}{\sqrt{2}},-\frac{1}{2},-\frac{1}{2}\right)^{T}, 4 \equiv(0,0,1)^{T}$, and $5 \equiv$ $(0,1,0)^{T}$.

The output wave function, given the input wave function, is the coherent superposition (summation) of the contributions of all the possible forward passes from the input port(s) towards the output port(s). Thereby, the transmissibility and reflectivity contribute by the square roots $\sqrt{T}=\sin \omega$ and reflectivity $\sqrt{R}=\cos \omega$ of $T$ and $R$ [23]. The sum of the phase shifts between reflected and transmitted waves excited by a wave incident from the side of the beam splitter and the corresponding phase shift for a wave incident from the opposing side contribute with $\pi$ [24], whereby, for a symmetric lossless dielectric plate [25], the reflected and transmitted parts are $\pi / 2$ out of phase [23, 26].

The relations (6) present a computation of the effects on the input ports of the beam splitter in Figure 4 by successive applications of phase shifts and beam mixings.

$$
\begin{array}{r}
|a\rangle \longrightarrow e^{i \frac{3 \pi}{2}}\left\{e^{i \frac{\pi}{2}} \sqrt{\frac{1}{4}}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)+\sqrt{\frac{3}{4}}\left[e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+\sqrt{\frac{2}{3}} e^{i \frac{\pi}{2}}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\right]\right\}=|b\rangle, \\
|5\rangle \longrightarrow e^{i \frac{\pi}{2}}\left(e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}}\left\{\sqrt{\frac{3}{4}}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)+e^{i \frac{\pi}{2}} \sqrt{\frac{1}{4}}\left[e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+e^{i \frac{\pi}{2}} \sqrt{\frac{2}{3}}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\right]\right\}\right. \\
\left.+\sqrt{\frac{2}{3}} e^{i \frac{\pi}{2}}\left[\sqrt{\frac{2}{3}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}} i^{i \frac{\pi}{2}}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\right]\right)=|3\rangle,  \tag{6}\\
|4\rangle \longrightarrow e^{i \frac{\pi}{2} e^{i \frac{\pi}{2}}}\left(\sqrt{\frac{2}{3}}\left\{\sqrt{\frac{3}{4}}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)+e^{i \frac{\pi}{2}} \sqrt{\frac{1}{4}}\left[e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+\sqrt{\frac{2}{3}} e^{i \frac{\pi}{2}}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\right]\right\}\right. \\
\left.+e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}} e^{i \frac{\pi}{2}}\left[\sqrt{\frac{2}{3}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+e^{i \frac{\pi}{2}} \sqrt{\frac{1}{3}} e^{i \frac{\pi}{2}}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)\right]\right)=|2\rangle .
\end{array}
$$

## v. CERTIFICATION

In this section, we prove that the quality of randomness produced by the quantum random number generators described by the value definite observables and the unitary matrices in Equations (5) and subsequently (13) are the same as the quality of the quantum random number generators in [2, 3]: Every sequence generated is maximally unpredictable: no algorithm can predict a single bit of the sequence.

Suppose we prepare a quantized system in a state $|a\rangle=$ $(1,0,0)^{T}$ which is value definite with respect to any context containing the observable $|a\rangle\langle a|=\operatorname{diag}(1,0,0)$. This system is then 'analyzed' in terms of the spin- 1 operator in the $x$ direction $S_{x}$, and its associated unit eigenvectors (through its spectral decomposition) form the unitary operator given by the unitary matrix [3]:

$$
U_{x}=\frac{1}{2}\left(\begin{array}{ccc}
1 & \sqrt{2} & 1  \tag{7}\\
\sqrt{2} & 0 & -\sqrt{2} \\
1 & -\sqrt{2} & 1
\end{array}\right) .
$$

Then, as discussed earlier, $U_{x}$ can be represented by a beam splitter.

Note that, as $|a\rangle$ is not in the context formed by the row vectors of $U_{x}$, it is not value definite with respect to $S_{1}$. By forming the scalar product between $|a\rangle$ and the row vectors of $U_{x}$, and by taking the (absolute) square, we obtain a ternary quantum random number generator producing ternary digits with the probability distribution $\left(\frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right)$, see [3].

The computable alphabetic morphism $\varphi:\{0,1,2\} \rightarrow\{0,1\}$

$$
\varphi(x)= \begin{cases}0, & \text { if } x=0  \tag{8}\\ 1, & \text { if } x=1 \\ 0, & \text { if } x=2\end{cases}
$$

transforms by sequential concatenation ternary strings and sequences into binary ones and preserves maximal unpredictability for the probability distribution $\frac{1}{4}, \frac{1}{2}, \frac{1}{4}$; see [27] and Section 7 in [2].

Quantum mechanically, this alphabetic morphism corresponds to a post-processing of the output of $U_{x}|a\rangle$. In general, by post-processing of a unitary transformation $A$ we mean the unitary transformation $B=U^{\prime} A$, where $U^{\prime}$ is a suitable unitary transformation. Physically, this corresponds to the serial composition of beam splitters, first applying $A$ and then $U^{\prime}$.

The post-processing of (8) results in the 'merging' or 'folding' of a state with three nonzero components (or coordinates with respect to a particular basis, here the Cartesian standard basis) into a state with two nonzero components. The merging is justified only if the corresponding input ports belong to the same context. In other words, the corresponding observables have mutually exclusive outcomes-a condition satisfied by a beam splitter realizing $U_{x}$. The schema is presented in Figure 5 Thereby, the unitary matrix $U^{\prime}$

$$
U^{\prime}=\frac{1}{2 \sqrt{2}}\left(\begin{array}{ccc}
1+\sqrt{2} & \sqrt{2} & 1-\sqrt{2}  \tag{9}\\
1-\sqrt{2} & \sqrt{2} & 1+\sqrt{2} \\
\sqrt{2} & -2 & \sqrt{2}
\end{array}\right)
$$



FIG. 5. A horizontal schema of two beam splitters $U_{x}$ and $U^{\prime}$ in serial composition $U^{\prime} U_{x}$, with the 'input' state prepared in $|a\rangle$, and two 'active output' ports in states $|0\rangle$ and $|1\rangle$.
corresponds to the alphabetic morphism $\varphi$. Then, the combined transformation is

$$
U^{\prime} U_{x}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
1 & 1 & 0  \tag{10}\\
1 & -1 & 0 \\
0 & 0 & \sqrt{2}
\end{array}\right)
$$

This unitary matrix $U^{\prime} U_{x}$ corresponds to a beam splitter configuration that first allows a state $|a\rangle$ to be 'expanded' by a unitary matrix $U_{x}$ with three nonzero components. Simultaneously, given $|a\rangle$, this output state $U_{x}|a\rangle$ corresponds to a valueindefinite observable. Subsequently, it is 'merged' by the unitary matrix $U^{\prime}$, representing a serially concatenated beam splitter that transforms this state into one with two nonzero components of equal probability amplitudes. On input $|a\rangle$ the unitary transformation $U^{\prime} U_{x}$ generates a ternary output with the probability distribution $\left(\frac{1}{2}, \frac{1}{2}, 0\right)$, which corresponds to the binary output with the probability distribution $\left(\frac{1}{2}, \frac{1}{2}\right)$.

How can we realize this transformation in terms of unitary equivalence? Two transformations, $A$ and $B$, are unitarily equivalent if there exists a unitary matrix $V$ such that $B=V^{\dagger} A V$, where $V^{\dagger}$ means the Hermitian adjoint, or conjugate transpose, of $V$. If $V$ is real-valued then $V^{\dagger}=V^{T}$ is just the transpose $V^{T}$ of $V$.

From Specht's Theorem [28, 29], two unitary matrices are unitary equivalent if their eigenvalues coincide. In our case, both $U_{x}$ in (7) as well as $U^{\prime} U_{x}$ in (9) have one eigenvalue -1 , and a double eigenvalue 1 . More explicitly, the matrix

$$
V=\left(\begin{array}{ccc}
\frac{1}{2 \sqrt{3}} \sqrt{2-\sqrt{2+\sqrt{3}}} & \frac{1}{2 \sqrt{3}} \sqrt{2+\sqrt{2+\sqrt{3}}} & \sqrt{\frac{2}{3}}  \tag{11}\\
-\frac{1}{\sqrt{6}} \sqrt{2-\sqrt{2+\sqrt{3}}} & -\frac{1}{\sqrt{6}} \sqrt{2+\sqrt{2+\sqrt{3}}} & \frac{1}{\sqrt{3}} \\
\frac{1}{2} \sqrt{2+\sqrt{2+\sqrt{3}}} & -\frac{1}{2} \sqrt{2-\sqrt{2+\sqrt{3}}} & 0
\end{array}\right)
$$

satisfies the equality $V^{T} U_{x} V=U^{\prime} U_{x}$ : this proves that the matrix $U_{x}$ defined in (77) is unitarily equivalent to the matrix combination $U^{\prime} U_{x}$ in 10 .

Using the invariance results in [3], we deduce that the quantum random number generator described in the section generates maximally unpredictable binary random digits.

## VI. BEAM SPLITTER AS AN ANALOGY OF ARIADNE'S TREAD

How come can we quantum mechanically 'spread' a qutrit state of input into a coherent superposition of all qutrit states,
and finally end up with a binary sequence-very much like two Hadamard unitary transformations first 'spread' a qubit, and then (up to a constant scalar factor) 'fold it back' into its original state? This is where the allegory of Ariadne's thread comes up in the configuration of a beam splitter. Consider a general quantum beam splitter with $m>0$ nonzero input and $n>0$ nonzero output ports. As long as the sum of probabilities of preparation and detection on both the respective input and the output ports adds up to one, a quantum realization is feasible [18-[21]. Indeed, all that is necessary is that the input and the output state are tailored according to the probability amplitudes (phases do not count).

Considering this scenario, one may question: What happens to quantum unitarity, especially if $m \neq n$ ? For instance, with such a beam splitter, we could 'merge' two input ports into one output port ( $n=m+1=2$ ). Alternatively, one could 'split' a single input port into (a coherent superposition, resulting in) two output ports ( $m=n+1=2$ ). For instance, the associated unitary three-dimensional matrix entries could be

$$
U_{2-\text { to-1 }}=\left(\begin{array}{ccc}
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}  \tag{12}\\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right), \quad U_{1-\text { to- } 2}=\left(\begin{array}{ccc}
0 & \cdot & . \\
\frac{1}{\sqrt{2}} & \cdot & . \\
\frac{1}{\sqrt{2}} & \cdot
\end{array}\right)
$$

where, for $U_{2 \text {-to-1 }}$ (or $U_{1 \text {-to-2 }}$ ) the remaining rows (or columns) could fill up with unit vectors forming the orthonormal basis of a two-dimensional subspace orthogonal to $\left(\begin{array}{lll}0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}\end{array}\right)$ (or its Hermitian conjugate).

Indeed, to obtain a binary sequence, one could 'postprocess' the beam splitter arrangement in Figure 4 by a beam splitter corresponding to the following real-valued unitary matrix:

$$
U_{2-\mathrm{to}-1}^{\prime}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
\sqrt{2} & 0 & 0  \tag{13}\\
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)
$$

When the input state is $|a\rangle$, the resulting output state is $U_{2-\mathrm{to}-1}^{\prime} U|a\rangle$, with $U$ and $U_{2 \text {-to-1 }}^{\prime}$ defined in Equations 10 and (13), respectively.

More explicitly,

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
\sqrt{2} & 0 & 0 \\
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right) \frac{1}{2}\left(\begin{array}{ccc}
\sqrt{2} & \sqrt{2} & 0 \\
1 & -1 & \sqrt{2} \\
1 & -1 & -\sqrt{2}
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right) .
$$

A particle in state $|a\rangle$ will end up in either the first or second port with probability $\frac{1}{2}$ and be registered in the third port with probability 0 .

Two questions arise: (i) The unitary quantum evolutionof the von Neumann type 'Vorgang' 2 [30, 31], referred to as 'process 2' by Everett [32]-that needs to be one-to-one, appears to be compromised. (ii) Moreover, what happens in such a situation concerning value indefiniteness and partial value assignments?

The first question can be quickly addressed: The beam splitter examples discussed here show that concentration on
a partial array of input and output ports cannot represent the whole picture. The full specification of a beam splitter in $n$ dimensions is the same number $n$ of input and output ports. The quantum evolution is incomplete if some input and output contexts are not considered. Any unitary transformation can be represented by a bijective map of the vectors of one orthonormal basis-the input context-into the vectors of another orthonormal basis [16, 17]-the output context. Incomplete mappings of vectors from one context into some vectors of another context may not be one-to-one and thus represent a unitary transformation; only the totality of those vectors forms a forward- and backward-reversible transformation.

One can view the context-to-context unitary mapping as a sort of 'rescrambling' of information contained in the channels or ports of the beam splitter [33, 34]. Thereby, the 'latent' and 'omitted' ports act as Ariadne's thread that must be considered for reversibility. The situation is similar to a zero-sum game encountered in entanglement swapping.

## VII. CONCLUSIONS

We have shown that if an observable $E \in C$ (in $\mathbb{C}^{n}, n>2$ ) is value indefinite under a value assignment function $v$, then we can locate a value indefinite observable $G \in C$ such that $v(G)=\sum_{E^{\prime} \in C \backslash\{E\}} v\left(E^{\prime}\right)$. This yields a quantum mechanical justification for the algebraic post-processing transforming ternary quantum random digits into binary ones [2, 3, 27].

It also sheds new light on a question [35] about the 'effective two-dimensionality' of a setup introduced earlier [1] in which one output has probability zero, that might potentially endanger the principle of three- and higher-dimensionality of quantum random number generators [36]. The difference between the quantum random number generator in the 2012 article [1], which generates binary output directly, and the more recent one [3] that generates manifestly tertiary output (which needs post-processing) is the input state. Whereas the former uses the input state $(0,1,0)^{T}$, the latter uses another (orthogonal) state $|a\rangle=(1,0,0)^{T}$. In both instances, the 'internal' beam splitter machinery operates in three-dimensional Hilbert space.

Furthermore, the outputs of the binary quantum random number generators based on value-indefinite observables have the same randomness qualities as the ternary ones; that is, they are maximally unpredictable [6]. Our results in $\mathbb{C}^{3}$ can easily be generalized to $\mathbb{C}^{n}$ with $n>3$.
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