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ABSTRACT

Aim
This research seeks to determine the role of core self evaluations in understanding individual differences in the stress-strain-satisfaction process. The research also seeks to determine whether farm managers who report positive core self-evaluations are more resilient towards stressors and, therefore, less prone to strain and more satisfied with their job and life in the farming context.

Design methodology
A national representative and cross-sectional survey method is used by utilizing an adapted version of Deary’s Edinburgh Farming Stress Inventory, the twelve-item Core Self-Evaluations measure, General Health Questionnaire-12, and Job and Life Satisfaction measures. The sampling frame consists of farm managers in New Zealand.

Findings
The twelve-item core self-evaluations measurement scale was validated and a six-item farm stressors scale was established. The research supported the hypothesis that high levels of strain are related to job dissatisfaction. In addition, this research confirms that New Zealand farm managers experience relatively low strain as a result of the low impact of farm stressors. Finally, the results showed support for a significant relationship between strain and job and life satisfaction. Results also indicated that higher core self-evaluations buffered the negative influences of farm stressors on strain, and strain on job satisfaction.

Contributions/implications
The contributions of this research are both methodological and theoretical. The twelve-item core self-evaluations measurement scale has been tested for robustness as a higher-order latent construct. This research has also enabled comparisons of the different levels of psychological strain experienced by New Zealand and Australian/European farm managers. The low core self-evaluations individuals are not able to tolerate increased work pressure, and experience reduced job satisfaction and, consequently, reduced life satisfaction when compared to the high core self-evaluations individuals. These results will be of particular interest to policy-makers, farming organisations, and contractors interested in identifying individuals who have the potential for career success.

Originality
This study extends research on core self-evaluations as a moderator. It establishes a new paradigm in work stress research, in particular, solidifying the stressor and strain, and strain and job satisfaction relationships in the workplace, and establishing Core Self-Evaluations as a moderator of those relationships.
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CHAPTER 1 – INTRODUCTION

1.1 Introduction

The agriculture sector contributes more than 53% of New Zealand’s merchandise exports and, in 2006, generated 26% of New Zealand’s Gross National Product (GNP) (Ministry of Agriculture & Forestry, 2007). Although the average size of a New Zealand farm is only 215 hectares, the sustainable growth of this sector has provided employment opportunities, created wealth and provides a good lifestyle for farm managers\(^1\). However, the restructuring of agricultural economies globally, which began in the mid-1980s, imposed severe adjustment pressures on all farm sectors in various countries. Since 1984, the New Zealand agricultural sector has not been subsidized at all which has led to increased stress among farm managers and many bankruptcies (Wilson, 1995). As with the North American farm managers, New Zealand farm managers are experiencing one of the highest levels of occupational stress as a result of the current world economic crisis and the uncertainties in the markets (Lobley, Johnson, Reed, with Winter, & Little, 2004). Meanwhile, European farm managers are also encountering a period of significant socio-economic transition, largely as a result of the mechanisation of farming practices and the demands brought about by the Common Agricultural Policy (CAP) (Booth & Lloyd, 2000). Taken together, the impact of agricultural policy reforms, as well as market uncertainties, have been linked to increased injuries and illness, including occupational stress (Smith & Saunders, 1995).

---

\(^1\) “Farm managers” refers to farm owners, or those who manage a farm that does not belong to them.
The proposed study will examine the job and life attitudes of New Zealand rural farm managers in order to understand the extent of occupational stress in the primary sector, and to determine whether farm managers who report positive core self-evaluations are more resilient towards stressors and, therefore, less prone to experiencing occupational strain and job dissatisfaction.

1.2 Significance of the Research

There is a need to understand how the farm managers’ job and life on the farm are affected by the various stressors that cause emotional strain and illness (Pollock, Deaville, Gilman, & Willock, 2002). A review of the literature suggests that job and life stress can lead to serious mental health problems that have an immense impact on individuals (Fraser, Smith, Judd, Humphreys, Fragar, & Henderson, 2005).

Cooper, Liukkonen and Cartwright (1996) suggest that among the typical outcomes of stress are decreased job satisfaction and increased propensity for accidents and mental illness. The dissatisfied worker who is not adaptive to work conditions would experience greater physical and mental health symptoms than workers who have successfully adapted (Miller & Rosse, 2002). Understanding how New Zealand farm managers adapt to a range of stressors, such as government deregulation and unpredictable weather, is important in designing mental health interventions not only applicable for farming communities but also possibly for the general population.
Thus, the findings from this study will add to the existing knowledge as to how the characteristics of farm managers may provide a buffer against stressors and assist them to develop resilience. In addition, the findings could help individuals in their choice of career so that those with inappropriate personalities for farming are aware of its potential hazards.

Aside from gaining a better understanding of the role that personality may play in accommodating stress, the collection of empirical data on diverse sectors in the farming industry can be illuminating. Differences can be revealed between job demands which in many other respects are similar, and similarities in job demands which otherwise are different and, thus, help to reveal stressful issues facing farmers (Bean, 1995). Hence, the data will be useful to identify areas where these sectors can make improvements in understanding the ongoing impact upon New Zealand farmers’ businesses and their well-being.

1.3 Research Problem

Occupational stress is a widespread problem that is costly and destructive at both individual and organizational levels (National Institute for Occupational Safety and Health, 2002). According to Burrow (2002), the negative impact of occupational stress on health and well-being is on the increase. As such, identifying workers involved at high risk of occupational stressors and strains has been the focus of attention among some researchers (Grant & Langan-Fox, 2007; Kinman, 2001). In addition, researchers have attempted to identify potential buffers that reduce the negative impact of stressors, thereby making workers more resilient (Bliese & Britt, 2001).

One of the reasons that occupational stress in the primary sector has been receiving so much attention is that it is causing billions of dollars of losses per annum to the New Zealand
economy. A study by Coggan, Fanslow and Norton (1995) estimates that the New Zealand economy loses the equivalent of NZ$30,000 per person per year from loss of production due to injury\(^2\). Every year, as much as 10 percent of GDP was reported lost in Western countries from the various effects of job stress (Arnold, Cooper, & Robertson, 1998). Further, the International Labour Organization (ILO) reports that the cost of stress-related illness and injury may account for approximately 2 percent of GDP per year in OECD countries (Hoel, Sparks, & Cooper, 2001).

Most recently, there has been growing recognition that farmers experience high levels of stress compared to their counterparts in the service or manufacturing sectors (Federated Farmers of New Zealand, 2006). Research also shows that farming in New Zealand is inherently more dangerous than other occupations as it entails coming in contact with heavy machinery and livestock as well as often working alone, frequently in isolated, rugged terrain (Morgaine, Langley, & McGee, 2006). Farmers also become stressed with their traditional farm work due to financial pressure, poor time management, lack of self-management skills, employee turnover, and the managing of inefficient workers (Tipples, 2005).

Over the last decade, among the developed countries, New Zealand has had the highest percentage of its workers employed in the primary sector (International Labour Organization, 2003; World Development Indicators, 2010). According to the International Labour Organization report (2003) and World Development Indicators (2010), the agricultural sector in New Zealand employs less than 10 percent of New Zealand’s workforce and, even though the labour force engaged in agriculture has declined since the mid-1900s,  

\(^2\) Statistics New Zealand no longer produce an estimate cost of production lost to industry due to work-related injury, instead Accident Compensation Corporation reports all work-related claims of NZ$518 million in the 2008/09 financial year (Anna McDowell, Statistics New Zealand, 2011).
Table 1 shows that, in the 2000s, New Zealand had the largest proportion of its workforce among the developed countries working in the agricultural sector.

Table 1: Percentage of Workforce in the Agricultural Sector in the Developed Countries

<table>
<thead>
<tr>
<th>Year</th>
<th>Country</th>
<th>NZ</th>
<th>AUS</th>
<th>CND</th>
<th>USA</th>
<th>UK</th>
<th>JPN</th>
<th>SWED</th>
<th>GER</th>
<th>ITALY</th>
<th>SWITZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007*</td>
<td></td>
<td>7.2%</td>
<td>3.4%</td>
<td>2.5%</td>
<td>1.4%</td>
<td>1.4%</td>
<td>4.0%</td>
<td>2.2%</td>
<td>2.2%</td>
<td>4.0%</td>
<td>3.9%</td>
</tr>
<tr>
<td>2006*</td>
<td></td>
<td>7.1%</td>
<td>3.5%</td>
<td>2.6%</td>
<td>1.5%</td>
<td>1.3%</td>
<td>4.3%</td>
<td>2.0%</td>
<td>2.2%</td>
<td>4.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>2005*</td>
<td></td>
<td>7.1%</td>
<td>3.6%</td>
<td>2.7%</td>
<td>1.6%</td>
<td>1.3%</td>
<td>4.4%</td>
<td>2.0%</td>
<td>2.3%</td>
<td>4.2%</td>
<td>3.8%</td>
</tr>
<tr>
<td>2004*</td>
<td></td>
<td>7.5%</td>
<td>3.8%</td>
<td>2.7%</td>
<td>1.6%</td>
<td>1.3%</td>
<td>4.5%</td>
<td>2.1%</td>
<td>2.3%</td>
<td>4.2%</td>
<td>3.8%</td>
</tr>
<tr>
<td>2001*</td>
<td></td>
<td>9.7%</td>
<td>4.9%</td>
<td>2.9%</td>
<td>2.4%</td>
<td>1.4%</td>
<td>5.3%</td>
<td>2.3%</td>
<td>2.6%</td>
<td>5.3%</td>
<td>4.2%</td>
</tr>
<tr>
<td>2000*</td>
<td></td>
<td>8.7%</td>
<td>4.9%</td>
<td>3.3%</td>
<td>2.6%</td>
<td>1.5%</td>
<td>5.3%</td>
<td>2.8%</td>
<td>2.7%</td>
<td>5.4%</td>
<td>4.5%</td>
</tr>
</tbody>
</table>


On a regular basis, farmers are exposed to a variety of physical, chemical, biological and psychosocial factors making it a hazardous occupation (Firth, 2001). Overseas studies have shown that psychological injuries and distress have been associated with increased rates of strain and job dissatisfaction (Burton et al., 2005; Cooper & Bramwell, 1992). Moreover, this issue is not confined to New Zealand farmers, and there is emergent international interest in the impact of stress on farmers and the wider implications for their families and rural communities.
1.4 Occupational Stress in Farming

Farming is a complex way of living that creates stressful life conditions among farmers (Melberg, 2003). Occupational stress contributes not only to life stresses, but has an impact on health and, thus, on the quality of farm life experienced by farm managers (Pollock et al., 2002; Walker & Walker, 1987).

Since the early 1980s, the study of occupational stress in farming has received increasing attention from researchers (Eberhardt & Pooyan, 1990; Schellenberg, Olson, & Fuller, 1985). Research involving farm managers has focused primarily on associations between the external environment and health outcomes such as depression, anxiety, and heart disease (Smith & Saunders, 1995). There is a large body of research related to stress among New Zealand farm managers (Alpass, Flett, Humphries, Massey, Morriss, & Long, 2004; Firth, Williams, Herbison, & McGee, 2006; Tipples, 2005).

Occupational stress is not the specific problem of one sector but pervades the whole agricultural industry, although some groups are better able to handle stressful situations (Loble et al., 2004). The National Institute for Occupational Safety and Health (2002) has reported that farm managers are in the top category of stress-related illness by occupational group. Further, Sayetta and Johnson (1980) reported stress-related symptoms are higher among farm managers than other occupational groups. They differ significantly from the rest of the workforce in regard to occupational health and safety issues (Hope, Kelleher, & Hennessy, 1999). Occupational stress pertinent to the New Zealand agriculture sector includes: (i) economic factors, (ii) adjusting to government regulations, (iii) labour shortage, (iv) effect of trade globalisation, (v) climatic conditions, and (vi) size of the farm.
1.4.1 Economic factors

New Zealand farm managers are involved in diverse types of farming, including dairying, horticultural, beef production, venison, forestry, feed grains and cropping. The economic circumstances in agriculture may well affect different groups of farmers at different times. Although these farming industries have different seasonal patterns, they are facing similar problems and circumstances throughout the country, such as industry restructuring and economic trends in the post-war era, and the deregulation of employment relations (Shadbolt & Martin, 2005).

Walker and Walker (1987b, 1988) found that stress levels vary among farmers who operate on different types of farms. For example, livestock farmers reported significantly higher stress compared to crop farmers. In addition, the financial status of farmers varies across sectors due to the impact of the world economy (such as competitive global markets and high interest rates) (Olson & Schellenberg, 1986; Reynolds & Moore, 1990). More recently, the impact of the global recession has reduced profits in the dairy industry, whereas the beef/sheep industry reports a higher profit (Hembry, 2009). Further, the simultaneous shifts in macro-economic policy have a direct impact on farm manager income, such as carbon tax, compliance costs, increasing user-pays charges, research and development policy and border security (Horticulture New Zealand, 2010).

1.4.2 Adjusting to government regulations

According to Booth and Lloyd (2000), occupational stress may be predicted to continue in the foreseeable future due to the continuing changes in farming practices which are influenced by government deregulation and the external environment. The primary
industry sector in New Zealand has changed significantly in terms of deregulation of the agricultural sector and as a result of the wider economic reforms introduced since 1980 (Wilson, 1995). Changes in government policy regarding sustainability have had a major impact on the process of restructuring in the rural sector. Since 1984, New Zealand farmers have been exposed to the full force of free market conditions, as well as substantial changes in government policy (such as environmental law), and the removal of subsidies (such as fertilizer and pesticide subsidies). Subsequently, the New Zealand farm manager has shown significant physical and emotional symptoms related to these changes in circumstances and the simultaneous shifts in macro-economic policy (Smith & Saunders, 1995). Further, the burden of compliance with the Employment Relations Act, 2000, enacted to provide better conditions in the rural labour market, can also be a real problem, especially when employing students to overcome labour shortages (Tipples, 2005; Tipples & Martin, 2006).

1.4.3 Labour shortage

Since the demand for workers fluctuates in almost all agricultural sectors, a genuine skill shortage occurs when the farm managers are having considerable difficulty in finding workers to work on the farm, coupled with insufficient job seekers (Baker, 2002). Skill shortages can incur a high cost to the economy because they constrain the output of agricultural production. The availability of labour is most stressful among the farm managers during the peak of the picking or cropping seasons, for instance, because employing the right people at the right time ensures that returns are maximized (Tipples, 2001). Further, these sectors have trouble in recruiting and retaining labour because of the generally poor remuneration and employment practices, which make some less-skilled jobs unattractive
In contrast, employers who possess positive attitudes towards their staff experience lower staff turnover and improved job satisfaction (Tipples, 2001).

1.4.4 Effect of trade globalisation

Legislation and regulation by government has also been found to interfere in the daily farm work and can increase farmers’ workloads (Swisher, Elder, Lorenz, & Conger, 1998). Like other self-employed managers, farm managers can be isolated in their work with long working hours. Their social contact and business knowledge is crucial to remaining solvent in the face of declining terms of trade in export, and the supply constraints of world trade and worldwide competition (Brenmuhi, 2007; Burgess, 2007; Lawrence & Vanclay, 1993).

The increasing globalisation of the New Zealand economy means that farm managers are now more economically exposed to events taking place in other countries. Globalisation has meant increased competition as well as more opportunities for the New Zealand farming industry. The successful farm businesses are those that can best adapt in response to the competition and changes in the world economic situation. Those who react negatively to changes in the competitive environment will experience distress in the form of anxiety and depression, decreased job satisfaction, and reduced job performance (Collins, 1998).

The trade globalisation that farm managers will have to deal with in the future will increase the need for diversification in farming, leading to another potential source of strain on farm managers’ mental health. To be a good producer, farm managers will have to be specialised and motivated to produce the most profitable products. A high level of capital is necessary to expand. For these reasons, there has been huge investment in automation and robotics in the horticultural industry where it is essential for growers to achieve economic
sustainability. This could advantage the affluent customers in less-developed markets and, thus, contribute to future earnings for the horticultural industry (Horticulture New Zealand, 2008).

1.4.5 Climatic conditions

The four trends discussed (economic factors, adjusting to government regulations, labour shortage, and effect of trade globalisation) are magnified by some of the other possible sources of stress, such as the weather. Weather is an uncontrollable event. The advent of bad weather during the peak production season may have a major impact on the success of a business (Deary, Willock, & McGregor, 1997). For example, drought-stricken Hawkes Bay and Waikato farmers were reported to have experienced increased states of emotional distress (Anderson & Gerbing, 1988; Pedersen, 2007). Again, in 2008, the farming community was reported to be in crippling drought conditions in addition to a serious shortage of stock feed for cows and sheep. The resulting downturn in dairy production is estimated to cost dairy farm managers half a billion dollars (Fonterra, 2008). Similarly, in the horticultural industry, ideal harvesting weather and suitable temperatures for growth in fruit and vegetables are the most important requirements for success (Thorn, 2010).

1.4.6 Size of the farm

The New Zealand agricultural sector is more dominated by smaller, family-owned farm businesses than in most other countries. As self-employed workers, they are at greater financial risk than employees (Cryer & Fleming, 1987). A large number of New Zealand
small farms are managed by family members, and farm workers are normally not employed to overcome the labour shortage in the dairy, sheep, and cattle sectors. For example, in the period 1994-2002, strong growth in the national dairy herd resulted in the average dairy farm increasing in size from 102 to 146 hectares. There were 14,000 farms engaged in dairy cattle farming in 2002 and they occupied 2.1 million hectares of land. Horticultural farm sizes increased by 95 percent from 1994, reaching an average farm size of 18.4 hectares in 2002. Total land area occupied by fruit, flower and vegetable growers was 231,580 hectares in 2002 (New Zealand Department of Statistics, 2005). Overall, the size of horticultural farms has increased by 95 percent, and by 43 percent for dairy and cattle farms. Since most farm managers are also the owners in New Zealand and are usually sole proprietors, they frequently suffer from stress. However, the effects of stress on those working in the agricultural sector have traditionally been overlooked or minimized. The farm managers who own relatively small farms experience greater stress and they are at a greater risk of suicide than the large farm entrepreneurs (Hawton, Fagg, Simkin, Harriss, Malmberg, & Smith, 1999). Little research has been done on the effects of stress on New Zealand’s small-to medium-size farm owners. The experience of stress is especially problematic as most farm managers who own farms, employ few staff, thus requiring them to work harder. In essence, the primary responsibility for running the entire farm rests on the shoulders of the farm owner/manager. Thus, farm owners require a unique way of working on the farm with a leadership style different from that of the managers of large firms and organizations. Many farm managers perceive their managerial role as a life-style, rather than as an entrepreneur leading and controlling a firm (Olsson, 1988).
Recent research has found that certain personality factors can act as buffers for farm managers against stress-related symptoms (Judd, Jackson, Fraser, Murray, Robins, & Komiti, 2006). Thus, inclusion of the disposition construct is essential in occupational stress research, as it maintains that external events can influence an individual’s appraisal of both his/her job and life in general (Best, Stapleton, & Downey, 2005). In addition, the proposition that personality factors moderate the effects of stressors and strain is important in order to understand why an individual manifests symptoms of stress in a specific work environment (Smith & Tziner, 1998). Likewise, work environments affect different individuals in different ways, and, if personality factors were shown to moderate the effects of work stressors, this would have important implications for work and health (Fletcher, 1989).

Hence, this study examines the ability of core self-evaluations in moderating the link between stress and the dependent variables. Core self-evaluations is a broad personality trait comprised of four lower-order traits: self-esteem, generalized self-efficacy, locus of control, and emotional stability (Judge, Erez, Bono, & Thoresen, 2003). The individual core traits have effects on one’s behaviour and attitudes toward work (Johnson, Rosen, & Levy, 2008). Although previous research has identified various contextual effects of core self-evaluations, relatively few attempts have been made to gather a more psychosocial perspective on the etiology of the emotional states of New Zealand farm managers.

This study seeks to accomplish two objectives. The first objective is to develop and test a psychological model to understand the attitudes and personality of farm managers in the farming community. In particular, this study will examine the extent of occupational stress in the primary sector. Second, is to determine whether farm managers who report
positive core self-evaluations are more resilient towards stressors and, therefore, less prone to stress and more satisfied with their life and job on the farm.

1.5 Organisation of the Research

The organization of the study is shown in Figure 1 below. Chapter 1 presents a problem statement and the background of the study, including a general overview of occupational stress in the farming sector. This chapter reveals the importance of this study. Chapter 2 reviews the importance of theoretical concepts drawn from the relevant stress-strain and job-life satisfaction literature which informs the research. The impact of stressors is discussed, as well as the rationale behind the inclusion of job stress, job-life satisfaction, and core self-evaluations in the network. Additionally, the relationships between the specific dispositions of core self-evaluations are explored in more detail. Further, a theoretical framework linking the effect of core self-evaluations on the stressor-strain and strain-job satisfaction relationship is discussed. Chapter 3 presents the method and research design developed for this study to test these relationships. Chapter 4 sets out the data analysis and results. Chapter 5 provides a discussion of the overall research findings and presenting models developed from the research. Finally, Chapter 6 draws conclusions and setting out implications for both research and practice.

Figure 1: Structure of the Thesis
CHAPTER 2 – LITERATURE REVIEW

Chapter 2 reviews the literature on strain, stressors, job and life satisfaction research with a view to highlighting specific underdeveloped areas which the present study is designed to address. There is a large body of literature related to stress in general, but there is a limited body of research on how it relates to occupational stress in farming.

Discussion in this section is intended to establish the nature of job stress and to understand the impact of job-induced stress on workers. Also discussed are traditional models of life and job satisfaction, the impact of stressors on strain and the impact of strain on job satisfaction, as well as the importance of core self-evaluations. Next, the literature relating to moderating variables of personality traits on stressor-strain, and on strain-job satisfaction relationships is reviewed. The chapter concludes with the introduction of an expanded integrated psychological model of New Zealand farm managers.

2.1 The Nature of Job Stress

Since the early nineteenth century, researchers have developed a range of definitions of stress. “Stress” is a term that is widely used and is not easily defined. The classical definition of stress is “… a state of psychological and physiological arousal in response to some stimulus perceived by the individual as threatening” (Selye, 1976, p.16). This response is associated with strain where it has a potentially harmful effect on individuals (Kahn & Quinn, 1970). Strain is observable when the individual experiences distortion in the cognitive (such as impaired memory), behavioural (such as avoidance), physical (such as cardiovascular disease) and psychological domains (such as low self-esteem) (Kinman,
Further, different kinds of stress have been linked to the work environment. Thus, there are no two individuals who respond in a similar manner to a stressful stimulus and their response may change over time in the work environment (Sulsky & Smith, 2005).

Based on an approach by Vila (2001), stress is defined as the sustained activation and continuous responses of the brain’s defence motivational system that can result in a poor physical state and mental strain. Early research on job stress primarily focussed on the physical environment where it has a significant impact upon individuals. Within the workplace environment, specific work-related and organisational factors can increase health and safety issues in stressful surroundings. Workers have a tendency to experience long-term health-related effects when they are exposed to risks and hazardous environments (Bohle & Quinlan, 2000; Devereux, Rydstedt, Kelly, Weston, & Buckle, 2004; Spector & Jex, 1998). For example, farm managers may be exposed to work-related injury due to the nature of their work and their heavy workload (such as handling heavy machinery or piloting a helicopter to spray insecticide on a large orchard or farm) which could result in some degree of psychological distress and illness. In fact, farmers’ health outcomes have received much attention in the stress literature, due largely to increasing health care costs (Morgaine et al., 2006).

According to Beehr and Newman (1978), job stress is a condition arising from the interaction of people and their jobs, and is characterised by changes within people that force them to deviate from their normal functioning. This definition is best understood by considering that the body and mind of a person are in a state of equilibrium at the outset of a job experience but, as a result of an occurrence related to work, the person’s equilibrium can
be disrupted. In attempting to recover from this disturbance and imbalance, the person functions differently.

Similar to Beehr and Newman’s (1978) perspective, other researchers have defined stress as an individual stimulus-response approach (McGrath, 1976; Quick, Horn, & Quick, 1987). McGrath (1976) defined stress as a result of the individual’s interactions between environmental stressors that may affect the individual response to his/her psychological condition. If these environmental stressors persist over time, long-term or chronic undesirable outcomes in the form of psychological strain may result (Sulksy & Smith, 2005). In self-reported occupational stress, Jex, Beehr and Roberts (1992) found 245 employees interpreted stress as strain or reactions to their work environment.

Thus, it would seem that the various definitions offered by researchers differ semantically although their meaning is basically similar (Jex, Beehr, & Roberts, 1992; O’Driscoll & Cooper, 1996). In this light, Beehr (2001) and, Cooper, Dewe and O’Driscoll (2001) unified these views of stress by simply suggesting that “stressors are stress-producing events ... strains are the individual’s response to stressor stimuli that are deemed harmful to themselves ... and stress is a more general term describing situations where stressors and strains are present” (Beehr, 2001, p. 6), contributing to an overall meaning of stress. Therefore, stress can be described as an overall dynamic process incorporating the function of stressor(s), psychological appraisal, short-term stress outcome(s) (such as a stomach upset), characteristics of the individual and long-term outcomes or strain (Sulksy & Smith, 2005). Thus, for example, if farm managers learn that their crops were destroyed by a severe flood, they may experience a short-term increase in blood pressure (physiological outcome) and later become anxious (psychological outcome), and find it difficult to focus on their farm
work responsibilities. Consequently, they may begin to experience longer-term outcomes such as serious illness. However, the farm managers’ stress responses and outcomes may depend on his or her personal and situational characteristics, such as age, type of farm, and gender. From a practical stand point, stress is viewed as complex phenomena composed of the individual appraisal of the external stimuli or stressors, which can lead to undesirable outcomes, depending on the contextual and personal factors.

The earliest breakthrough in experimental research on stress was conducted by Han Selye (1956) when he developed his theory of the “general adaptation syndrome” or GAS (p. vii). Selye suggests the human body is exposed to three stages of physiological stress responses in the continuous changes of the external environment, which are alarm reaction, resistance, and exhaustion. When confronted with stressful situations, individuals either fight or flee depending on the nature of the situation, which Selye called the alarm stage. It is at the resistance stage that an individual body may recover from the physiological strains of the fight or flight response and return to its pre-alarm state (Selye, 1976). However, there is a health risk if sympathetic nervous system reactions are maintained for long periods resulting in the exhaustion stage. However, with constant exposure to changes in the external environment, individuals are continually exposed to potential stressors. Research has shown that the relatively simple model of GAS is complicated with many intervening variables (Holt, 1993). For example, individual responses to environmental stressors depend on the number and strength of the stressors encountered and the individual’s cognitive appraisals. If the individual views the situation as being irrelevant, no stress appraisal will result. The threat appraisal will occur when the individual perceives that his or her ability to cope with the demands of the situation is inadequate (Lazarus, 1990).
The development of stress theories by Selye and Lazarus have diversified. The researchers have assessed stressful life events as well as the benefits of stress from individuals’ psychological perspectives. In fact, Selye’s contribution to stress research is explicitly regarded as increasingly important in the diverse occupational realm (Theorell, 2003). Like Selye (1976), Pulkkinen (2002) suggests that experiencing stress can lead to the development of various overt and covert maladaptive behaviours. Maladaptive behaviour occurs when there is an accumulation of risk factors, where the individual would be vulnerable to negative outcomes that occur under high-risk conditions. In the workplace, maladaptive behaviours could result in decreased productivity and a lower sense of well-being (Kendall, Murphy, O’Neill, & Bursnall, 2000).

While we normally consider stress to be harmful, Weick (2001) argues that the effect of stress on performance is curvilinear. Whilst work may sometimes result in a stress effect for some workers, it may also have a positive effect on health. For some workers, an increase in stress leads to improved task performance. Similarly, Selye (1976) and Quick et al. (1997) argue that stressful job demands or work circumstances lead to “eustress”, which is the positive and healthy effect of stress. Although the physiological effects of eustress and distress are similar, eustress has been found to be a positive motivating force (Selye, 1982). The positive aspect of stress suggests that stress can serve a constructive purpose in the working environment to enhance job performance, work motivation, development, and stimulate creativity. At optimal levels of stress, a change in stress has no effect on an individual’s performance. If stress continues to increase, performance begins to deteriorate. Further, Harvey and Drolet (1995) acknowledge “the importance of a moderate amount of
stress as a progenitor of ideas and possibilities” (p. 22). Positive and negative responses can occur simultaneously as a result of the same demands.

Individuals differ in their ability to handle stressful situations (Tugade & Fredrickson, 2004). Some can overcome stress, while others become incapacitated (Flett, Biggs, & Alpass, 1995). Tugade and Fredrickson noted that “cognitive broadening” may be shaped by significant events experienced in the formative years of life (p. 366). Individuals who possess a positive outlook which provides pleasant subjective experiences are capable of handling stressful encounters by demonstrating a concept known as resilience. Werner (1993) reports that resilient individuals are able to manage multiple risk factors in many situations. Resilience refers to healthy individuals who are competent in coping with risk and are apparently successful. Masten (2001) considers resilience as “an ordinary rather than extraordinary process which offers a more positive outlook on human development and adaptation” (p. 231).

To summarise, the stress process is rather complex, but perspectives from various researchers are very similar (Beehr & Newman, 1978; Cooper, Dewe, & O'Driscoll, 2001; McGrath, 1976; Quick et al., 1987; Sulksy & Smith, 2005). In fact, stress is not detrimental to many aspects of an individual’s work-life, depending on the diverse contextual and personal factors. Specifically, individuals differ in their ways of handling stress when confronted by environmental stressors. When individuals perceive stressors as a threat, they are likely to demonstrate maladaptive behaviour and stress-related illness.
2.2 Model of Occupational Stress

Stressful work activity has been associated with specific occupations. Any type of occupation has been found to cause some negative effects on workers, but certain work activities are more likely to be more stressful than others (Koslowksy, 1998). Early research on stressful occupations mainly concentrated on policing and nursing, and viewed stress as a simplistic causal relationship between stressor and strain. Recently, there have been attempts to expand the research on occupational stress to include other industries and incorporate other disciplines (Lo & Lamm, 2004). The stressor measurement found in most of the literature concerns job stressors among employees in an organization. These studies focus on employed staff in a range of occupations, such as in universities, churches, factories and schools (Chen & Spector, 1991), as well as fire and police employees (Schaubroeck, Ganster, & Fox, 1992), and academic staff (Kinman, 2001).

These numerous studies on work-related stress provide a broader understanding of occupational stress and its consequences. One of the main issues in occupational stress research is concern with the way individuals’ protective factors (such as personality and coping styles) attempt to deal with stressors in order to avoid the effect of psychological strains (Beehr, Johnson, & Nieva, 1995). There are three models of occupational stress put forth to describe the psychosocial effects of work environments: the Simmons and Nelson Holistic Stress Model (2007), Karasek’s Job Strain Model (1979), and Beehr and Newman’s (1978) model of the Structure Dimensions of Job Stress.
2.2.1 Holistic Stress Model

Simmons and Nelson’s (2007) Model of Holistic Stress incorporates an illustration of how the effects of work stressors or demands result either in positive or negative responses. These responses will ultimately affect individuals’ performance at work and health outcomes. Further, Simmons and Nelson (2007) outlined the central principles of the model as follows:

i. The stressors or demands are inherently neutral. However, when individuals encounter stressors, they will evaluate the threat with respect to its significance for their well-being.

ii. The individuals’ perception of the specific events or situations creates the potential for both challenge and constraint, which simultaneously leads to positive or negative responses.

iii. Negative or positive responses toward stressors are manifested in the form of psychological and behavioural indicators. For example, in an unhealthy working environment, employees may experience increased job dissatisfaction and reduced levels of performance.

iv. Individuals’ personality traits affect the way in which stressors are cognitively appraised. The personality traits moderate the stressors and responses relationship. In a similar manner, the stress outcomes depend on the individual evaluations of the stressors and not the inherent characteristics of the stressors. For example, individuals with low self-esteem may manifest more negative responses when exposed to stressors. Conversely, the same demands may elicit a more positive response for
individuals with high self-esteem. Individuals will eliminate or alleviate their negative responses by coping or reinforce their positive responses toward the stressors. v. Individuals’ work outcomes depend primarily on the potentially interactive nature of their positive or negative responses towards the stressors.

Simmons and Nelson’s (2007) Holistic Stress Model offers considerable value to the understanding of work stress, which provides a balanced view of the positive and negative responses from the effect of the demands. Recent research has shown that the Holistic Stress Model may offer the opportunity to understand the significant impact of positive and negative responses as a buffer between individuals’ attitude and performance (Simmons, Gooty, Nelson, & Little, 2009). For example, managers can provide mentally distressed employees with critical resources, such as training and development for achieving better performance.

2.2.2 Job Strain Model (Job Demands-Control Model)

Robert Karasek’s (1979) Job Strain Model of occupational stress is based upon the concept that mental strain is the result of the interaction of psychological demands and the personal control required to meet the demands of the job. Strain is highest when job demands are high and job control is low. Conversely, growth and development occur when job demands and job control are high. Further, an individual who has no personal control may not experience psychological strain but may lose interest in working activities during periods with low job demands. The job demands are psychological stressors present in the work environment, such as the perceived need to work fast and hard. In the Job Strain Model, a
high demand job coupled with an individual who does not have the capacity to make decisions and is unable to perform a variety of skills will lead to a state of psychological strain. Hence, the framework of job demands and control will predict the level of psychological strain and the risk of physical illness (Karasek & Theorell, 1990; Kristensen, 1996). Karasek (1979) demonstrates that individuals with less job control will experience symptoms of ill-health, such as coronary heart disease and hypertension, from the high demands at work. Evidence demonstrating that control in the workplace is associated with health consequences has come from several survey studies (Ganster, Fox, & Dwyer, 2001). Conversely, individuals are motivated to perform extremely well under the condition of high control and demands. For instance, orchardists are motivated to work harder if a range of skilled workers (high job control) are available to prune, harvest, and pack the fruit during the peak season (high job demands). They believe they have control which determines their affective responses, such as job satisfaction and strain.

In effect, strain results from a mismatch between the demands of a job and the personal abilities of individuals to perform (Lazarus & Folkman, 1984). Strain is an unpleasant outcome that may result in negative consequences that include poor physical health, mental health problems, bad behavioural symptoms and lowered productivity (French, Caplan, & Van Harrison, 1982; Koslowksy, 1998). According to this theory, individuals who work in a highly demanding environment with low personal control over their job-related activities, experience negative effects and psychological and physiological outcomes. However, too much control can be damaging for the individual, just as too little control is harmful. Similarly, increased control in one’s job may imply additional responsibility for outcomes and, for some individuals, increased responsibility may be a
burden rather than a challenge (Spector, 1998). According to Xie, Schaubroeck and Lam, (2008), typical job demands or stressors are constituents of the complexity and size of the workload perceived by workers, whose workloads are supervised by their superiors. Hence, there was considerable support for the Job Strain Model, where control buffers the negative effect of demands which may lead to strain (De Lange, Taris, Kompier, Houtman, & Bongers, 2003).

However, despite the fact that Karasek’s (1979) Job Strain Model has provided a theoretical basis for understanding the field of occupational stress, it has received criticism. Numerous studies failed to prove the validity of this theory in the workplace. For instance, job control was found to be insignificant in repetitious or monotonous work (Karasek, 1979) or skill utilisation (Sauter, 1989). There is little evidence of an interactive effect between job demands and job control, as predicted by the model (De Rijk, Le Blanc, Schaufeli, & De Jonge, 1998). Interestingly, Sulksy and Smith (2005) suggest the conceptually narrow Job Strain Model “represents perhaps a promising area of contemporary research” (p. 39). In fact, according to Cooper et al. (2001), the moderating effect of personal control in the Job Strain Model is based in the stressor-strain relationship.

Despite the criticisms of the Job Strain Model, it continues to contribute to much contemporary research and practice. First, the most fruitful research on the extension of the Job Strain Model is the effect of efficacious individuals. Schaubroeck, Jones and Xie (2001) demonstrate that job demands are positively related to ill-health among high self-efficacy individuals who perceive low control. However, low self-efficacy individuals who perceive high control and experience high job demands will suffer illness. They also experience compromising of their immune system. Second, Karasek’s Job Strain Model has been
expanded to include social support (Johnson & Hall, 1988; Theorell, 2003). According to this theory, depending on the level of social support, individuals whose jobs are high in demands and low in control are likely to report varying levels of health symptoms. Specifically, Johnson and Hall (1988) predicted that increased control buffers high demands most effectively under conditions of high social support. However, it is still unclear whether the measure of social support applies to perceptions of support levels or to actual contextual differences in support, or both.

One of the major reasons for inconsistency of social support as a moderator is the methodology in testing the job demands and control model in predicting strain (De Lange et al., 2003). Furthermore, different major variables have been used to test the model (such as, job demands, control, and strain). Specifically, Karasek (1979), Karasek, Triantis, & Chaudhry, (1982), Parkes, Mendham, & Von Rabenau, (1994), and Landsbergis, Schnall, Deitz, Friedman, & Pickering, (1992) have used a variety of ways to measure job demands, control, support and strain to draw conclusions about the validity of the job strain model or job demand-control-support model. Second, researchers have attempted to reduce this consistency by adding third variables to the model. To address the problem of inconsistent findings on the “buffering effect”, Demerouti, Bakker, Nachreiner, and Schaufeli, (2001) proposes the job demands-resources model to broaden the job strain model (Karasek, 1979) and the demand-control-support model (Johnson & Hall, 1988). The model includes the dependent measures which focus on psychological health, in the form of burnout. More specifically, the model is designed to understand the negative outcomes or strains when the specific forms of resource and specific forms of job demands are misaligned in a working condition. For example, an individual who is working in an environment with high job
demands environment such as high physical workload with low job resources such as low social support may be experiencing job strain. Finally, the job strain model has failed to recognise the differences that exist in the makeup between different types of jobs (Van Der Doef & Maes, 1999). A significant interaction between high job demands and high control was found to lead to more satisfaction in the health care service, but not in other professions (de Jonge et al., 2000). This may be particularly important for the farming sector since the model was developed to assess stress in the human service sector.

In summary, the job strain model appears to be static and over simplistic which focuses on two dimensions of the work environment: job demands and job control. Thus, researchers have explored further the variations of the Job Strain Model by including either additive or interactive influences of job characteristic (such as social support), and dispositional characteristics (such as personality traits) (Demerouti et al., 2001; Parkes, Mendham, & Von Rabenau, 1994; Tetrick & LaRocco, 1987). The Job Strain Model has incorporated a new perspective on social support to explain the work control and health relationship (Theorell & Karasek, 1996). Although previous research was directed towards conceptual expansion of the Job Strain Model to include personality traits (such as self-efficacy), it has failed to provide convincing results (Jimmieson, 2000). In the light of these findings, it is suggested that the interactive effects of other personality traits be established and developed in the Job Strain Model.
### 2.2.3 Structural Model of Job Stress

Beehr and Newman (1978) categorised the Structural Model of Job Stress under four main dimensions of potential work stressors (Trenberth & Dewe, 2006). Environmental stress comes from the individual work environment. Individuals may normally respond to the social-psychological and organisational aspects of the environment without being cognitively aware of the consequences. As such, they may interact via cognitive processes of the mind to produce fatigue/strain that lead to lower productivity. The four main dimensions of work stressors identified by Beehr and Newman (1978) are:

i. An individual’s role demands and expectations (role overload and role conflict).

ii. The job demands and characteristics of the task (work schedule and workload).

iii. The organisation’s characteristics and conditions (size of the organisation and hours of work), and

iv. The organisation’s external demands and conditions (weather), government laws and regulations, geographic location of the organisation, technological and scientific development.

The various demands of the environment may lead to stress because of individual’s different perceptions. McGrath (1976) supports Beehr and Newman’s dimensions of stress as a very effective process in understanding work stress:
The potential for stress is when an environmental situation is perceived as presenting a demand which threatens to exceed the person’s capabilities and resources for meeting it, under conditions where they expect a substantial differential in rewards and costs from meeting versus not meeting demand (p. 1352).

Along similar lines, Sulksy and Smith (2005) identified macro-level work stressors and micro-level work stressors. Sulksy and Smith categorized the work stressors in terms of occupation, work roles, organisational environment covering the interaction effects of environmental stressors, and health issues, and contemporary sources of stress covering technology development and work-family conflicts. These different work stressors have different impacts depending on the individual’s experiences and how they perceive them. Individuals differ in their experience and expectation of work stressors and may adapt differently to circumstances. Those unable to adapt to stressors experience certain levels of stress that may lead to psychological strain and/or poor health outcomes.

As evident in this section, all the variables used in the models can be divided into two theoretical frameworks: an epidemiological model and a cognitive model. The model has been developed to assess the role of situational influences or individual influences. The social support plays an important role as a moderator of the job demands-control-support model in cross-sectional studies. Relatedly, the individual differences could have an impact on perceptions of job demand which is not taken into account in the Job Strain Model (Kain & Jex, 2010; Van Der Deof & Maes, 1999). This suggests that personality characteristics could moderate the relationship between stressors and strain, which is in relation to psychological well-being in the workplace.
Overall, the Holistic Stress Model, Job Strain Model, Job Demands-Control-Support Model, Job Demands-Resources Model, and the Structural Model of Job Stress have been included in this study because this theoretical conceptualisation of occupation stress is relevant to understanding the complex nature of job stress in the farming industry and its implications.

2.3 The Impact of Stressors

Research on work stressors has been built on structural stress models which emphasise the influence of environmental factors that have the potential to cause strain on individuals in the workplace. For instance, organisational and environmental factors or stressors, such as excessively high work demands, have been widely-recognised as contributors to ill-health (Bohle & Quinlan, 2000; Devereux, Rydstedt, Kelly, Weston, & Buckle, 2004; Spector & Jex, 1998).

Many researchers have attempted to link stressor, strain, and health-related symptoms in order to understand the assessment of job stress (Hurrell, Nelson, & Simmons, 1998; Smith & Tziner, 1998). Consistent with job-stress literature, significant correlations are found between stressors and strain \((r = .30)\) (Chen & Spector, 1991; Semmer, Zapf, & Greif, 1996), and a reciprocal relationship has been found in a longitudinal study (Kohn & Schooler, 1982). In addition, strain is demonstrably a negative response to stressors (Beehr, Jex, Stacy, & Murray, 2000; Jex et al., 1992).

According to Koslowsky (1998), stressors are classified into three groups: (i) individual, (ii) group/organisational, and (iii) extra-organisational:
i. Viewed as a subjective stressor, when he/she is not capable of controlling the task. It is related to the individual’s cognitive and emotional processing. There is likely to be considerable individual variation in perceived stressors from the impact of the environment. In fact, the individual stressors classification is part of Karasek’s Job Strain Model. Conversely, the objective stressor is not related to one specific individual’s perception, but to the physical and social characteristics of the environment. As Frese & Zapf (1988) noted, “the objective stress situation has to be perceived in order for it to have a psychological effect on the individual (although it does not necessarily have to be conscious and reportable” (p. 378). For example, a farm manager’s perception to react swiftly to save livestock from a flash flood on the farm.

ii. Individuals may experience stressful situations at the group or organisational level. For example, when there is a change in organisation structure and working conditions due to trade globalisation, the individual may experience a stressful situation. For instance, farming institutions may introduce new technology to their members to increase farm output so they can compete with their overseas competitors.

iii. Extra-organizational stressors refer to environmental stimuli in the workplace and in the general environment. For example, weather is particularly prominent for successful farming. The degree of stress generated by unpredictable weather is dependent on individual assessments of this event. When this stimulus exceeds the threshold value, the individual is likely to experience stress and possibly a negative strain response.
As noted, the determinants of strain are environmental factors as well as individual factors (Cooper et al., 2001). In the workplace, the sources of stress are the demands, interpersonal demands, physical demands, workplace policies, and job conditions (Quick, Quick, Nelson, & Hurrell, 1997). However, different studies have used a variety of organisational factors to assess stressors, including organisational demands (such as work conditions) (Sutherland & Cooper, 1990), extra-organisational demands (such as work-family balance), and, to a lesser extent, the characteristics of an individual (such as age) (Alpass et al., 2004).

Fletcher (1991) suggests that stressors are the source of non-work and work-related stress that influence mental and physical health outcomes. There is evidence that individuals experience several stressors concurrently from the individual effects and the impact of job-related environmental factors (Cooper et al., 2001). For instance, a farm owner may simultaneously experience geographical isolation (perhaps due to lack of interaction with the neighbours) and other stressors, such as time pressure (due to lack of farm workers to help) and unpredictable weather (such as drought and flood). The combined impact of these stressors leads to physiological, psychological, and/or behavioural outcomes that may affect an individual’s well-being and his/her job performance (Cooper et al., 2001; French et al., 1982). Furthermore, if the behavioural outcome is in the form of behavioural strain, it may “impose substantial costs on work organisations, and their effects are manifest both on the job and away from it” (Kahn & Byosiere, 1992, p. 610). This form of strain may not necessarily be influenced by work-related stressors. Other factors such as off-the-job stressors and even dispositional tendencies may operate in an individual’s life (Cooper et al., 2001).
Frese and Zapf (1988) described several plausible patterns of change in the effect of stressors in the work environment. Since objective stressors are not influenced by an individual’s cognitive and emotional processing, they are not conceptualised to cause a stress-reaction. On the other hand, subjective stressors involve the psychological processes of an individual’s perception and self-appraisal of the situation. Therefore, the perceived stressors are seen to be stressful and can cause strain, if they exceed the individual’s capacities or are threatening or aversive. For example, in a study by Moyle (1995), strain has been found to be significantly associated with organisational stressors, such as perceived workload. The perceived workload is the difference between perceived and actual demands, depending on an individual’s assessment in their environment. The work environment may lead to strain if a stressor is perceived as a threat, but another individual may perceive it as a challenge (Cooper et al., 2001). As Koslowsky (1998) argues, “the person’s perception of the situation is the stressor and their response is a reaction to this stressor” (p. 34).

Taken together, stress research has typically conceptualised objective or subjective stressors to understand work situations experienced by individuals. When individuals are exposed to stressful working conditions, these conditions are perceived and finally they exhibit strain. As noted, perceptions are an important component of most occupational stress theories (Spector & Jex, 1998). An individual’s perceptions of a demanding situation are essential in the study of the stress process, and this study has emphasised the use of self-appraisal by individuals. As subjective stressors involve the cognitive processes of individuals, the impact of stressors is derived for the individual’s self-appraisal of the situation.
2.4 Stress, Stressors, and Strain in Farming

2.4.1 Stressors\(^3\) in farming

Farm managers encounter government regulations, poor weather conditions, fluctuating yields, uncertain economic events, crop and animal diseases, accidents, long hours of hard physical labour, production fluctuations that affect supply-demand and family problems, which are all stress producers in farming (Deary \textit{et al.}, 1997; Page & Fragar, 2002). However, the three consistently cited farm stressors in the literature are isolation, government bureaucracy, and financial pressures (Lobley \textit{et al.}, 2004).

In the early 1980s, the study of stressors in farm environments began to receive attention from researchers (Eberhardt & Pooyan, 1990; Schellenberg \textit{et al.}, 1985). The lack of sources of job stress instruments has led Deary \textit{et al.} (1997) to construct their own farm stress questionnaire. By using some of the stressor items from the Walker, Walker, and MacLennan (1986) study and the Eberhardt and Poonyan (1990) study, Deary and his colleagues constructed the Edinburgh Farming Stress Inventory (EFSI).

EFSI examines job-related stress among farmers including geographical isolation, unpredictable factors, farming bureaucracy, finances, personal hazards, and time pressure. Three-hundred-and-eighteen British farm managers reported the highest incidence of stressors is associated with complying with and adapting to governmental regulations. The assessment of both the severity and frequency of occurrence will capture the total impact of stressors among the farm managers (Alpass \textit{et al.}, 2004).

By adopting a revised Edinburgh Farming Stress Inventory, Alpass \textit{et al.} (2004) examined stressors among New Zealand dairy farm managers (\(n = 945\)). They reported that

---

\(^3\) The term stressors in this study refers to the large number of work-related conditions in the farm environment that have an impact on the health and well-being of farm managers.
sources of stress are high for time pressure, machinery, weather and government policies but less in relation to new technologies, suggesting that “personality factors may be facilitating the adoption of new technologies” (p. 279). Similarly, Firth et al. (2006) found that the commonest sources of stress among New Zealand farm managers (n = 1015) were time pressure (such as increased seasonal workload), government policy and procedures (such as complying with health and safety legislation) and unpredictable factors (such as bad weather). These sources of stress in the New Zealand agriculture sector have remained relatively constant since the early nineteenth century. Taken together, Firth et al. (2006) highlight that the Edinburgh Farming Stress Inventory “appears to be a valid instrument in farming communities” (p. 56).

Research on these stressor factors among New Zealand farm managers is found to be similar to other British and Australian studies (Booth & Lloyd, 2000; Deary et al., 1997; Fragar & Franklin, 2000; Pollock et al., 2002). The majority of farm managers in Australia work long hours, 90.3% worked more than 40 hours per week and 4% worked more than 100 hours (Fragar & Franklin, 2000). Goodland and Daly (1993) have found 9 out of 12 farmers experienced significant symptoms related to the stressors generated by economic problems. Further, Sparks, Cooper, Fried and Shirom (1997) noted that there is a linear relationship between the number of hours worked and strain-related symptoms. Individuals working more than 48 hours per week are more likely to experience health-related symptoms.

In summary, Deary et al. (1997), Firth et al. (2006), Olson and Schellenberg (1986), and Pollock et al.’s (2002) studies reported empirical findings on farm stressors. Previous research on farm stressors identified that farmers have encountered some stressors that are specific to farming and not common to all occupations. Farmers’ personal resources that
inadequately meet the demands of the environment (e.g., stressors), will react with personal
distress (Walker & Walker, 1987). Additionally, research also found that psychologically
healthy farmers possess a higher state of positive affectivity and lower levels of strain
(Alpass et al., 2004; Booth & Lloyd, 2000).

2.4.2 Strain in Farming

Almost 80% of the farm managers reported that psychological and physical
symptoms are commonly associated with farm stressors. They reported a moderate to high
frequency of occurrence of symptoms such as anxiety, fatigue, loss of temper, forgetfulness,
concentration difficulties, back pain, and sleep disruption (Walker & Walker, 1988). A study
by Wallis, Dollard and Ranzijn (2003) on dairy farm managers in South Australia has
revealed that 30 per cent of dairy farm managers showed a high level of psychological strain
that would justify assistance from a mental health professional. Further evidence of
significant levels of psychological strain amongst the farm managers in Europe has been
reported. First, Olff, Koeter, Haaften, Kersten and Gersons (2005) found almost 50 per cent
of Dutch farm managers suffered a high level of psychological strain that required
professional help during the epidemic of Foot and Mouth Disease. Although agriculture
crisis, such as Foot and Mouth Disease infected only animals, its consequences are severe for
the farm managers. Next, according to Booth and Lloyd (2000), British farm managers
reported the high impact of stressors, and also reported greater psychological strain. The poor
coping skills among British farm managers to deal with new government policies and
bureaucracy, and media criticism could lead to ill-health. Thus, there are increased
psychological distress symptoms among farmers that are significantly correlated with the farm stressors.

Walker and Walker (1987b, 1988) found that the strain levels vary among farm managers who operate on different types of farms. Those farm managers who work in mixed farms (livestock and grain) (M = 36.59, SD = 11.93, t (520) = 2.39; p < .02), and dairy farms (M = 37.75, SD = 10.84) showed significantly higher strain levels than those who operated in grain farms (M = 34.34, SD = 10.56).

Moreover, most research on strain has reported that female farm managers suffered a higher degree of strain. For example, more than 50 per cent of United States females engaged in dairy farming described symptoms of strain compared to their urban counterparts (Berkowitz & Perkins, 1984). They reported strain associated with role overload between home responsibilities and farm workloads. Further, Walker and Walker (1987) reported that Canadian men and female farm managers are experiencing a different variety of occupational stressors that can lead to a mentally distressed state. Female farm managers report significantly higher levels of strain than men farm managers (t (673) = 5.16, p< .001) (Walker & Walker, 1987b). Female farm managers reported overload roles coupled with high job responsibilities to be completed in a short time as the major sources of strain. Women’s multiple roles in farm workloads and performing additional off-farm duties often produce feelings of anxiety and psychological strain, whereas men farm managers are more concerned with farm-related work, financial concerns, geographical isolation, lack of labour, and the viability of the farm. Similarly, according to Alpass et al. (2004), New Zealand female dairy managers reported more strain than males because of their multiple roles.
As noted, past research has found that stressors can cause strain on an individual’s emotions, thoughts, and their physical condition (Hurrell et al., 1998; Margolis, Kroes, & Quinn, 1974; Spector, Dwyer, & Jex, 1988). For instance, when farm managers’ personal resources inadequately meet the demands of the environment (such as stressors), they will react with personal distress (Walker & Walker, 1987). This can have spillover effects into other aspects of farming life, and on their satisfaction with the job and farming life.

2.5 The Impact of Job Stress on Job Satisfaction

Job satisfaction is an outcome variable linked to occupational stress (Decker & Borgen, 1993). When defining job satisfaction, Weiss and Ilgen (2002) focussed on evaluative judgement of affective response about one’s overall experience of a job and found performance on task is central to the job. According to Motowidlo (1996), evaluative judgement depends on an individual reaction towards the work environment. If work stressors cause the individual to feel uncomfortable, the environment is perceived as negative and the individual will report low job satisfaction. Hulin, Roznowski and Hachiya (1985) proposed that:

Job satisfaction is a function of the balance between work-role inputs (such as education, time, and effort) in comparison with work-role outcomes, or what is received (such as pay, status, working conditions, or intrinsic factors). As outcomes received relative to inputs invested increase, work-role outcome satisfaction is hypothesised to increase (p. 246).
As in Judge and Watanabe’s (1993) study, the more hours worked and effort put forth (such as with high inputs relative to outcomes), the lower the predicted level of job satisfaction. It has been noted that:

Since job stress may have a physiological or psychological impact on workers, job satisfaction is assessed to provide a comprehensive strain. The inclusion of strain measures is important given that the effect of personality may differ depending on the outcome variable (Grant & Langan-Fox, 2007, p. 21).

Lazarus and Folkman (1984) define work-related stress as the product of an imbalance between an individual’s potential and environmental strains. The individuals who experience a high level of stress report job dissatisfaction (Barnett, Marshall, Raudenbush, & Brennan, 1993). Margolis et al. (1974) found that lack of authority at work is the most consistent and significant predictor or indicator of strain and excessive workload. They surveyed over 1,400 workers in a national representative sample, and found that excessive workload has a significant relationship with several health risk factors such as poor physical health, low job satisfaction, low life satisfaction, and low self-esteem. The consequences of prolonged high periods of stress could lead to increased national health costs.

Hulin et al. (1985) have further proposed that employees’ direct costs and opportunity costs exert an effect on job satisfaction. In periods of labour shortage, employees will perceive their inputs as more valuable because there is insufficient staff in the labour market willing to contribute their inputs for a given level of outcomes, and the opportunity cost of employees’ work roles subsequently increases (such as current work-role membership is
more costly relative to other opportunities). Therefore, the subjective utility of input increase, increases the perceived value of input relative to outcomes and, thus, reduces job satisfaction.

Finally, Hulin et al. (1985) theorised that an employee’s frame of reference, which is defined as past experience with relevant outcomes, is expected to influence how an employee perceives and receives current outcomes. In other words, workers become accustomed to a certain level of outcomes, and those experiences influence how he or she evaluates the outcomes. Thus, behaviour is motivated by the desire of a worker to adapt and interact over time with his or her work environment.

According to Pugliesi (1999) in a diverse sample of 1,114 public university employees, the survey found a modest association of -.40 (p < .001) between job stress and job satisfaction. Pugliesi concluded that the impact of job-related stress decreases their job satisfaction and, thus, increases psychological distress.

Similarly, job satisfaction has important consequences for 153 full-time workers of a voluntary organisation. Fogarty, Machin, Albion, Sutherland, Lalor and Revitt (1999) reported that in unfavourable working conditions, employees experience high strain which results in low satisfaction with the job. Fogarty and colleagues reported a strong link between job satisfaction and strain (r = -.51), and stressors (r= -.46). This relationship demonstrates that strain and stressors have a direct negative impact on job satisfaction.

Further, a study by Decker and Borgen (1993) reported that the diverse sample of workers (n = 249) from 75 occupations (such as universities, hospitals, government, and insurance) experience slightly lower levels of strain (mean = 19.52 and SD = 6) compared with the norm group (mean = 21.40 and SD = 7.43), represented by Osipow and Spokane’s (1987) finding. However, the result reflected the expected direction, with higher stressors
related to higher strain ($r = .36$) and lower job satisfaction ($r = -.52$). Subsequent research by Kivimaki and Kalimo (1996) as well as Chen and Spector (1991) has also reported similar results. They found significant correlations of stressors and strain with workers from a wide range of occupations, where the relationship is considered stronger with job satisfaction.

A longitudinal survey of 23 large New Zealand organisations (average $n = 553$) conducted by Kalliath, O'Driscoll and Brough (2004) revealed that workers who experienced a higher level of job satisfaction reported a reduced level of strains ($r = - .32$). Conversely, the respondents from a wide diversity of New Zealand industries who experienced an increase in psychological strains, reported an increase in physical ill-health symptoms ($r = .36$) and lower job satisfaction ($r = -.34$). Overall, the psychological strains mean scores are relatively low at 16.1 (SD = 9.0). Further, research by Booth and Lloyd (2000) indicates that the mean strain score of 4.0 (highest strain score is 7.0) suggests higher levels of perceived stressors amongst the 312 UK farming community survey, compared with the general population mean score of 3.42 drawn from a study by Duncan, Jones and Moon (1995). The individual characteristics have shown to have greater importance than the regional variation in determining psychiatric disturbance associated with stress (Duncan et al., 1995).

A great deal of research has focussed on the relationship between job stress and job satisfaction across work settings. The findings are consistent which indicates that job stress and job satisfaction are inversely related. Bhagat, McQuaid, Lindholm and Segovis (1985) studied employees’ experience in work and personal domains by asking subjects to rate the impact that particular events had on their lives, from extremely positive to extremely negative. Bhagat et al. (1985) reported a correlation of -.39 ($p < .01$) between job stress and job satisfaction.
There is growing literature about the impact of stress in various occupational fields. In particular, there is a heightened awareness by researchers of the impact of job stress on the job satisfaction of workers. The consequences of job and life stress can lead to serious mental health problems that have an immense impact on individuals. Mental health problems are the strongest risk factors for suicidal behaviour (Ministry of Youth Development, 2004). Among the common mental health problems are depressive disorder, substance abuse disorders, personality disorders (such as paranoid, avoidant, dependent, obsessive-compulsive, histrionic, and antisocial behaviours) and psychotic disorders (such as schizophrenia) (Beautrais, Joyce, & Mulder, 1998).

In summary, previous research has demonstrated that a stressful job has dysfunctional consequences for employees’ behavioural outcomes. There is evidence that the effect of job stress has a detrimental effect on workers’ well-being in the workplace. In contrast, pleasant working conditions may result in satisfied and effective workers. As a result, there is heightened awareness by researchers and psychologists regarding the impact of job stress on both workers behavioural and attitudinal outcomes.

2.6 Job and Life Satisfaction

Life satisfaction has come to be labelled as happiness or subjective well-being (Diener, 1984, 2005). The term happiness is used to denote the preponderance of positive effects over negative effects. It stresses a pleasant emotional experience. The degree of psychological well-being or happiness of individuals can be viewed as the quality of life experienced. Life satisfaction is derived from numerous domains of life. It is more global and is affected by many aspects of a person’s life. People differ in the degree of importance they
place on the work domain as a source of life satisfaction. Placing a heavy emphasis on the work domain does not necessarily mean that the quality of their working life experience will be high (Diener, 1984).

Previous research has demonstrated a strong positive relationship between job and life satisfaction. The relationship between job satisfaction and life satisfaction has been the subject of empirical research (Judge & Watanabe, 1993; Rode, 2004; Tait, Padgett, & Baldwin, 1989) as well as qualitative reviews (Heller, Watson, & Ilies, 2006; Keon & McDonald, 1982). This relationship appears to be of interest to a wide variety of scholars, as shown by the fact that studies relating job and life satisfaction have been reported in journals devoted to psychology, sociology, counselling, management, leisure, and other disciplines.

There are many theoretical models put forth to describe job and life satisfaction. Heller, Judge and Watson (2002) suggest a positive relationship exists between the two variables and most individuals are classified into the spillover model. Traditionally, many researchers have developed and tested the spillover model regarding the job satisfaction and life satisfaction relationship. According to Wilensky (1960), the spillover model implies that the individual’s cognitive processes of job and life satisfaction are inter-related and influence one another. He states two mechanisms in the study of relationships between work and life domains. The model proposes that experiences and/or feelings associated with work will directly spill over to life away from work, and vice versa. Gilner (1971) points out that “people do not function alone in their industrial environment; inevitably, their problems at work are shared with their family. Feedback from the family, in turn, affects their work” (p. 241).
Rice, Near and Hunt (1980) conducted a qualitative review of the job satisfaction-life satisfaction relationship and concludes that these two variables have a modest positive relationship. Tait *et al.* (1989), in a meta-analysis of 34 studies (combined n = 19,811), reveal the best estimate of the population correlation between job satisfaction and life satisfaction to be .44. They conclude that there is a strong positive relationship between job satisfaction and life satisfaction. Judge and Watanabe (1993) suggest that the .44 correlation uncovered by Tait *et al.* (1989) clearly supports the spillover model as the most accurate means of explaining the job satisfaction and life satisfaction relationship.

According to Hulin *et al.* (1985), job satisfaction may influence life satisfaction because jobs are such a central part of people’s lives. Job importance, however, is only one of the many psychological processes that underlie the effect of job satisfaction on life satisfaction. According to Cranny, Smith and Stone (1992), general job satisfaction is one of the components of life satisfaction. Furthermore, life satisfaction is made up of other satisfactions such as marriage, family, leisure, and other non-work satisfactions.

Judge, Boudreau and Bretz (1994) tested a model of executive attitudes involving job satisfaction, life satisfaction, job stress, and work-family conflict. By using data from 1,300 male executives, the researchers found a significant correlation (r = .49) between attitudes toward the job and those toward life. Male executives who were satisfied with their job were more likely to be satisfied with their life in general, and vice versa. The results of the study also indicated that male executives who were satisfied with their job were significantly more likely to report that their job was less stressful.
From another perspective, Heller et al. (2002) suggest an alternative explanation for job and life satisfaction – based on a top-down (dispositional) model of satisfaction - where a third variable, personality, leads to overlapping variance between the job and life relationship. Heller and colleagues quote, “job and life satisfaction should be examined in the broader context of the emotional life of individuals” (p. 830). Further, recent research by Heller et al. (2006) highlights that life satisfaction can be understood by the individual’s systematic intra-personal variation in his daily life. The individual’s behaviours will unfold in different situations which are influenced by his or her personality traits (Mischel & Shoda, 1998). Moreover, personality factors have been found to play a significant role in determining individuals’ life satisfaction (Heller, Watson, & Ilies, 2004). Similarly, according to Wallis, Dollard, and Ranzijn, (2003), most dairy farmers in Australia reported being satisfied with their occupation. Their job satisfaction is associated with well-being and may, as a result, have an impact upon farmers’ psychological health.

To conclude, the support for the spillover model between job satisfaction and life satisfaction has been extensive (Rain, Lane, & Steiner, 1991). Most of the researchers believe that the spillover model is a real phenomenon, where job experiences spill over onto other spheres of life, and vice versa (Hulin et al., 1985; Judge & Watanabe, 1993; Near & Sorcinelli, 1986). Further, recent studies have found it likely that personality constructs may confound the job and life relationship (Heller et al., 2002; Heller et al., 2004; Rode, 2004). Researchers such as Brief, Butcher, George and Link (1993), and Diener, Suh, Lucas and Smith (1999) support the idea that life satisfaction is not a dispositional factor by itself, but is influenced by other personality factors.
As Rode (2004) notes:

Empirically, satisfaction with major life domains (such as work, leisure, health, and family) explains about 50 per cent of the variance in overall life satisfaction, with the remaining 50 per cent presumably the result of measurement error and individual differences (such as personality) (pp. 1208-1209).

This is consistent with the broader stress literature which has noted the impact of individual differences. As strain is part of the causal chain for job satisfaction in the work environment, certain individuals experience strain through their own cognition or behaviour as a consequence of personality (Fogarty et al., 1999). In this study, the causes of occupational strain and its link with job and life satisfaction have become a high priority because most farm work is the central life activity of farm managers.

Although previous studies have adequately explored the various issues encountered by farmers, such as the psychosocial and environmental stressors, few have examined the relationship between stress and the individual farmer’s personality. The challenges for farm managers are to recognise the common negative aspects or the causes of stress. The negative health and safety effects of stress are complex and vary greatly between individuals (Bohle & Quinlan, 2000). To summarise, farm managers have to encounter the impact of farm stressors, such as government regulations, poor weather conditions, fluctuating yields, uncertain economic events, crop and animal diseases, accidents, long hours and hard physical labour. Farm stress researchers have identified a range of stressors that may contribute to mental health problems among farmers.
When in a stressful environment, personality factors can influence an individual’s mental well-being (Judd et al., 2006). They found that “psychologically healthy” farmers possess a higher state of positive affectivity and lower levels of distress (p. 7). Since farmers experience several sources of stress on the farm, the challenges for farm managers are to recognise the causes of strain and how their personality traits can overcome those stressful events. This leads me to explore, within this research, the possible individual differences that influence strain and overall stress in the farming environment.

2.7 The Impact of Personality Factors on the Stress-Strain-Satisfaction Relationship

The effect of changes in an individual’s environment, perception, feeling, and behaviour can determine one’s level of satisfaction (Heller et al., 2006). One particular significant aspect of assessment in the work environment is the impact of stress that is related to the individual’s satisfaction at work.

The negative relationship between stressors and psychological strain may not simply be due to certain occupations which are exposed to a greater level of stressors. Rather, prior research has shown that negative affectivity is related to a variety of stressors and strains (Moyle, 1995). Further, Spector and Jex (1998) suggest a more specific relationship between stressors and strain, in which “most of the stress models can serve as a mediating role between the environment and health” (p. 365). Kessler and Cleary (1980), for example, suggest the significant impact of stressors on strain is due to differences among the workers in response to stressors. However, there is evidence to suggest that different strain levels are associated with the type of stressors encountered (Trenberth & Dewe, 2006).
Overall, based on the existing literature, the differences between stressors and psychological strain responses may be due to the workers’ responses to the types of stressors they encounter in the work environment. Likewise, when individuals are exposed to stressful working conditions, the personal characteristics play an important role in determining the psychological and physiological states.

A large amount of research has examined stressors, consequences of stress (strains), satisfaction, and the role of third variables as moderators in solidifying these relationships. A moderator is a variable that affects the direction and/or strength of the relationship between a dependent and an independent variable (Baron & Kenny, 1986).

The first potential moderators are individual factors (such as personality traits), and the second are social or contextual factors (such as organisational characteristics and culture). For example, previous research has studied the individual differences and organisational characteristics as moderators or buffers to stresses and effects on workplace (Hochwarter, Perrewé, & Kent, 1993; Karasek, 1979; Newton & Jimmieson, 2008; Westman, 1992). Research on the buffering effects of contextual factors requires various levels of analysis (such as group-level constructs), whereas research on the buffering effects of individual differences tends to model the stressor, buffer, and strain at an individual-level of measures (Klein, Dansereau, & Hall, 1994). Of these two broad categories, individual factors have received the most attention (Bliese & Britt, 2001; Harris, Harvey, & Kacmar, 2009).

Job related affect, such as perceived organisational support has been studied in relation to stressors, job security, autonomy, pay, training, and job satisfaction (Rhodes & Eisenberger, 2002). For instance, Casper and Buffardi (2004) have demonstrated the importance of perceived organisational support to understand the job-life benefits in
organisations. Although perceived organisational support has a strong effect on employee stresses and work outcome relationships, few researchers have directly examined this possible moderation effect (Stamper & Johlke, 2003). Subsequently, investigating the role of organisational factors in the farming context would not address this oversight because the working environment and nature of work-related activities in farming differ from other types of occupations.

From another perspective, Fletcher (1989) and Sikora, Beaty and Forward (2004) have suggested exploring individual differences to understand workers’ reactions to stress in the workplace. Individual differences are factors which will likely affect the normal stressor-strain-satisfaction relationship in the work environment. Brief, Burke, George, Robinson and Webster (1988) found that the individual differences factor (negative affectivity) explained a significant amount of variance in the stressor-strain relationship. Brief and colleagues argued that “the dispositional construct negative affectivity (NA) would be related to self-report measures of job stress and job strain and that observed relationships between these stress and strain measures would be inflated considerably by (NA)” (p. 193). Conversely, Chen and Spector (1991) found insignificant affect on the stressor-strain relationship in a study of white-collar workers. Further, a confirmatory factor analysis revealed that individual differences did not appear as a factor in common with measures of stressor or strain (Schaubroeck et al., 1992). Schaubroeck et al. (1992) and Kinman (2001) acknowledged that stressors do not inevitably lead to strains, as individual differences such as personality traits may moderate this relationship. However, comparisons of previous research are difficult to access because of differences in stressor (occupational specific vs. broad band), and strain
(psychological vs. physiological; self-report vs. objective assessment), and measures of individual differences (traits, negative and positive affectivity) (Hurrell et al., 1998).

An individual who has a low tolerance threshold to stressors may experience acute (short-term) or chronic (long-term) strain. An individual who experiences any degree of strain provides only the tip of the underlying problems because of contamination by secondary stressors (Fletcher & Payne, 1980). These secondary factors arise when the individual threshold has been breached by the strain arising from the primary stressors. Both the primary and secondary stressors are external to the individual and can originate from within the individual and may cause either physiological or psychological strain. The primary stressors are the first condition, or instance, which produces strain on an individual. Consequently, an individual with a low tolerance threshold may encounter secondary stressors from the effect of the environment and individual factors which are not stressors in the first instance.

The situational personality approach theory proposes that individual personality traits will influence and change in response to situational changes (Davis-Blake & Pfeffer, 1999). Conversely, the classical personality theory proposes that individuals with different personality dispositions will not change in an environment that corresponds best to their life experience (Allik, 2002).

On a similar line to classical personality theory, the individual differences in personality disposition are considered to be stable across the life span in adults (McCrae, 2002). Although personality is immune to the influence of environment and life experience, the neurophysiologic brain processes can affect the personality (Allik, 2002). The neurocircuits work interactively between the emotional and cognitive brain. Evidence indicates
that brains may experience positive and negative emotions concurrently, when the individual experiences stressors (Davidson, 2000; Tomarken, Davison, Wheeler, & Doss, 1992).

One general class of moderator variable that has been examined over the years is personality traits. Previous research has investigated neuroticism, self-efficacy, locus of control, and self-esteem as moderators. For instance, Spector, Zapf, Chen and Frese, (2000) reviewed empirical evidence of neuroticism, and found it moderated the effect of perceived stress on strain, regardless of the type of stressors. Next, Moyle (1995) and Kammeyer-Mueller, Judge and Scott (2009) demonstrated that negative affectivity plays a significant moderating role in the stressor-strain relations, but not for stressor-job satisfaction relations. A comparable negative affectivity-moderation on work stressor and General Health Questionnaire (strain) has been reported by Parkes’ (1990) study on 157 trainee teachers. The results show a strong interaction between stressor and negative affectivity on strain (F (8, 148) = 9.49, p< .001) and the percentage of variance explained was 33.9%. Judge, Van Vianen and De Pater (2004) noted that the component of negative affectivity may indicate anxiety and a depressive self-concept of core self-evaluations. Thus, the anxiety component of neuroticism may relate more strongly than the depressive component in the stress and strain relationship in the Kammeyer-Mueller et al. (2009) finding. For instance, high neuroticism individuals are more pessimistic when encountering a crisis rather than challenging it.

However, research suggests that disposition factors have an appreciable effect on strain, which, in turn, has an effect on satisfaction (Fogarty et al., 1999; Westman, 1992). There is empirical evidence that individual differences, such as positive or negative affectivity and self-efficacy play an important role as a moderator in the stress process (Brief
et al., 1988; Jex & Bliese, 1999; Parkes, 1990; Schaubroeck et al., 1992; Watson, Pennebaker, & Folger, 1987). Based on survey data collected from 2,273 U.S. army soldiers representing 36 companies, it was found that self-efficacy moderated the stressors and strain relationship (Jex & Bliese, 1999). Individuals who reported low levels of self-efficacy reacted more negatively to stressors than individuals who reported high levels of self-efficacy. The high levels of self-efficacy individuals may cope more effectively with stressors. This relationship suggests that individuals react negatively when they perceive that they are not capable of achieving a high level of performance. Such individuals may also experience a high level of psychological strain, as well as low levels of job satisfaction. Jex and Bliese’s (1999) finding is found to be congruent with Bandura’s (1997) generalized self-efficacy theory.

Regardless of which personal taxonomy is assessed, personality matters in various domains of satisfaction and life satisfaction evaluations. Individuals make metaphysical evaluations of themselves which subconsciously affect specific appraisals of people and events (Packer, 1985). For example, Cozzarelli (1993) notes:

Chronic beliefs about self, control, and outcomes reflect key components of an individual’s view of the world and of his or her ability to function successfully in that world, and thus should be especially potent in shaping reactions to stressful life events (p. 1224).

On the basis of existing theory and research, it appears that the nomological network of core self-evaluations can be expanded by examining its effects on work-related outcomes. Interestingly, Judge et al. (1997) argue that although existing measures of personality traits (such as negative affectivity or neuroticism) are a unique predictor of work-related outcomes,
they did not fully measure work behaviour compared with core self-evaluations in the work context.

Recently, several studies have introduced core self-evaluations into the job stress literature as a moderator, mediator or coping variable (Best et al., 2005; Brunborg, 2008; Judge, Locke, & Durham, 1997; Kammeyer-Mueller et al., 2009). Although core self-evaluations is reflected as a common construct, its stability has not been well-documented compared with each of the core self-evaluations traits (Dormann, Fay, Zapf, & Frese, 2006). However, previous studies have found core self-evaluations to be more consistent predictors of job behaviour than each of the four core traits of core self-evaluations. The traits can result in incorrect conclusions when used in isolation (Judge et al., 2003). Taken together, Dormann et al. (2006), and Judge, Erez and Bono (1998) conclude that the core self-evaluations construct affects individuals’ cognitive processes which is relatively stable across their life span.

Empirical research has provided some support for the moderating effects of core self-evaluations, although there has been some inconsistent support for core self-evaluations as a moderator. In Kammeyer-Mueller et al.’s (2009) meta-analysis review, core self-evaluations provides an integrative framework for understanding individual differences in the stress process. Although core self-evaluations do not act as a moderator in the stress reaction process, Kammeyer-Mueller and colleagues found evidence that “all elements of core self-evaluations would function in the same direction with similar effect sizes for all relationships” (p. 183). Similarly, in Judge et al.’s (2009) study, core self-evaluations does not buffer the stressor and strain relationship. Conversely, previous studies have found that core self-evaluations is a significant moderator for the variables examined (such as Bono &
Colbert, 2005; Judge & Hurst, 2007). To expand the knowledge in this field, Harris et al. (2009) explore the moderating effect of core self-evaluations on the social stressors and job outcomes relationship on a sample of 144 full-time employees. The results indicate that higher core self-evaluations buffered the negative influence of social stressors on job satisfaction and turnover intention.

The previous core self-evaluations research on moderating effects is inconsistent which may possibly be due to three factors. First, researchers have used different methodology techniques in self-report measures (for example, meta-analysis vs. daily diary studies) (Kammeyer-Mueller et al., 2009): First, the primary problem is that cross-sectional studies estimate all relationships at the person level of analysis, while daily self studies investigate how within-person variation in perceived stressors relate to variations in personality and strain over time. On a statistical level, failing to distinguish between within- and between-person levels of analysis will result in incorrect error terms (Raudenbush & Bryk, 2001). Since Kammeyer-Mueller et al., (2009) studies only produce correlation matrices of variables and not correlations between their interaction terms, this means that they cannot test individual differences related to reinterpretation of self-expression that affects potential stress for high or low core self-evaluations individuals. Secondly, the meta-analytic results demonstrated that there is a consistent role for core self evaluations as a moderator in the stress reaction process. On the other hand, the multivariate daily diary results suggest that it is only emotional stability that drives this result. This result may reflect differences in methodology too. The contemporaneous relationships of the variables, core self-evaluations and emotional stability were looked at in the meta-analysis, whereas the relationships between day-to-day core self-evaluations and emotional stability were looked at
in the daily dairy study after factoring out the relationship between daily stressor levels. This result is sensible when one considers that those higher in CSE reported fewer stressors in the daily diary survey.

A second possibility, however, is simply that the effect of the potential third variable makes the relationship spurious (Judge et al., 2003). For example, there is evidence of correlation between personality and general cognitive ability (McHenry, Hough, Toquam, & Hanson, 1990).

A third possibility is that the failure to detect more evidence of moderator effects may have simply been due to low statistical power (Aguinis & Stone-Romero, 1997). Since previous research on occupational stress models utilized relative small sample sizes, it is unlikely that the moderating effects of power can be detected. For example, Chay’s (1993) studies on 117 small business owners and employees failed to find any evidence of synergistic buffering on the job demand-control-support model, compare to Karasek et al., (1982) studies of 1,016 US workforce participants.

Taken together, to improve the explanatory and predictive power of the model, stress researchers interested in dispositional characteristics of the individuals to take into account the higher sample size, and appropriate research methodology to ensure the measurements chosen match each other theoretically. Furthermore, there is broad evidence that if psychological attributes, such as core self-evaluations, moderate the perceived stressor-strain-satisfaction relationships, then controlling these cognitive processes would be likely to result in different levels of strain.
2.8 Core Self-Evaluations as a key personality construct

The fundamental subjective cognitive appraisals, referred to as core evaluations, were originally defined by Packer (1985), followed by Judge, Locke and Durham (1997), who extended the core evaluations concept by proposing the global evaluation-focussed applicability of the personality traits.

The core self-evaluations concept refers to the “individual’s subconscious basic conclusions and bottom-line evaluations” that represent the fundamental values of one’s life (Packer, 1985, p. 3). These fundamental beliefs represent a “global evaluation of themselves, other people, and the world” (Judge et al., 1997, p. 18). Core self-evaluations is dispositional in nature and composed of four closely-related but separate core traits: (1) self-esteem, (2) locus of control, (3) emotional stability, and (4) generalised self-efficacy (Judge et al., 1998b). These four individual core self-evaluations traits involve similar concepts that are interrelated, as well as related to the work-based criteria and have been justified empirically as a common personality dimension construct. Similarly, it appears that the “four core traits can be treated as measures of the core self-evaluations concept” (Judge et al., 2004, p. 328).

For example, in Judge, Erez, Bono and Thoresen’s (2003) meta analysis, the average correlation among the four traits is .64, which is at least as high as the correlations among alternative measures of traits in the five-factor model of personality (neuroticism, extraversion, openness, agreeableness and conscientiousness). Thus, these correlations are not excessive. The four traits load on a higher-order latent factor which is evaluative, fundamental, and broad. The nature of the three criteria of core self-evaluations is described below (Judge & Bono, 2001):
i. An “evaluations-focus” where each trait has a direct influence on the attitudes of oneself and the environment (Judge, Erez, & Bono, 1998; Judge et al., 1997).

ii. The fundamental traits are more central to one’s self-concept (Judge et al., 1998; Judge et al., 1997).

iii. The scope of the traits are directed to one’s self-worth as a worker. “The wider in scope, which means the more objects and entities encompassed by the trait, the higher the chances that the evaluation will encompass the job realm and/or generalize to it” (Judge et al., 1997, p. 156).

The dimension structure of core self-evaluations is focussed on four closely-related factors as described in detail below.

2.8.1 Self-esteem

Self-esteem is one of four essential dispositional variables in the construct of core self-evaluations. The self-esteem of the individuals can be either low or high, depending on the individuals’ self concept of worthiness and ability to cope with life (Locke, McClear, & Knight, 1996). Self-esteem is the evaluative component of a broader representation of cognitive, affective, and behavioural processes (Blascovich & Tomaka, 1991). During adulthood, the trait is relatively stable, enduring, and not vulnerable to change. On the other hand, there is evidence of short-term variability in self-esteem because individuals are influenced by their environment (Judge, 2009).

Research by Judge and Bono (2001) noted that the high self-esteem individuals are more likely to be satisfied because they choose jobs consistent with their interest. Those individuals who have high self-esteem are likely to be successful. On the other hand,
individuals with low self-esteem are worried, self-doubting, and may be depressed (Barrick & Mount, 1991). From a theoretical perspective, it is reasonable to assume that low self-esteem individuals are more influenced by an uncertain environment than those with high self-esteem. Empirical research has provided some support for self-esteem as a moderator in the stressor-strain relationship (Jex & Elacqua, 1999).

2.8.2 Generalised Self-efficacy

Generalised self-efficacy can be conceptualised as a component of and antecedent to self-esteem (Lightsey, Burke, Ervin, Henderson, & Yee, 2006). The close relationship between self-esteem and generalised self-efficacy can be seen in the high correlations between the two, as found by Judge, Bono, Erez, Locke, and Thoresen, (2002) and Judge et al. (1998), which are .85 and .86, respectively.

According to Bandura (1997), generalised self-efficacy represents an individual’s beliefs regarding a particular course of action or behaviour. Enactive mastery is the primary determinant of self-efficacy and refers to individuals who succeed in accomplishing a performance repeatedly. This depends on both perceived and actual task performance.

Litt (1988) suggests that individuals who have high levels of generalised self-efficacy can control key events. Their effort and performance will lead to attaining desired results and satisfaction (Bandura & Locke, 2003). Individuals with high generalised self-efficacy possess effective coping skills. Thus, they are able to cope with job and life-related problems (Johnson et al., 2008).

An individual fundamental belief in achieving a specific goal in a work situation is a predictor of job satisfaction (Bandura & Locke, 2003). According to Judge et al. (1997),
“generalised self-efficacy is the individuals’ judgments of their capabilities to mobilize the motivation, cognitive resources, and courses of action needed to exercise general control over key events in their lives…” (p. 162). Further, Judge and colleagues extended the concept of generalised self-efficacy from individuals’ specific goals to a broader level whereby control over a variety of situations is exercised. This suggests that the individual’s level of generalised self-efficacy is dependent on their ability to exercise control in the workplace. Farm managers who successfully exercise personal control over farm practices are displaying effective generalised self-efficacy. For instance, a farmer who ensures workplace safety or who monitors weather forecasts is able to use their generalised self-efficacy to avoid accidents or prepare for unpredictable weather.

2.8.3 Locus of Control

Locus of control is a general trait that is the result of individuals’ personal control over the outcome of events that the individuals believe they possess (Judge et al., 1998). Locus is internal when an individual has self-control on a range of factors in his or her life (Horner, 1996). Individuals who possess an internal locus of control are more satisfied with their job because of the perceived ability to control situations. The successful individuals will be more likely to evaluate the situations and tend to predict favourable job events. At the other end of the continuum, individuals with an external locus of control believe they have little control over personal experiences. They report high levels of distressing emotions and are vulnerable to illness (Horner, 1996). Those with an external locus focus more on external factors whereby they feel helpless and ineffective (Blau, 1993; Spector, 1982). Moreover, they will likely experience psychological strain when encountering a threat (Spector &
O’Connell, 1994). Similar to most traits, the individual’s locus of control is developed and accumulated from their previous experiences over a period of time. For instance, in a longitudinal study, unemployed individuals with an internal locus of control were not affected by retrenchment and were more likely to obtain new jobs quickly (Ginexi, Howe, & Caplan, 2000).

2.8.4 Neuroticism

Neuroticism is a broad core personality trait that has been studied in relation to job and life outcomes to predict individuals’ behaviour in personality research (Johnson et al., 2008; Judge et al., 2002). Neuroticism is generally considered the opposite of self-esteem.

Burke, Brief and George (1993) suggest that neuroticism may lead to the creation of stressful conditions from the impact of stressors. Individuals who show nervousness and sleeplessness are more likely to show symptoms of neuroticism from a heightened stressful work environment (Barrick & Mount, 1991). For example, individuals with high neuroticism may respond to an unfavourable work environment (such as high workload) by avoiding it and subsequently experience dissatisfaction with themselves and their lives. As a risk factor, individuals with high neuroticism can exhibit abnormal sensitivity to environments associated with threats, following the experience of an aversive stimulus. The personality and cognitive measures of neuroticism are more closely associated with disorders that are dysfunctional attitudes and sociotropy-autonomy personality. In fact, experiencing a personality disorder is a vulnerability factor in developing anxiety and depression (Mineka, 2007). Further, individuals with avoidance–motivation or high neuroticism will experience unstable emotions. They perceive negative information in everyday occurrences, which leads
to higher job dissatisfaction because they tend to focus on the negative aspects of work (Johnson et al., 2008). Conversely, Watson and Clark (1984) suggest that low neuroticism (or high emotional stability)\(^4\) individuals are secure and self-satisfied because they view the world and themselves through a positive lens in their work environment.

Furnham and Zacherl (1986) show that neuroticism is negatively correlated with job satisfaction. Similarly, Dormann et al. (2006) suggest that negative affectivity (neuroticism) can significantly influence job satisfaction. Previous studies have shown consistent evidence that neuroticism is related to job dissatisfaction (Smith, Organ, & Near, 1983; Tokar & Subich, 1997). Thus, high or low neuroticism will have different impacts on individuals’ well-being and health outcomes under different working conditions. As such, individuals with low emotional stability experience a negative affect that could lead to a decline in subjective well-being (Diener, Larsen, & Emmons, 1984).

It appears that Watson and Clark (1984) noted the conceptualisation of negative affectivity as neuroticism. Judge et al. (2004) argue that:

From a conceptual standpoint, core self-evaluations does appear to be more broad than emotional stability and, on this basis alone, one might argue that core self-evaluations should be subsumed under the emotional stability concept because the later has a much more extensive tradition of research. However, this does not mean that typical measures of emotional stability adequately represent this broad construct. Typically, measures of neuroticism, perhaps owing to its psychopathological origins, assess dysphoria, hostility, stress, and anxiety (pp. 329-330).

\(^4\) Emotional stability and neuroticism are similar constructs used interchangeably (Judge & Bono, 2001).
As Judge and Bono (2001) have argued that typical measures of neuroticism, both conceptually and operationally, do not explicitly assess core aspects of the self.

Several studies have been conducted on core self-evaluations to address its construct validity as a single factor (Erez & Judge, 2001; Judge, Bono, & Locke, 2000; Judge et al., 1998; Judge, Locke, Durham, & Kluger, 1998a; Judge et al., 1997). Judge et al. (1998) suggest this construct is a higher-order latent construct which is concluded from data across 12 separate studies. The good convergent validity as revealed by strong correlations of self-esteem, self-efficacy, locus of control and neuroticism make up the higher order core self-evaluation construct. Since the core self-evaluations scale is a reliable and valid assessment of the construct, the factor structure should match theoretical predictions (Schwab, 1980). In this case, it should have a unitary factor structure where the measure adhered to theoretical expectations. In light of the suggestion that personality traits should not be used in isolation, the nomological network of core self-evaluations is hypothesized to understand work behaviour (Erez & Judge, 2001).

However, research by Judge et al. (2002, 2003) has noted that locus of control exhibits the lowest correlations with core self-evaluations, which suggests locus of control is one of the components of core self-evaluations. The issue is, specifically, whether, of the measures of four traits, locus of control or other related traits will go beyond core self-evaluations in predicting those criteria (Judge, 2009).

Furthermore, Johnson et al. (2008) proposed the core self-evaluations construct in a different perspective. Johnson and colleagues argue that the core self-evaluations concept does not adequately assess the four personality traits and has internal validity issues. In the first illustration, core self-evaluations is a “fundamental and broad evaluation of self-
regulation capacities” (p. 406). Individuals who possess positive core self-evaluations are likely to respond favourably to the environment and will normally be resilient when confronted by the obstacles. They are motivated to pursue their ideal goals.

Secondly, core self-evaluations is specified as an aggregate construct with causal indicators. Johnson and colleagues argue that all the four personality traits of core self-evaluations are not empirically interchangeable and do not have a similar effect on criteria. For example, locus of control and neuroticism show a weaker convergent validity when compared with self-esteem and generalised self-efficacy, which are both significantly correlated (Dormann et al., 2006).

Thirdly, Johnson et al. (2008) suggest extraversion and positive affectivity as an approach-oriented trait that should be included in the core self-evaluations criteria. On the other hand, self-esteem did not fit the core self-evaluations criteria because this trait is found to be the “by-product of achievement–oriented outcomes” (Johnson et al., 2008, p. 405). Since this is only one study that explores the validity of core self-evaluations, further evidence is needed.

Nevertheless, previous personality researchers have justify the inclusion of broad personality trait in explaining individual behaviour at work (Brockner, 1988; Ghiselli, 1973). In fact, the current trend in stress research is to regard a broad personality trait as containing most of the information necessary to predict behaviour.

To summarise, there are many characteristics cited in the literature on self-esteem, locus of control, generalised self-efficacy, and neuroticism. These cognitive products are the most widely-studied personality concepts in psychology. Based on evidence, the four core traits are loaded on a higher-order latent concept, as well as playing a central role as
indicators of a broad core self-evaluations construct (Piccolo, Judge, Takahashi, Watanabe, & Locke, 2005). Since core self-evaluations is a broad, latent trait that is the common source of the four specific traits, it is the psychological mechanism that causes these individual traits to be highly correlated. Due to its breath, compared to individual core traits, core self-evaluations may better predict diverse array of work activities and behaviours. This suggests that each trait demonstrates the characteristics necessary to belong to core self-evaluations. Since each trait is highly related to the others, core self-evaluations plays a pivotal role in determining these traits. Since Judge and colleagues seek to advance research by developing a new personality concept, there is a need for ongoing validation of the core self-evaluations construct and for it to be tested in a variety of settings.

2.8.5 The Role of Core Self-Evaluations

The preceding discussions suggest that there are strong theoretical and empirical relationships with the effect of core self-evaluations as a higher order concept on work-based attitudes. Further, each of the personality traits comprising core self-evaluations appears to play a significant role when individuals evaluate events.

Judge et al. (1997) argue that the core self-evaluations model can be easily integrated and complemented by other theoretical perspectives, as well as the established interactional approaches of job satisfaction. The dispositional concept of core self-evaluations does affect one’s level of satisfaction. According to Judge, Bono and Locke (2000), “Job satisfaction is itself a cognitive process, thus, it involves emotional generalization – individuals’ positive feelings about themselves spill over onto their jobs” (p. 240).
According to Judge et al. (1998), the personality trait of core self-evaluations has been found to be consistent in its relationship with job satisfaction and life satisfaction. Judge et al. (1997) propose three specific mechanisms linking core self-evaluations to both job and life satisfaction. The first mechanism is the emotional generalisation of evaluations which is central to the self, other, and world views. Thus, job and life satisfaction which are broader aspects of emotional life are anticipated to be directly influenced by core self-evaluations. Second, core self-evaluations may affect the processes in which job and life satisfaction is appraised. For example, in the framing context, a farm manager may consider herself fundamentally worthless if she is awarded “Farmer of the Year” title just because Federated Farmers Inc. or Horticulture NZ favours her more than the other registered members. If she is rewarded because of her sincere dedication towards farming, she will consider herself to be fundamentally a good farmer. Third, core self-evaluations may impact on the individual’s perceptions of objective conditions by influencing the causal process. For example, the farm manager who considers the reward is unjustified may attribute it to being the result of unfair farming organizational policies, while the farm manager who views the reward as essential, may just simply assume that the reward is for the best farm managers.

Additional support for the role of core self-evaluations is also provided in the study by Judge et al. (2000). Judge et al. (2000) found that the relationship between the core self-evaluations and job satisfaction persisted over time. Specifically, the findings revealed a correlation coefficient of $r = .46$ over a period of 30 years. According to Judge and Bono (2001), all four traits of core self-evaluations display positive correlations of similar magnitude with job satisfaction. According to Judge et al. (1998), individuals are more satisfied with their lives and jobs when these core self-evaluations are positive. Individuals
who possess positive core self-evaluations are capable of capitalising on the environment to their advantage in any given circumstances (Judge & Hurst, 2007). The generalisability of core self-evaluations’ (such as positive self-concept) relationship with job satisfaction and life satisfaction indicate the significance of the job and life attitudes model (Piccolo et al., 2005).

Best et al. (2005) provide further evidence for the influence of core self-evaluations on job satisfaction via appraisals of the work environment. Further, Heller et al. (2002) argued that the link between job and life satisfaction might be spurious due to dispositional influences of core self-evaluations on the satisfaction domain. Core self-evaluations may affect life satisfaction partially through job satisfaction. Consequently, the individuals with positive core self-evaluations are more satisfied with their life with an indirect effect through to job satisfaction (Bono & Judge, 2003; Heller et al., 2004; Judge et al., 1998).

There is concrete research evidence on dispositional factors that has shown personal traits such as self-esteem do affect job satisfaction, from childhood onwards for men (Staw, Bell, & Clausen, 1986). As noted, although core self-evaluations predict outcomes better than individual core traits, self-esteem has been found to be as reliable as core self-evaluations (Judge, 2009). Researchers have shown considerable interest in self-esteem. For example, self-esteem is correlated with job characteristics (Tharenou, 1979), performance in the workplace (Bandura, 1986; Tharenou, 1979), job satisfaction (Judge, Boudreau, & Bretz, 1994; Staw et al., 1986), and stress (Kahn, Wolfe, Quinn, Snoek, & Rosenthal, 1964; Margolis et al., 1974).
While previous studies support the role of core self-evaluations, the causal assumptions have been limited to empirical findings, and are limited by two factors. First, the results have limited generalisability because of the small homogeneous convenience sample size (n = 150) in the longitudinal studies conducted by Judge, Bono, and Locke (2000). Second, the study did not control for any possible environment interferences (such as life satisfaction variables) in the model. Thus, the result is not high enough for a consistent and stable relationship.

Different individuals can respond differently to the same stress stimulus which supports their subjective evaluations of the work environment (Sulsky & Smith, 2005). The core self-evaluations construct can influence individual assessments because of the influence by external events that suit occupational stress research (Best et al., 2005). According to Judge in his communication with Best, “The dispositional nature of the core self-evaluations construct is advantageous to support individual characteristics in its appraisal orientation that helps shape subjective interpretations of contextual events” (Best et al., 2005, p. 442).

Past research has found that stress can cause strain on individuals’ emotions, thoughts, and their physical condition (Locke, 1976; Margolis et al., 1974). Most empirical evidence supports job stress having a negative impact on job satisfaction (Assouline & Meir, 1987; Jamal, 1990; Judge et al., 1994), core self-evaluations in terms of how individuals view themselves (Boyd, 2006), and psychological well-being or happiness (Tetrick & LaRocco, 1987). The geographical isolation of farmers is a significant predictor of job stress (Lobley et al., 2004) but not of life satisfaction (Eberhardt & Pooyan, 1990).
Boyd (2006) suggests that each of the individual personality traits of core self-evaluations moderate the relationship between job stress and burnout. Likewise, Smith and Tziner (1998) have shown that positive affectivity moderated the stressor and strain relationship. This implies that an individual with a positive outlook who perceives stressors in the workplace may experience low intensity of stress, and subsequently less psychological strain. Further, theoretical support by Hurrell, Nelson and Simmons (1998) shows that negative affective (neuroticism) states may affect the relationship of stressors and health-related outcomes. Judge and Larsen (2001) develop a stimulus-organism-response model to describe how personality may moderate individual responses by the influence of the environment (stimuli). Individuals with positive core self-evaluations are likely to pursue realistic goals in the work environment, whereas negative individuals are more likely to avoid work goals. Furthermore, Hiller and Hambrick (2005) argued that high levels of positive core self-evaluations individuals may likely take unwarranted risks by making suboptimal decisions.

Overall, high or low core self-evaluations usually change the relationship between job stress and job satisfaction. That is, when high core self-evaluations individuals are stressed in the workplace, they are likely to be highly satisfied or to experience extremely low job satisfaction. As core self-evaluations is directly related to job satisfaction, it would suggest that stress in the workplace for high core self-evaluations individuals may have a different impact on job satisfaction.
2.9 Theoretical Links in the Model

Past research has found that core self-evaluations is an important variable in predicting job satisfaction and life satisfaction. No studies have yet been published examining the influence of core self-evaluations on the relationship between the stressor-strain and also strain-job satisfaction, particularly in the farming context. However, given the cognitive and affective elements discussed, there is a natural extension and integrating factor in extending the stressor-strain and strain job satisfaction model.

As noted, occupational stress among farmers has a negative impact on psychological well-being and, consequently, leads to significant physical or health symptoms. Horner (1996) reveals a complex interaction effect of the traits (neuroticism, locus of control, and stressors) on physical health and illness.

Stressors are not intrinsically stressful to individuals, rather it becomes a threat when individuals perceive them as such. This stressful appraisal can result in self-injury or damage to self-esteem (Simmons & Nelson, 2007). Thus, the investigation of the stressor-strain-satisfaction linkage requires specific analysis of the antecedents of the individual to draw accurate inferences about the situation (Koslowksy, 1998). An individual’s inherent characteristics, such as very high neuroticism and external locus, have been assessed in predicting strain. Burke et al. (1993) suggest that individuals who possess a high negative trait (neuroticism) may feel distress in stressful conditions from the impact of stressors. In addition, Walker and Walker (1987) emphasised that cognitive changes among farmers are the result of personal strain in order to meet the demands in the farming environment. Since personality factors moderate the measures of stressors and strains, it is important to understand how individuals manifest symptoms of stress under work environments.
While there are a number of stressors implicated in the high levels of stress amongst farmers, it is suggested that the main cause of stress is their lack of control over unpredictable stressors (Deary et al., 1997; Raine, 1999). According to the essence of Karasek’s (1979) Job Strain Model, self-employed individuals, such as farm managers who lack personal control over crucial aspects of job-related farm activities, could experience potential psychological and health symptoms. However, the way personal control is operationalised in the workplace depends on the potential effects of the moderator (Newton & Jimmieson, 2008).

As such, farm managers have to learn to be capable of handling unforeseen circumstances (such as drought and loss of income) in order to be resilient. Personality traits can effectively influence individuals in coping with crises in life situations (Frederickson, Tugade, Waugh, & Larkin, 2003; Tugade & Frederickson, 2004). Healthy individuals would develop an internal locus of control and a more positive self-concept than those who encounter psychosocial problems. This process enhances the development of individuals at risk for problems and psychopathology. The protective factors, such as high self-esteem and internal locus of control, could counterbalance the negative aspects of life when individuals are vulnerable to an increased number of risks factors, or when they experience more stressful life events (Werner & Smith, 2001).

Figure 2 depicts an integrated job and life attitude model and, more precisely, how the core self-evaluations construct influences the relationships of the stressor-strain-satisfaction. That is, those farmers who possess positive core self-evaluations and who are resilient may be more capable of handling stressful jobs than those farmers who do not. Thus, they are possibly more satisfied with their jobs and lives on the farm. Because the farmers’ work is an
important part of their life, job satisfaction greatly influences their satisfaction with their life in general. The range of farm stressors (such as government bureaucracy, trade globalisation, economic factors, and workload) has been identified as being positively related to strains (Lobley et al., 2004; Spector & Jex, 1998; Walker & Walker, 1988; Wallis, Dollard, & Ranzijn, 2003). Core self-evaluations can influence the individuals’ appraisals of external events which cause psychological strains. The reason that core self-evaluations can have an impact on job stress is because job stress can produce changes within people (Matterson & Ivancevich, 1982), forcing them to deviate from their normal state, resulting in job dissatisfaction (Selye, 1976). Therefore, it is argued that job stress is negatively related to job satisfaction.

Further, the basis of the theoretical model presented in Figure 2 is rooted in the argument that the core self-evaluations construct could sufficiently capture the personality of New Zealand farmers who are prone to stress. The high or positive core self-evaluations trait can act as a buffer against the environmental stressors on strain, and subsequently against strain on job satisfaction. Individuals may interpret the stressful events as challenging and may tolerate the effect of stress to reduce strain levels. Similarly, the high core self-evaluations individuals are more effective at setting goals and remaining motivated to pursue goals (Erez & Judge, 2001). On the contrary, those with low core self-evaluations are likely to focus on the negative aspects associated with environmental demands and they will experience psychological strain.

The evidence from the existing literature, such as Judge and Hurst’s (2007) study, suggests that core self-evaluations may likely play a moderating role. Furthermore, as Judge, Heller and Klinger (2008) have validated the framework of core self-evaluations and job
satisfaction, the proposed stressors and strain, and strain and job satisfaction, while controlling life satisfaction with core self-evaluations as a moderator, has been proposed as an hypothesised model. The model, therefore, shows an expanded set of variables and core self-evaluations - a moderator of the relationship between farm stressor and strain and also between strain and job satisfaction.

This is an important finding that lends support to the idea that the study of core self-evaluation should be expanded beyond the boundaries of what has been researched to date (such as Judge et al., 2008). The moderated model of core self-evaluations’ impact on the stressor-strain-satisfaction relationships is shown in Figure 2.

Figure 2: Hypothesised Theoretical Model
2.10 Research Questions

There is a theoretical reason to believe that stressors are perceived by individuals as a source of stress. For example, previous researchers have cited similar causes of farm stressors on farmers’ psychological health (Alpass et al., 2004; Deary et al., 1997; Eberhardt & Pooyan, 1990; Firth et al., 2006; Pollock et al., 2002). In particular, the existing literature on stress research is based on occupation stress models and explains the work-related and psychosocial outcomes.

Therefore, what is the relationship between perceived stressors and strain, as well as job satisfaction among the rural managers in the farming context? This may be broken down into three hypotheses drawn from the general stress, and farming stress literature:

i. Hypothesis 1: There is a positive relationship between farm stressors and strain;

ii. Hypothesis 2: There is a negative relationship between strain and job satisfaction;

and

iii. Hypothesis 3: Job satisfaction is positively related to life satisfaction.

The second emerging discourse in the literature recognises that the personality factors should be an integral part of various theoretical models that link stressors with strain (Dawis & Lofquist, 1976, 1984; Tziner & Dawis, 1988). Previous research shows that the measure of personality traits may exaggerate the correlation of stressor-strain and strain-job satisfaction relationships (Hurrell et al., 1998; Smith & Tziner, 1998; Watson & Clark, 1984). Because of the potential effect of an individual’s personality traits on stress outcomes, the relatively untapped operationalised aggregate of four trait dimensions, core self-evaluations, is
explored in this study. Although prior studies have explored the various issues encountered by farmers, including psychosocial and environmental stressors, they have not investigated the relationship of stressor, strain and satisfaction with core self-evaluations constructs. How farm managers’ core self-evaluations influence assessments of stressors on their farm will provide a better understanding of occupational stress within a farming community. In particular, occupational stress models may benefit from the use of the core self-evaluations. This may be broken down into three hypotheses drawn from the stress and core self-evaluations literature:

iv. Hypothesis 4: Core self-evaluations are positively related to job satisfaction;

v. Hypothesis 5: The relationship between farm stressor and strain is moderated by core self-evaluations; and

CHAPTER 3 – METHODOLOGY AND RESEARCH DESIGN

3.1 Introduction

This chapter describes the research design of the study, including the research participants, design, data collection procedures, instrumentation, data analysis, and limitations of the study.

Prior to deciding on a research method, it is essential to be aware of the phenomena of interest that are known or unknown to the researcher (Thomas & Pollio, 2002). The researcher then focuses either on qualitative or quantitative strategy to specify the hypothesis to be tested. Quantitative research is an interpretative measurement which concretely specifies the psychological phenomena (Westerman, 2006). As the quantitative method is the main approach used in this research, the main principle in designing this study is to ensure a high probability of accomplishing the purpose of the research (Leong & Austin, 2006). This approach would expect to enrich theoretical knowledge by specifying the relationships among the variables; all psychological research seeks, fundamentally, to explain variance.

Figure 3 below illustrates the chapter outline.

3.2 Research Methodology

In this section, the philosophical approach is explained, and the research strategy and research design are set out. Two distinctive clusters of research strategy, that is, the nature of quantitative and qualitative research, are outlined. Next, the research design which entailed a
process of achieving objectives and answering research questions in this study, is discussed (Cooper & Schindler, 2008). An overview of the choice of methodology, the methods of collecting data, limitations and delimitations and, hence, the analysis procedures, are also discussed.

**Figure 3: Structure of the Methodology**
3.2.1 Research Strategy

According to Morgan and Smircich (1980), the appropriateness of using qualitative or quantitative techniques depends on the underlying assumptions of the researcher and the nature of the phenomena to be studied. “The distinction between quantitative and qualitative methods is often conflated with modes of inquiry that involve obvious interventions to produce responses of interest” (Sechrest & Sidani, 1995, p. 79). In contrast to quantitative research, qualitative research is interpreted as a research strategy that emphasizes words rather than quantification in the collection and analysis of data. Although both paradigms use different genre to report their research findings, they seek to improve understanding of the phenomena (Weber, 2004).

The qualitative method is a useful tool to investigate in-depth phenomena of interest (Lee, Mitchell, & Sablynski, 1999) and to understand the “socially-constructed nature of reality” (Denzin, & Lincoln, 2003, p. 13). The researcher considers the most appropriate method to identify the stressful aspects of farming is the semi-structured interview. The interviews were conducted mainly to determine the themes to be measured in the surveys. Previous research undertaken has been based on small samples (Lobley et al., 2004) and a review of the literature found that most of the reported earlier studies used qualitative methods (such as Booth & Lloyd, 2000; Wallis et al., 2003). Qualitative methods differ from quantitative methods by addressing the research problem in a way that can provide rich insight into human behavior (Becker, 1996). However, qualitative methods are hampered by their lack of generalizability, by bias, and issues of validity (Kidd, 2002). Further, qualitative methods fail to provide adequate accounts of non-mainstream lives (and “other”) that may lead to falsification of hypotheses (Guba & Lincoln, 1994; Marcus & Fischer, 1986).
An alternative method, the quantitative paradigm, views measurement to be a necessary part of understanding natural phenomena (Michel, 2003). The measurement has to be assessed for validity for it to be reliable, which is a major concern in quantitative research. The quantitative method provides a framework for hypotheses to be developed and then tested from the data that are usually collected by a questionnaire or survey (Bryman & Bell, 2007; De Vaus, 2000). Moreover, a questionnaire offers an advantage over a structured interview because it allows a degree of anonymity and is likely to yield a greater response to personal questions (Allan & Skinner, 1991). The analysis of quantitative data offers opportunities for a deductive theory development based on hypothesis testing (Bryman & Bell, 2007). This approach is useful to generalize the conceptual finding which is highly specific and objective (Hussey & Hussey, 1997). Although the quantitative studies exclude the meaning and purpose of actual human activity, one can obtain an understanding of how the phenomena really work (Guba & Lincoln, 1994). This method seeks to develop quantified measures of phenomena that explain the relationships among key variables, such as: Core Self-Evaluations, Edinburgh Farming Stress Inventory, General Health Questionnaires, Job Satisfaction, and Life Satisfaction. It seeks to cast light on the research questions by obtaining a detailed description and understanding of current situations (Guba & Lincoln, 1994).

Taken together, as Hammersley (1996) pointed out, the choice of the textual form of words interpretation or any forms of numerical measurement on a particular study should depend “not on ideological commitment to one methodological paradigm or another” (p. 162). Since the purpose of this study is mainly the hypothesis testing of individuals-related characteristics and work behaviors, the dominance of the quantitative approach is the primary
strategy. The assumption is that “the researcher is independent of and neither affects nor is affected by the subject of the research” (Remenyi, Williams, Money, & Swartz, 1998, p. 33). The two fundamentally different approaches to research are summarised in Table 2.

Table 2: Differences between Quantitative and Qualitative Research

<table>
<thead>
<tr>
<th></th>
<th>Quantitative</th>
<th>Qualitative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Researcher</strong></td>
<td>i. Indirect contact with participants to prevent bias which allows anonymity</td>
<td>i. High participation by observing research in real-time</td>
</tr>
<tr>
<td></td>
<td>ii. Excludes the meaning and purpose of actual human activity</td>
<td>ii. Bias and issues of validity</td>
</tr>
<tr>
<td><strong>Research purpose</strong></td>
<td>i. Gain an understanding of natural phenomena based on hypothesis/theory</td>
<td>i. Provides rich insight and in-depth phenomena based on emergent theory</td>
</tr>
<tr>
<td></td>
<td>testing/research questions</td>
<td></td>
</tr>
<tr>
<td><strong>Focus of research</strong></td>
<td>i. Describe and predict by quantification and statistical analysis</td>
<td>i. Understand and interpret by emphasizing words</td>
</tr>
<tr>
<td></td>
<td>ii. Hard, reliable data</td>
<td>ii. Rich, deep data</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td>i. Large sample (able to generalize the conceptual findings)</td>
<td>i. Small sample (lack of generalizability)</td>
</tr>
<tr>
<td><strong>Research design</strong></td>
<td>i. Survey method</td>
<td>i. Interview/case study</td>
</tr>
</tbody>
</table>

3.2.2 Research Design

The research methods are associated with different types of research design. The five prominent research designs are: experimental design, cross-sectional design, longitudinal design, case study design, and comparative design. Each research design has different criteria for evaluating the research findings. The research design is a vital tool to provide the researcher with a framework to conduct the research. The framework evaluates the evidence against a set of criteria and the research question. Moreover, the choice of research methodology is determined by how the data is collected and the timeframe to ensure the validity and reliability of the study (Bryman & Cramer, 2009). Thus, there is no simple
classification of research design that covers the understanding of phenomena as accurately and objectively as possible (Cooper & Schindler, 2008).

The longitudinal and cross-sectional designs are two distinct forms of research design that are mainly based on structured interviews or self-completion questionnaire survey research. A survey in longitudinal design research is repeated over an extended period to understand the work phenomena of the same farm managers, such as with seasonal farm work. Thus, it is possible to focus on changes occurring within subjects and to make farming population inferences in case study interviews with the farm managers (Bryman & Bell, 2007). Since this type of design is conducted over a period of time, it is not feasible to conduct organizational research and it is costly to recruit new farm managers when they declined to participate in the survey over time. While longitudinal research is important, there is also a risk of bias if the information is collected for the second time from the same individuals (Cooper & Schindler, 2008).

Contrary to longitudinal design, cross-sectional design research is administered in a nation-wide survey and represents a snapshot taken at a specific time, to overcome constraints of time or resources. Although the cross-sectional design does not provide definite information on the cause and effect of relationships, the design allows the understanding of the associations of different variables at the same time. For instance, self-administered cross-sectional surveys to evaluate occupational stress at a specific time have been widely been utilized recently to understand farm stress experienced by farm managers (Alpass et al., 2004; Firth et al., 2006). Table 3 below summarizes the advantages and disadvantages of cross-sectional design compared to longitudinal design:
Table 3: Advantages and Disadvantages of Cross-sectional Design versus Longitudinal Design

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cross-sectional</strong></td>
<td>i. Cost-effective to resample new subjects, and data collected simultaneously</td>
<td>i. Does not provide information on cause-and-effect relationships</td>
</tr>
<tr>
<td><strong>survey</strong></td>
<td>ii. Consistent benchmarks and easy to replicate</td>
<td>ii. Method variances</td>
</tr>
<tr>
<td></td>
<td>iii. Increased understanding of the phenomena</td>
<td>iii. Lacks internal validity</td>
</tr>
<tr>
<td></td>
<td>iv. Examines relationship of variables</td>
<td>iv. Risk of non-response bias</td>
</tr>
<tr>
<td></td>
<td>v. Compares different groups</td>
<td>v. Reliance on self-report measures</td>
</tr>
<tr>
<td><strong>Longitudinal</strong></td>
<td>i. High validity</td>
<td>i. Sample varies when subjects decline to participate</td>
</tr>
<tr>
<td><strong>survey</strong></td>
<td>ii. Able to make accurate inferences over long-term changes</td>
<td>ii. Costly to conduct</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iii. Risk of bias</td>
</tr>
<tr>
<td></td>
<td></td>
<td>iv. Long period of time to gather results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>v. Not feasible in business and organisational research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Bryman &amp; Bell, 2007)</td>
</tr>
</tbody>
</table>

Given these considerations, cross-sectional design is adopted for clarifying and explaining variables of interest and their relationships. In doing so, the research is expected to develop and test a psychological model in order to understand the personality of farm managers in the farming community. This strategy entails the collection of data simultaneously, at a single point in time, from the respondents by self-completion questionnaires. A sample of respondents was drawn from the New Zealand farming population in order to make an assumption about the theory and in an attempt to increase predictive understanding of the phenomena (Hussey & Hussey, 1997; Orlikowski & Baroudi, 1991). In this study, farm managers were selected because of increased international interest and evidence of the effect of stressors on their jobs and life on the farm (Judd *et al.*, 2006). The respondents were from diverse farming sectors that were exposed to different conditions during the same period of time. Since each respondent administered the same instrument and
answered each question in the same order, the use of the questionnaire method allowed the standardization of responses. Therefore, any variation in responses could be attributed to genuine variations and not to divergences in the manner of asking the questions (Bryman, 1989). By examining a number of variables, quantifiable measures of phenomena can be developed (Bryman, 1989; Guba & Lincoln, 1994; Rossi, Wright, & Anderson, 1983).

There are many advantages with self-administered surveys, especially when distributed by mail. They are generally cheaper than other methods of data collection. Further, the respondents may be more honest if anonymity is assured, and interviewer bias is eliminated. Greater numbers of subjects can be included from wide geographic regions and respondents can answer the survey at their own pace, taking time to consider the items, if necessary (Dillman, 2000). Further, the advantage of quantification is that it provides the researcher with a consistent benchmark and it is simple to replicate (Bryman & Bell, 2007).

On the other hand, a self-administered survey of a cross-sectional design does introduce possible sources of error. These include a social desirability bias, method variance, an acquiescence response set, and a non-response bias error (Dillman, 2000). In addition, the non-respondents may differ from respondents in certain aspects (Bryman & Cramer, 2009). These biases and errors require all surveys to be well-constructed and carefully worded. Unfortunately, some of the possible errors associated with self-administered surveys are unavoidable. The surveys rely on the respondents’ memory and interpretation of events, which may or may not indicate a psychological response. The answers may depend on the mood of the respondent at the time they complete the survey. For example, after a bad day at work, the respondents may report that the occupation was more stressful. This survey was designed to provide empirical evidence to establish a theoretical model.
3.3 Participants

The sample in this survey was composed of farm owners, sharemilkers, orchardists, salaried farm managers and lower order sharemilkers who participated in the survey. They either owned the land and/or had the responsibility to oversee the farm and manage the work of the farm workers. They were all principally responsible for helping the farm to achieve optimum productivity.

In this study, New Zealand farm managers may have been members of either the voluntary organization, Federated Farmers NZ, or Horticulture NZ. Federated Farmers NZ, which represents the majority of dairy/beef/sheep/crop/arable farm managers, and Horticulture NZ, which represents the majority of horticultural farm growers, distributed the questionnaires. There were approximately 6,000 registered farm managers who were members of Federated Farmers NZ and Horticulture NZ.

The farming organizations distributed the questionnaires in a variety of mediums to increase the response rate (see Table 4). Table 4 shows the techniques used to administer the self-completion questionnaires.
Table 4: Sample Accessibility Approach for the Self-completion Questionnaire

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Administered</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Traditional mail surveys</strong></td>
<td>• online survey</td>
</tr>
<tr>
<td>• postal questionnaire</td>
<td>• postal questionnaire</td>
</tr>
<tr>
<td>• survey via personal interview</td>
<td>• post-paid reply questionnaire inserted inside the ‘Orchardist’</td>
</tr>
<tr>
<td>• survey via telephone interview</td>
<td>magazine</td>
</tr>
<tr>
<td><strong>2. Web-based surveys</strong></td>
<td>• incentives – gift vouchers for the lucky participants</td>
</tr>
<tr>
<td>• web-based questionnaire</td>
<td>• good cover letter/clear instructions</td>
</tr>
<tr>
<td>• email-based</td>
<td>• stamped, addressed envelope</td>
</tr>
<tr>
<td><strong>3. Increase response rates</strong></td>
<td>• reminder advertised in the ‘Orchardist’ magazine and two</td>
</tr>
<tr>
<td>• monetary incentives</td>
<td>reminders by email</td>
</tr>
<tr>
<td>• booklet format questionnaire</td>
<td>• set deadline dates</td>
</tr>
<tr>
<td>• stamped, addressed envelope</td>
<td></td>
</tr>
<tr>
<td>• follow-up or reminder to non-respondents</td>
<td></td>
</tr>
<tr>
<td>• clear instructions/good cover letter</td>
<td></td>
</tr>
<tr>
<td>• appeal to participate</td>
<td></td>
</tr>
</tbody>
</table>

The use of self-administered questionnaires allowed the data to be collected by the farming organization. Distributing the questionnaires ‘en masse’ was likely to save cost and time (Bryman & Bell, 2007). The members received a participant cover letter explaining the research along with the survey instrument. Further, self-completion was more convenient as they were able to complete it in their own time. Upon completing the survey, participants were sincerely thanked and were presented with the option of filling in their email address or telephone number if they chose to enter into the random drawing of gift vouchers. The winners of the draw were informed through the participating farming organization. A review of literature suggests that the inclusion of monetary incentives substantially increases response rates (King, Pealer, & Bernard, 2001).

Federated Farmers NZ recommended an email survey as well as a postal survey to reach out to their members. According to Schaeffer and Dillman (1998), using both mail and email surveys would tap into the mode preferences among respondents. Yun and Trumbo
(2000) implemented a mixed-mode procedure of paper and electronic versions which yielded a good response rate (72%), which highlights the need for further experimental comparisons of mode combinations.

On the other hand, the survey for the growers was sent as a post-paid reply questionnaire which was inserted inside the front cover of the ‘Orchardist’ magazine to each of their 3,000 members. A follow-up notice was placed in a column of the next issue of the Orchardist magazine to ask members to participate in the survey. Participation in the study was entirely voluntary. However, the precise number of questionnaires sent out as part of the survey was difficult to ascertain, as the membership databases used in this study were the property of the individual organisations and are protected under the New Zealand Privacy Law, 1993.

3.4 Data Collection Procedures

Quantitative researchers are generally concerned with the ability to generalize their findings beyond the confines of the given context in which the research was conducted. A large sample size enables the study to be generalized more easily (Bryman & Bell, 2007). Thus, to strengthen the generalization of the findings in this study, the respondents’ addresses were identified from the farming organizations with stratification by type of farming. Since the population of subjects was large, selection by stratified random sampling was the most appropriate choice (Bryman & Cramer, 2009). The nature of the stratified random sampling procedure offered the advantage of comparing different groups because the sample selected was representative of the farming population, and, thus, provided more information (Bryman & Cramer, 2009; Cavana, Delahaye, & Sekaran, 2001). This strategy was an efficient
research sampling design compared with other probability sampling designs and reduced sampling error (Sekaran, 2003). It involved a process of segregation which was followed by random selection of subjects from each group. Stratified sampling was chosen from the other sampling techniques because the samples were drawn from each of the different types of farming. This technique was preferred on the basis of the following criteria (Cooper & Schindler, 2008):

i. To increase statistical efficiency in the sample of the farming population.

ii. To gather adequate data for analyzing the various subpopulations.

iii. To administer the appropriate research methods and procedures in different subpopulations.

iv. To identify easily the sources of information on the characteristics of farm managers from different types of farming populations.

v. To generate cost savings and efficiency if the actual sample is known (Bryman & Cramer, 2009; Sudman, 1976).

vi. To further enhance the likelihood of proper representation of the farming population in the sample (Bryman & Cramer, 2009).

For example, this study used the internet and magazines that were readily available to the members. They were assigned to every member in a target population with a known probability of being selected, which avoided coverage error. The sample size provided a basis for the estimation of sampling error (Hair, Black, Babin, Anderson, & Tatham, 2006). For example, a small sample size may lead to the acceptance of a hypothesis which is not
generally a good fit. Further, if the sample size is too large, the model may be rejected due to sensitivity in detecting differences (Hair et al., 2006). Thus, sampling error and bias can lead to a lack of generalization of the findings.

Federated Farmers NZ began with an initial list of 1,000 random members who received the postal questionnaires. The survey questionnaire was posted in two batches by Federated Farmers NZ: 532 members in the first batch and 468 members in the second batch. There was no follow-up letter. The respondents were informed that the questionnaire would take fifteen minutes to complete. Copies of the cover letter and the survey instrument are included in the appendices (Appendix I: Participant Letter; Appendix II: Survey instrument). In addition, Federated Farmers NZ sent the questionnaire to the usable email addresses of their members, requesting participation in the survey. The member database of Federated Farmers NZ was used and 3,000 emails were sent. After two weeks, Federated Farmers NZ sent a follow-up email letter to remind the potential individuals of the online survey (see Appendix III). One week later, a final reminder was sent. Individuals who agreed to participate were diverted to the web site through the URL-embedded link. (Appendix IV)

In the mail survey, there were three respondents who declined to participate due to farming commitments because they had not had any days off. There were four respondents who returned the survey questionnaire stating that they were semi-retired and did not fit the criteria. A further two questionnaire surveys were returned by the participants because they had sold their farms. However, there were three respondents who completed the survey even though they had sold their farms (two dairy farmers and a beef/sheep farmer). Another respondent suggested adding a questionnaire about the recruitment, employment, and management of labour in the farming industry.
3.5 Instrumentation

Five established instruments were utilized in this study, and were comprised of sixty-eight scale items. Edinburgh Farming Stress Inventory (Deary et al., 1997) and several other survey components: the General Health Questionnaire-12 (Kalliath, O’Driscoll, & Brough, 2004), the Index of Job Satisfaction (Brayfield & Rothe, 1951), Satisfaction with Life Scale (Diener, Emmons, Larsen, & Griffin, 1985), and the Core Self-Evaluations scale (Judge et al., 2003) were used to gather information (see Appendix II). The existing scales were used to measure all of the constructs in this study. Each component of the survey instrument contained a Likert-type scale to rate the respondents’ answers. The questionnaires were sent by mail and distributed through the electronic system to the identified subjects.

3.5.1 Stressors

Stressors were measured using the Edinburgh Farming Stress Inventory. The item “Changes in Common Agricultural Policy (called the CAP)”, which is not relevant to New Zealand farming, was deleted from the thirty-five item stress inventory. With respect to this point, the thirty-four items in the inventory were administered to all respondents. A total of six domains, consisting of thirty-four items, to assess farm-related stress were identified in the inventory: 1) government bureaucracy; 2) financial debts; 3) unpredictable factors in farming (such as weather and machinery breakdown at busy times; 4) time pressures; 5) personal farm hazards; and 6) geographical isolation (Deary et al., 1997). The questionnaire was prefaced by the statement, “Each of the items and situations below represents a potential source of farming-related stress”. The respondents were instructed to rate the severity and
frequency of the occurrence of the stressors personally, using a scale from 1 to 5, ‘none’ to ‘very severe’, respectively.

3.5.2 Strain

Strain was measured using the General Health Questionnaire-12 (Banks et al., 1980; Kalliath et al., 2004). The General Health Questionnaire is a widely-used measure to detect psychiatric disorders in a community (Goldberg & Williams, 1991), and psychological strain (Banks & Jackson, 1982; Winefield, Goldney, Winefield, & Tiggermann, 1989). Banks et al. (1980) and Kalliath et al. (2004) used a six-point scale which has been shown to be effective in structural equation modeling. Low scores indicate low levels of psychological strain and high scores indicate high levels of psychological strain. The measurement of the General Health Questionnaire-12 employed a similar scale to the previous research (such as Kalliath et al., 2004) with a six-point response scale ranging from 1 = ‘never’ to 6 = ‘all the time’. The General Health Questionnaire-12 consisted of six positively-worded items (such as ‘Felt capable of making decisions about things’; ‘Been able to concentrate on what you are doing’) and six negatively-worded items (such as ‘Been thinking of yourself as worthless person’; ‘Been feeling unhappy or depressed?’). This measure has acceptably high internal consistency, as measured by Cronbach’s Alpha coefficient which is 0.91.
3.5.3 Job Satisfaction

Job satisfaction was measured with five items from the Brayfield-Rothe (1951) index of job satisfaction, using a seven-point Likert-type scale ranging from 1 = ‘strongly disagree’ to 7 = ‘strongly agree’, with the neutral response being ‘neither agree nor disagree’. Some of the statements that respondents responded to included, “I feel fairly satisfied with my present job”; “I find real enjoyment in my work”, and, “Each day of work seems like it will never end” (reverse scored), and “I consider my job to be rather unpleasant” (reverse scored).

3.5.4 Life Satisfaction

To help control for the potential confounding effects of life satisfaction on the relationship between strain and job satisfaction, a brief measure of life satisfaction was utilized. Life satisfaction can be measured directly by expressed self-report assessments of the participants. Life satisfaction measures rely on participant self-disclosure and are affected by the ability of participants to respond openly (Jourard, 1971). To enable participants to honestly self-disclose, the questions must be unambiguous and comprehensible while ensuring participants of their confidentiality. The most widely-known and commonly-utilized is the measure with the five-item Satisfaction with Life scale from Diener et al. (1985). The satisfaction with life scale consists of five statements, such as, “I am satisfied with my life”, and, “In most ways my life is close to my ideal”. Respondents rated each statement on a 7-point scale, 1 = “strongly disagree”, 2 = “disagree”, 3 = “slightly disagree”, 4 = “neither agree nor disagree”, 5 = “slightly agree”, 6 = “agree”, and 7 = “strongly agree”. The satisfaction with life scale has been shown to have favorable psychometric properties, including high internal consistency and high reliability (α = 0.82) (Diener et al., 1985).
3.5.5 Core Self-Evaluations

This measure was adapted from the twelve-item measurement scale of Judge et al., (2003). The scale items were derived from an exploratory factor analysis of an original item pool consisting of sixty-five scale items, which related to each of the four individual core self-evaluations traits (self-esteem, generalized self-efficacy, neuroticism and locus of control) (Chen, Gully, & Eden, 2001; Gray-Little, Williams, & Hancock, 1997; Rosenberg, 1965; Rotter, 1966). This measures the commonality among the core traits directly (Judge et al., 2003) and as indicators of a higher-order latent psychological concept (Erez & Judge, 2001; Judge et al., 2000; Judge et al., 1998a). According to Judge et al. (2003), there is evidence that the 12-item core self-evaluations scale displays acceptable levels of internal consistency. Of the 12 items, 6 are positively worded and 6 are negatively worded. Respondents were asked to express the extent of their agreement to questions such as “I complete my tasks successfully”, “When I try, I generally succeed”, and, “Sometimes when I fail I feel worthless”, “Sometimes I feel depressed” (reverse scored). The Cronbach’s Alpha coefficient values reported were .85 in sample 1, .83 in sample 2, and test-retest reliability was .81. The measurement of the core self-evaluations scale anchors was changed from a five-point response to a seven-point response so that this survey was consistent in scale format throughout.

3.5.6 Demographic Variables

A standard questionnaire containing questions about participants’ demographic characteristics was utilized in this study. The information requested included gender, age, job title, ethnicity, and marital status. Other contextual questions included the size of the farm,
type of industry, job tenure, number of employees, and average working hours per week. Demographics provided an overview and descriptive data of the farm managers and, further, have the potential to control variables for this research. Given Judd et al.’s (2006) suggestion, collecting demographic data would allow potential correlates of job strain to be tested. The demographic details were included in the last section of the survey questionnaire.

3.6 The Pilot Study

A pilot study was conducted in the first part of the research. The pilot study was intended to ensure that the proposed farm-related stress instrument and its procedures would work, in practice, before being applied to a large sample of subjects. As questionnaires were designed to be self-explanatory, the use of a piloted questionnaire helped to minimize the risk of missing data (Alreck & Settle, 1995; Bryman & Bell, 2007). The pilot study took place at five farming organizations. The farming organizations that were willing to participate were AgResearch, Federated Farmers NZ, Horticulture NZ, Fonterra, and Dexcel. The reason these organizations were chosen for the pilot study was because the key personnel were easily approachable and willing to assist when contacted by email. The key personnel were informed prior to meeting them and were provided with the information regarding the proposed survey on New Zealand farm managers. They were also informed that this was a study on the effect of farm stressors as well as an attempt to understand aspects of the farm manager’s personality, and that they could talk about anything that they felt was inappropriate, or that farmers might refuse to answer.

Pilot study is important in research as it determines whether the questionnaire could be easily understood by the respondents before conducting wider survey of the farming
population. This survey instrument was examined by five volunteer farm managers during the pilot study. One of the questionnaires in the Deary et al.’s (1997) Edinburgh Farming Stress Inventory instrument was deleted. In addition to the questionnaire, subjects also provided a feedback concerning clarity of instructions, difficulties with the questions, questionnaire length, layout and preferred method for returning the questionnaires. The overall feedback on the questionnaires was positive. The instructions were clear and questions were well laid out. Based on their recommendations, I omitted the following question, “Changes in Common Agricultural Policy”, from the Edinburgh Farming Stress Inventory. This question was considered relevant only to the European farmers because the European Union supports (subsidizes) European farming which effectively sets the prices farmers receive. However, New Zealand farmers do not receive subsidies or anything equivalent to the CAP5.

The pilot survey highlighted that the most commonly-used modified version of the General Health Questionnaire (GHQ-12) is the most appropriate for psychometric properties measurement of farmer’s mental strain. The General Health Questionnaire (GHQ-12) has been used in a number of ways: 1) in the UK to psychologically assess and compare farmers who have been, or not been, affected by the impact of foot-and-mouth disease (Peck, Grant, McArthur, & Godden, 2002); 2) to indicate the extent of occupational stress amongst farmers and their families (Booth & Lloyd, 2000); and 3) to link farmers’ decision-making with the personality trait of neuroticism (McGregor et al., 1996).

After seeking advice from Federated Farmers’ NZ management team, a carefully designed cover letter with guidelines for filling in the questionnaire, and a post-paid return envelope addressed to the Federated Farmers’ head office, was prepared. The format of the

5 James Allen, farm consultant of AgFirst Waikato, personal communication, June 4th, 2007.
cover letter was changed to a simplified and easy-to-read format. An introductory paragraph was included to provide the respondent with a background to the study so they could feel more involved and be encouraged to participate. The purpose of the study was explained to provide them with an insight into why they were completing the questionnaire and what value it might bring to the farming industry.

This survey instrument was examined by the farming organization to ensure that all areas had been reviewed and that the final questionnaire was deemed appropriate for this study. I was informed that a brief report of the survey was seldom sufficient reward for participating in the survey for the participants who offered their time. They suggested that the participants would require a monetary return, which was provided by means of a prize draw.

3.7 Methodological Limitations

The self-report instruments of this study have several shortcomings. The credibility of the data was an issue in each step of the research design and data collection procedure. The information collected from respondents by various means could be biased. With an online survey, there is a risk that some respondents may accidently complete the questionnaire more than once. Further, the online users are a biased sample of the population because they are better educated, younger and not representative in ethnic terms (Couper, 2000). Thus, Cavana et al. (2001) recommend that the data should be collected from different sources and by different methods. To overcome the limitations in the data collection procedure, both online and postal surveys were conducted from different samples of the subpopulation.

The reliability and validity is a necessary condition to test measures in the context of the study. However, all scores for reliability and validity of the Core Self-Evaluations (Judge
et al., 2003), General Health Questionnaire-12 (Tait, French, & Hulse, 2003), Edinburgh Farming Stress Inventory (Deary et al., 1997), and the Job Satisfaction and Life Satisfaction Index (Heller et al., 2006) had fallen into acceptable ranges in previous studies.

3.7.1 Issues of Validity

Validity is an issue that needs to be addressed in order to ensure the accuracy and dependability of the data to interpret the situation accurately (Hussey & Hussey, 1997). According to Cavana et al. (2001), a valid construct is concerned with how well the variable of interest is measured by a specific instrument. Further, the self-report instruments may fail to address adequately the research problems because of inconsistencies among the respondents to report accurate responses (Laing, 1988).

In this study, the scale has convergent validity when it is correlated significantly with other instruments designed to measure the same construct (Bryman & Cramer, 2009; Constantine & Ponterotto, 2006). Hence, the validity of the equal weighting of the four specific core traits (self-esteem, generalized self-efficacy, neuroticism, and locus of control) in the 12-item Core Self-Evaluations scale can be an issue (Johnson et al., 2008). Based on existing evidence by Bono and Judge (2003), and Judge et al. (2000), locus of control tends to show a weaker convergent validity when compared with the other three traits after correcting for measurement errors. Similarly, Dormann et al. (2006) reported significantly lower loading for neuroticism compared with self-esteem and generalized self-efficacy.

To access the psychometric soundness of the core self-evaluations instrument, research needs to establish the link between theory and psychometric properties to establish construct validity (Kerlinger, 1986). To demonstrate construct validity, a confirmatory factor
analysis (CFA) by structural equation modelling (SEM), and principal-components analysis were employed to confirm the construct of core self-evaluations (Johnson et al., 2008). This research adopted this procedure to develop the core self-evaluations scale because of two primary benefits:

i. to avoid biased parameter estimates (MacKenzie, Podsakoff, & Jarvis, 2005).

ii. by specifying separate constructs for core self-evaluations and its traits, the unique and joint effects of traits can be examined (Judge et al., 2004).

### 3.7.2 Issues of Reliability

A survey is reliable if the results can be replicated by the researcher. The lack of reliability is attributed to factors such as differences in the context in which the research was conducted, inconsistencies in the research process used, researcher biases, and measurement errors (Weber, 2004).

In this study, there are several issues of reliability. The incomplete information regarding certain variables, particularly the farming stressors, may be a source of bias. Secondly, it is not known if it is an accurate representation of the population sample. Thirdly, the respondents who did not answer the questionnaire accurately could severely bias the results (Bryman & Cramer, 2009). The impact of any measurement error will lead to corresponding lower reliability of the predictor variable, and threaten the validity of the relationships between measures (Bagozzi & Yi, 1990; Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). However, the reliability can be improved by careful wording of the questionnaires and the assured confidentiality of the respondents. Further, to overcome potential concern about reliability, several strategies have been performed to minimize bias.
and ensure a consistent measurement. In particular, to ensure reliability with a large number of items such as the 34-item farming-specific environmental stressors measure, more stringent requirements have to be met (Hair et al., 2006). First, to maintain internal consistency, the individual items of the scale should all be measuring the same construct (Hair et al., 2006). By using a piloted questionnaire, the reliability of the study can be improved (De Vaus, 2000). Next, to ensure a measuring instrument is reliable, the item-to-total correlation exceeding .50 and the lower limit value of 0.70 for Cronbach’s Alpha is desirable (Hair et al., 2006; Robinson, Shaver, & Wrightsman, 1991). However, the established instruments and systematic coding scheme will improve the reliability of the study. As the relationships between variables in this study are based on the observed correlation and resulting regression coefficient, the statistical estimation can be improved and a more accurate estimate of the structural coefficients can be developed by tackling the issues of reliability. The limitations and delimitations of the reliability issues are summarized in Table 5.

**Table 5: Limitations and Delimitations in the Issues of Reliability**

<table>
<thead>
<tr>
<th>Limitations</th>
<th>Delimitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 i. Measurement errors</td>
<td>i. Individual items of the scale should all measure the same construct and be highly inter-correlated ii. Assess with Cronbach’s Alpha iii. Use established instruments and systematic coding scheme iv. Pilot questionnaires</td>
</tr>
<tr>
<td>2 i. Respondent biases</td>
<td>i. Careful wording of the questions, clear format, and content ii. Anonymity assured</td>
</tr>
<tr>
<td>3 i. Incomplete information on certain variables</td>
<td>i. Use multiple items indicators</td>
</tr>
<tr>
<td>4 i. Representation of the population sample</td>
<td>i. Standardise administration of questionnaire across sectors ii. Meet the farming organisations</td>
</tr>
</tbody>
</table>
3.7.3 Controlling for Common Method Variance

Since this study is conducted in a cross-sectional design, the relationships of the variables of interest are vulnerable to the inflation of correlations by common method variance (Lindell & Whitney, 2001). Common method variance is comprised of both systematic and random measurement error that is attributable to the measurement method rather than the variables measured (Bagozzi & Yi, 1990; Spector, 1987). A study by Brief et al. (1988) found that correlation coefficients were inflated in the self-ratings of job stressors, job satisfaction and other self-reported attitudinal variables. Studies by Jex and Spector (1996) failed, however, to show similar results in self-reported measures of job stress and job strain. Therefore, the inconsistency in their finding is a cause for concern in measurement. The error in estimates due to common method bias can lead to improper rejection of a theory (Doty & Glick, 1998). Further, the common method variance arises when two or more variables are collected from the same respondents and are measured by the same method to interpret the relationships (Podsakoff et al., 2003; Spector, 2006).

When implementing multiple instruments in a single study, Podsakoff et al. (2003) encourage the use of multiple scale formats, such as the Likert-type response scale of 5 or 7. This study has been controlled for error variance associated with common scale formats and scale length. However, the main issue in collecting data in the self-report measures is in identifying the extent of common method variance in the survey instruments, which could lead to an artificial increase in the strength of the relationships (Morgan & Berthon, 2008). The effect of such variance in the data has been minimized by randomised or intermixed items within the same section of the questionnaire which comprised items of the core self-evaluations, job satisfaction and life satisfaction. The different constructs have been built on
a similar scale format that makes it easier for respondents to complete the questionnaire. The instruments are consistent throughout which may encourage the participants to respond to initial scale items in a similar manner to subsequent scale items. Kline, Sulsky and Rever-Moriyama (2000), recommend this practice in order to reduce common method variance.

Second, the negative items of the core self-evaluations, strain and job satisfaction, are reverse coded. In addition, the survey provides clear instructions in each section of the questionnaire that entail no preferred response in the statements, while keeping the survey instruments as brief as possible. This practice can minimize the effect of such variance (Spector & Brannick, 1995).

Third, the data has been tested for the extent of common method variance by using exploratory factor analysis to determine a single factor within all the items from all the constructs in the study (Podsakoff et al., 2003; Podsakoff & Organ, 1986). However, there is no single general factor extracted in the unrotated factor structure from the data that reflect underlying method variance effects in the questionnaires. Likewise, the common method variance is not an acceptable explanation for the construct relationships because the first factor does not account for most of the variance nor has a general factor been identified (Morgan & Berthon, 2008). Therefore, no remedial action to correct for such variance is necessary. Table 6 summarizes the limitations and delimitations of common method variance.
Table 6: Limitations and Delimitations of Common Method Variance  
(Podsakoff et al., 2003)

<table>
<thead>
<tr>
<th>Limitations</th>
<th>Delimitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common scale format</td>
<td>Multiple scale formats in the questionnaires</td>
</tr>
<tr>
<td>Common variance</td>
<td>Multitrait-multimethod matrices by confirmatory factor analysis (Lindell &amp; Whitney, 2001)</td>
</tr>
<tr>
<td>Scale length</td>
<td>Brief survey instruments</td>
</tr>
<tr>
<td>Artifactual relationships</td>
<td>i. reverse-coded items</td>
</tr>
<tr>
<td></td>
<td>ii. exploratory factor analysis (Harman’s single factor test)</td>
</tr>
<tr>
<td>i. Inflated correlation coefficients</td>
<td></td>
</tr>
<tr>
<td>ii. Common respondents effects</td>
<td>i. randomised or intermixed items within the same section of the questionnaire</td>
</tr>
<tr>
<td></td>
<td>ii. Partial correlations procedures</td>
</tr>
<tr>
<td></td>
<td>iii. clear instructions in each section and no preferred response in the statements.</td>
</tr>
<tr>
<td>• consistency motif</td>
<td></td>
</tr>
<tr>
<td>• social desirability</td>
<td></td>
</tr>
<tr>
<td>• mood state</td>
<td></td>
</tr>
</tbody>
</table>

3.7.4 Ethical Considerations

In the current study, the issues that arose while formulating the research problems were as follows:

i. The participants have the right to refuse to answer any questionnaires or participate in the study if there is a possible risk associated with the research. For those participants who are stressed, they are advised to refer to health services or psychologists.

ii. The items are phrased so as not to cause stress. This is to ensure that there is no prospect of participants causing harm to themselves by relating to the items that incorporate stressful events.
iii. The researcher assured the respondents that all information collected would be treated confidentially, their privacy would be protected and no one would be identified in the report.

All respondents who participated in the current study had signed a written consent form which stated that their anonymity was assured in all circumstances and publications. A detailed proposal from the University of Auckland ethical protocols was used as a guide to construct the consent form. It stated that participants could withdraw their responses when and if they felt it necessary, as well as withdraw their data after the survey if they wished. All participants were assured that the research would be conducted strictly in compliance with the University of Auckland Human Subjects Ethics Committee guidelines (UAHSEC). UAHSEC draws up ethical guidelines and other considerations to be integrated into the research design to protect participants against harm or intimidation. The email messages described the purpose of the study and assured participants of the confidentiality of their responses (see Appendix I).

3.8 Managing the Data

In quantitative data, ratings made on each survey by respondents were transformed into raw data in a form that can be easily analyzed in a spreadsheet (Cooksey & McDonald, 2009). In this study, all items were numbered in chronological order for identification and coded.

The negatively-worded items were reverse scored to ensure that all items were coded in the same direction. In the case of General Health Questionnaire-12 and the Core Self-
Evaluations measurement, there were six negatively-worded items that were reverse scored in each of the instruments. Two of the Job Satisfaction items were reverse scored. Since this study was a combination of paper-based and web-based surveys, the necessary steps were taken to ensure the proper alignment of variables from the two data sources and to ensure coding consistency.

The responses to the job level and type of industry in the demographic variables were coded from 1 to 5, and the marital status and ethnicity variables were coded across a range from 1 to 7. The Northern region of residence was coded from 1 to 11, and the variable of the South Island region of residence was coded from 12 to 17. Gender was coded as 1 or 2 depending on whether the response was from a male or female. Table 7 shows the individual coding of the demographic variables.

In this survey, exact figures were required from the demographic variables such as the size of the farm, tenure, age, number of employees working during the peak season, average hours worked per week, number of days sick per year and whether or not these industries were from horticulture/dairy/beef/sheep/crops. In cases where open-ended and written responses were given, they were assigned to a number as a category code (Vaus, 2002). This coding system generates distinct categories, especially for a large sample. The data then needs to be edited for simplicity. The stem-and-leaf plot is a useful way to manage and present the data (Tukey, 1977).
### Table 7: Codes for Demographic Variables

<table>
<thead>
<tr>
<th>Demographic Variables</th>
<th>Code</th>
<th>Demographic Variables</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td>Type of industry</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>Dairy</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>2</td>
<td>Dairy and mixed farm</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Horticulture and mixed farm</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sheep/beef</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arable/agriculture</td>
<td>5</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1</td>
<td>Northern region of residence</td>
<td>(1-11)</td>
</tr>
<tr>
<td>Married</td>
<td>2</td>
<td>Northland</td>
<td>1</td>
</tr>
<tr>
<td>Civil union</td>
<td>3</td>
<td>Auckland</td>
<td>2</td>
</tr>
<tr>
<td>Separated</td>
<td>4</td>
<td>Waikato</td>
<td>3</td>
</tr>
<tr>
<td>Divorced</td>
<td>5</td>
<td>Hauraki/Coromandel</td>
<td>4</td>
</tr>
<tr>
<td>Widowed</td>
<td>6</td>
<td>Gisborne</td>
<td>5</td>
</tr>
<tr>
<td>De Facto</td>
<td>7</td>
<td>Hawkes Bay</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bay of Plenty</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NZ Maori</td>
<td>1</td>
<td>Central North</td>
<td>8</td>
</tr>
<tr>
<td>NZ Pakeha/European</td>
<td>2</td>
<td>Taranaki</td>
<td>9</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>3</td>
<td>Manawatu/Wanganui</td>
<td>10</td>
</tr>
<tr>
<td>Asian</td>
<td>4</td>
<td>Wairarapa</td>
<td>11</td>
</tr>
<tr>
<td>African</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>European</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Zealander</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job level</td>
<td></td>
<td>Southern region of residence</td>
<td>(12-17)</td>
</tr>
<tr>
<td>Farm owner</td>
<td>1</td>
<td>Nelson</td>
<td>12</td>
</tr>
<tr>
<td>Farm manager</td>
<td>2</td>
<td>Marlborough</td>
<td>13</td>
</tr>
<tr>
<td>Sharemilker</td>
<td>3</td>
<td>West Coast</td>
<td>14</td>
</tr>
<tr>
<td>Lower order sharemilker</td>
<td>4</td>
<td>Canterbury</td>
<td>15</td>
</tr>
<tr>
<td>Others</td>
<td>5</td>
<td>Otago</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Southland</td>
<td>17</td>
</tr>
</tbody>
</table>

#### 3.8.1 Missing Data Treatment

To address the missing data, the case-wise deletion is the most common method applied in statistical software (Acock, 2005). If there is no large amount of missing data for variables or any problematic missing data patterns, it is preferable to leave a blank rather than estimate the values (Cooksey & McDonald, 2009). To find inapplicable responses, the descriptive function can be used in SPSS to identify the cases as “missing values”.
However, in multivariate analyses that involve many items, a low rate of missing values on each item may cause large portions of the sample to be discarded. Thus, prior to testing the structural model using AMOS program, missing data were replaced with the mean of each variable in order to achieve a good fit of the model (Donner, 1982). The substitution of the mean will reflect the respondent’s own observed items for each of his or her missing items (Schafer & Graham, 2002).

3.9 Statistical Analysis of the Model

This section outlines the statistical analyses of the model by using the raw data. The analysis of the model began by computing the stem-and-leaf plot for all the scales measured in the sample. Following this, the descriptive statistics, factor matrix, multivariate correlations, analysis of variance, multiple regression analyses and structural equation modelling were computed.

3.9.1 Stem-and-Leaf Plot

The stem-and-leaf plot is a very effective exploratory tool in managing data on a range of numeric values that correspond to the actual observed value in the distribution (Bollen, 1989; Coakes & Steed, 2007; Tukey, 1977). An accurate size range of the demographic variables as well as variables of interest can easily be determined. Further, the interval variables that displayed a wide range of values were easily identified when the values were clustered with the original data. Besides providing the actual data values, the potential outliers can be identified. The stem-and-leaf plot was generated to determine valid ranges for age, tenure, size of farm, and average working hours. Hence, the descriptive
statistics were drawn by plotting these data to make the inferences on a sample of the farm managers.

3.9.2 Descriptive Statistics

Descriptive statistics is the conversion of raw data into empirical data that provides information on the variables of interest in a particular situation (Cavana et al., 2001). It describes the basic structure of the data by applying the measure of central tendency (mean and median), variance, and standard deviation. These measures provide general observations about the distribution of each variable. A preliminary analysis of the data was conducted to check if the precondition falls in a normal distribution, and whether the respondent is a random and independent sample from the population (Coakes & Steed, 2007).

The means and standard deviations were calculated for the continuous demographic variables of the respondents: their age, years involved in farming, size of farm in hectares, and number of livestock. The categorical demographic variables are gender, marital status, ethnicity, and region of residence, whereby the frequencies in the form of absolute numbers and percentage breakdown were calculated.

The multiple item measures of the stressors, strain, core self-evaluations, job and life satisfaction were each collapsed into single measures by taking the factor score of the items. The factor scores are useful when the variables have different means and/or standard deviations. The factor scores are standardised according to a $z$-score, with zero mean and unit standard deviation. The regression estimates method in factor scores are used to minimize the discrepancy between the predicted and the true factor scores. Factor scores using unit-weights based on scoring coefficients performed better than using other unit-weighting
methods (Grice, 2001). Ten Berge and Knol (1985) found that simple loading-based factor scores were more reliable, in terms of internal consistency. A number of empirical studies seemed to support unit-weighted factor scores based on loadings which were shown to be more stable, valid, and univocal (Thompson, 1994; Wackwitz & Horn, 1971). Further, to address the issues of common method variance, all the variables were loaded into the exploratory factor analysis and the unrotated factor solution examined to determine whether the majority of the variance was accounted for by a single factor.

3.9.3 Factor Matrix

The factor analyses were conducted to ensure the validity of the five constructs in the model. Factor analysis could be used to validate the multi-item scales in the questionnaire. When all the variables were loaded and computed in SPSS, the significant loadings were identified from the factor scores. The scores in the factor analysis were the more desirable option for creating a smaller set of variables for the regression analysis, compared to using summated scales. This is because factor scores are based on the factor loadings of all variables on the factor, whereas the summated scale is calculated by combining only selected variables (Hair et al., 2006). Factor scores take into consideration the loadings of other variables, and not just their influence but the highest loadings.

For a large sample size, normality of the data is less crucial compared to the robustness in the assumption of independence (Wallenstein, Zucker, & Fleiss, 1980). The data were analyzed by performing Z score to assess the normality of the five constructs. The value of Z-score was compared to the critical value of the statistic test. The critical value of 1.96 denotes a .05 significance level for the test with large sample sizes (Hair et al., 2006).
Likewise, if the absolute value of the statistic was greater than the critical value, this denotes statistical significance. For comparison of two groups, the value of F-ratio should be close to 1.0 when there are no real differences among the group. Alternatively, if the F-value is larger than the appropriate critical value (which depends on the degrees of freedom), “it is unlikely the observed differences are due to chance alone and the differences are statistically significant” (Wallenstein et al., 1980, p. 3).

Variables with a factor loading of more than 0.40 were considered significant. Those factors loading less than 0.30 account for less than 9 percent of the variance (Bryman & Cramer, 2009). The criterion for the number of factors to be extracted was the scree slope (Child, 1990). The latent root criterion was used for deciding the number of factors to be extracted, where significant variables with eigen values more than 1 were selected (Hair et al., 2006). These criteria were developed in order to make the factors clearly distinct from each other and to account for much of the common variance. The principal component analysed the total variance of the variables, whereas the principal axis factoring analysed the common variance and excluded the unique variance (Bryman & Cramer, 2009).

To determine whether or not factor analysis was suitable for the data, the correlation matrix between the variables was also examined. First, the goal of pretesting farm work stress events was to reduce the number of events on the list via factor analysis. The associations among the items in the questionnaire were examined using principal components analysis with Varimax rotation. Second, the General Health Questionnaire, and the Life and Job Satisfaction items were also examined in the exploratory factor analysis. This provided a better understanding of the structure of the variables. The Bartlett Test and the Measure of
Sampling Adequacy (MSA) were also performed to examine the overall significance of the correlation matrix (Hair et al., 2006).

Last, the 12 core self-evaluations scale items were subjected to principal axis factor analysis to ensure the instrument exhibits its purported single-factor solution. Factor analyses were conducted to perform oblique rotation, using the most appropriate rotation method for the data. Hair et al. (2006) suggest that this method should be used if the researchers expect to have constructs that may be correlated. Judge et al. (2003) use Varimax rotation but, for this study, various rotation methods were performed to ensure that the most appropriate was selected. Further, a confirmatory factor analysis was performed to evaluate the validity of the proposed factor structure of core self-evaluations as a latent variable.

3.9.4 Multivariate Correlations

The strength and direction of the dichotomous and continuous variables in a linear relationship were measured by Pearson product-moment correlation. This statistical procedure identifies the degree and form of the association of any two variables (Sekaran, 2003). The factor scores were used to identify the correlation of the variables.

3.9.5 Analysis of Variance (ANOVA)

Analysis of Variance determines whether a respondent’s demographic variables affect the stressor and strain variables. Mean comparisons were analyzed. Before the ANOVA test was conducted, a Levene’s Test for equality of variances was performed for each scenario to check if the homoscedasticity (equal variance) assumption had been violated where
significant differences were found in the ANOVA test. A *post hoc* test was performed using the Tukey method to further investigate the differences. The alpha value was set up at <.05.

For example, a one-way ANOVA test was conducted to determine whether there was a difference in the level of stress for gender, hours worked, job titles, size of farms, tenure, age group, marital status, regions, and type of industry. Mean comparisons between the item scores of the farm managers from the different industries were conducted.

### 3.9.6 Moderated Multiple Regression Analyses

Multiple regression analyses examine simultaneously the effects of several independent variables on a dependent variable. The equation of regression is an equation that represents the best prediction of a dependent variable from several independent variables (predictors) (Tabachnick & Fidell, 2007). The variance in the dependent variable is explained by the predictors (Cavana *et al.*, 2001).

Consequently, hierarchical multiple linear regression analyses were conducted to test the moderating effect of core self-evaluations on the stressor-strain and strain-job satisfaction relationships. According to Cohen and Cohen (1975), the appropriate statistical analysis of moderator variables is hierarchical multiple regression because it allows to test for the theories on the relationships of these variables. According to Coakes and Steed (2007), there are a number of assumptions highlighting the use of multiple regression analysis and these are discussed in the following section.
3.9.6.1 Outliers

Outliers can violate assumptions of sphericity and multivariate normality if a variable is non-randomly distributed (Rasmussen, 1988). In this study, the dependent and independent variables were tested for outliers. Outliers are unusual values in the data that may have strong influence over the fitted coefficients and can also affect a confirmatory factor analysis of the data (Bollen, 1989). They generally increase error variance and reduce the power of a statistical test (Zimmerman, 1995). The individual outlier cases can also adversely affect covariances, correlations, and estimates of parameters in the structural equation (Bollen, 1989). When outlier cases are present, the covariances provide a misleading summary of the association in most of the cases. Thus, the outliers can have a considerable impact on any multiple regression equations that show a poor fit to the quality and precision of the results (Osborne & Overbay, 2008). To overcome this issue, multivariate outliers can be detected using standardized or studentized residuals in regression, and often the $z = 3$ or more of standard deviation from the mean is relatively effective (Osborne, 2008; Wainer, 1976).

3.9.6.2 Multicollinearity

The multicollinearity and singularity affect the relationships of independent and dependent variables. The moderator, Core Self-Evaluations, was tested for multicollinearity with independent variables, General Health Questionnaire-12 and Edinburgh Farming Stress Inventory. Multicollinearity creates a shared variance between independent variables (Hair et al., 2006). This prevents the best estimation of any coefficients. Aiken and West (1991) suggest that to avoid the issues of multicollinearity, the independent variables can be centred, that is, converted to the deviation score so that each variable has a mean zero. The centering
of variables does not require scores to be standardized. However, there is no advantage to centering dependent variables because independent variables do not affect its simple correlation with other variables. It also does not affect regression coefficients, instead it affects the power of independent variables in the regression equation.

3.9.6.3 Non-normality of the dependent and independent variables

The test of normality of the distribution is by plotting the normal probability of residuals, whereby the expected normal values (i.e., z-scores estimates) are plotted against their actual normal values (Tabachnick & Fidell, 2007). Residual scores are defined as differences between obtained and predicted dependent variable scores. To evaluate whether the variables are meeting the assumption required for regression analysis, Hair et al. (2006) suggest plotting the residuals to examine the error for the variance. The most encountered assumption of violation is non-normality of dependent and/or independent variables (Hair et al., 2006). Further, normality is assumed when the overall shape of the scatterplot is nearly rectangular with a concentration of scores along the centre (Bryman & Cramer, 2009). A variable's distribution is significantly different from normal distribution when the skewness (lack of symmetry) is more than 0.00 (Bryman & Cramer, 2009; Osborne, 2008). If the assumption of normality is violated, the multiple linear regression goodness of fit test may not be the statistical significance of the model. A moderate to extreme deviation score may lead to underestimating the independent and dependent variables relationship.

Next, two hierarchical multiple regression equations were tested to determine the moderation of Core Self-Evaluations in the stressor-strain and strain-job satisfaction relationship. Based on theoretical considerations, before running the moderated multiple
regression equations during hypothesis testing, the control variable, life satisfaction and significant demographic variables were entered first. Then all independent variables of interest were first centred and then multiplied together to create the moderating variable interaction term. In addition, the centering of independent variables led to similar unstandardized regression coefficients compared with uncentred variables (Tabachnik & Fidell, 2007). The intercept for the standardized solution for centred data is not zero, as compared with non-centered data.

To test for moderating effects, both independent variables and moderator are jointly entered in the equation. If the results show that the interaction variable (the product of two independent variables) is significant, moderation has occurred. When interaction terms are statistically significant, plots of interaction between two continuous independent variables with dependent variable values are useful for interpretation (Aiken & West, 1991).

As Byrne (2001) pointed out, one critically important assumption of SEM is that the data in the analysis have a multivariate normal distribution. The testing of a structural model involves checking for linear relations among variables and any high skew and kurtosis indicators. This critical assumption requires that each variable is normally distributed and the joint distribution of all the variables is also normal. If this critical assumption is not met by the data, then the tests of model fit and the estimation of path coefficients will not be accurate. Furthermore, according to Kaplan (2009), the reasons for the model rejection are not only the violations of underlying assumptions, such as normality, but also the completely random missing data, incorrect restrictions placed on the model, and sample size sensitivity.

Thus, by using the z-score value, skew and kurtosis of each indicator’s distribution were calculated. To correct the non-normality of observed indicators, such as the flat and
skewed distributions, Bollen (1989) suggests the logarithmic transformation of the data. This was applied to the four items of Job Satisfaction, two items of Life Satisfaction, five items of Core Self-Evaluations, one item of Edinburgh Farming Stress Inventory (stressor), and four items of the General Health Questionnaire (strain). The list of items that has been assessed for non-normality and transformed by logarithmic is given in Table 8.

Table 8: Logarithmic transformation of the items

<table>
<thead>
<tr>
<th>Variables (items)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job satisfaction (JS)</td>
</tr>
<tr>
<td>JS 1</td>
</tr>
<tr>
<td>JS 2</td>
</tr>
<tr>
<td>JS 4</td>
</tr>
<tr>
<td>JS5</td>
</tr>
<tr>
<td>Life satisfaction (LS)</td>
</tr>
<tr>
<td>LS 2</td>
</tr>
<tr>
<td>LS 4</td>
</tr>
<tr>
<td>Core Self-Evaluations (CSE)</td>
</tr>
<tr>
<td>CSE 3</td>
</tr>
<tr>
<td>CSE 5</td>
</tr>
<tr>
<td>CSE 7</td>
</tr>
<tr>
<td>CSE 9</td>
</tr>
<tr>
<td>CSE 11</td>
</tr>
<tr>
<td>Stressor (EFSI)</td>
</tr>
<tr>
<td>EFSI 27</td>
</tr>
<tr>
<td>Strain (GHQ)</td>
</tr>
<tr>
<td>GHQ 9</td>
</tr>
<tr>
<td>GHQ 10</td>
</tr>
<tr>
<td>GHQ 11</td>
</tr>
<tr>
<td>GHQ 12</td>
</tr>
</tbody>
</table>
3.9.7 Structural Equation Modelling (SEM)

An additional analysis to verify the hypothesised model was conducted by using Structural Equation Modelling (SEM). Structural Equation Modelling is a combination of factor analysis and path analysis when constructs have several items (such as indicators). The path model tests the theoretical model of the relationships among the constructs that correspond with the reality (Bollen, 1989; Kaplan, 2009). The model is an improvement of fit when the value of measurement model chi-square value is less than the baseline model of chi-square value. So far, there is no single statistic that identifies the best fitting model. A variety of statistics are suggested as each has its strength and weaknesses.

However, SEM offers more advantages compared to multiple regression. In contrast to multiple regression, which seeks to explain relationships in a single equation and may amplify type II error, SEM is used to test the simultaneous estimation of multiple equations (Hair et al., 2006). Second, SEM allows interpretation of results, despite multicollinearity, and tests models with multiple dependent variables (Kline, 2005). The researcher has the flexibility to statistically test theory and measurement assumptions against empirical data (such as confirmatory analysis) (Bohrnstedt, 1983; Chin, 1998). Third, Bollen (1989) suggests that when maximum likelihood estimation is used, SEM is robust against missing data and departures from normality\(^6\). Thus, the SEM strategy of comparing alternative models to obtain a relative model fit makes it more robust than regression.

\(^6\)To validate the maximum likelihood estimation, the missing values were replaced with the mean of the respective indicators.
3.9.7.1 Measurement Model Analysis

The primary analysis of this study was to fit the data to the hypothesised model presented in Figure 1. To assess the path model, as with SEM, one central question was how to link the measurement of observed variables to latent variables via a confirmatory factor model (Joreskog, 1993).

SEM allows the examination of the effects of the specific independent variables on the dependent variable after taking into account the effects of the remaining independent variables in the model. The adequacy of the internal structure of the model was evaluated by testing the significance of the parameters, and by estimating the reliabilities of the factors and the average variances extracted from the factors. This provides the reliability coefficient, a direct index of item performance for each factor (Joreskog, 1993). Further, SEM is able to remove measurement error effects from latent variables measured by multiple indicators, which allows for a more precise examination of the relationships in question (Hair et al., 2006). Mulaik and Millsap (2000) suggested a four-step approach to modeling:

i. Common factor analysis to determine the number of latents.

ii. Confirmatory factor analysis to confirm the measurement model.

iii. Test the structural model. A large structural equation model will result in the rejection or modification of the original measure in order to produce a measure or model with compromised validity (McQuitty, 2004).

iv. Test the nested models to get the most parsimonious model. The power associated with the tests of nested structural equation models is a function of the magnitude of the modified parameter and the location of the parameter in the model (Kaplan, 1995).
The estimation of the model parameter uses maximum likelihood estimation. The maximum likelihood tests a specified number of factors present that account for the intercorrelations between the continuous latent variables (Kaplan, 2009).

The model of the moderating effects of core self-evaluations between stressor-strain and strain-job satisfaction were tested by applying a technique described by Ping (1995), which allows the inclusion of interaction terms within SEM. Kline (2005) suggests centering the main effect to reduce collinearity between the main effect variable and its interaction. High multicollinearity decreases the reliability of SEM estimates.

In this research, three statistical tests were selected to reflect diverse criteria (Kline, 2005). First, the overall fit of the model to the data was assessed by examining the chi-square indices of fit ($X^2$). The $X^2$ index measures the extent to which the model differs in fit relative to an identified version of the model, with significant $X^2$ suggesting a good model fit (Bollen & Stine, 1993; Kline, 2005). Next, the other fit indexes examined included were the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR). The RMSEA and SRMR were suggested for three reasons:

i. RMSEA is sensitive to complex (measurement) model misspecification (factor loadings), while SRMR is sensitive to simple (structural) model misspecification (factor covariance) (Fan & Sivo, 2005; Hu & Bentler, 1998).

ii. RMSEA and SRMR are common guidelines to interpret a quality model (Hu & Bentler, 1998, 1999).
iii. The availability of confidence interval in RMSEA provides precision of the exact fit, which corresponds with the chi-square test of model fit (MacCallum & Austin, 2000; McQuitty, 2004).

Hu and Bentler (1998) recommended the use of the SRMR in tandem with the RMSEA to detect potential misspecification in both structural and measurement model parameters. The confidence interval of RMSEA evaluates the model’s failure to fit the data, while taking into account degrees of freedom. Finally, the SRMR measures the average difference between the predicted and observed variances and covariances in the model, based on the standardized residuals (Fan & Sivo, 2005). If the difference between the actual and estimated matrix is small, goodness of fit is assumed. Applying all these criteria to a model can provide the most acceptable model.

3.10 Summary

Designing a proper research model will ensure that the study addresses the purpose of the research. Several measures were taken to ensure the research design was characterized by a high degree of reliability and validity. All efforts were made to integrate ethical consideration into the research design. The data was collected through self-administered questionnaires from the members of farming organizations. The data was also checked for normality to confirm that the data collected was of normal distribution. The analyses were conducted with SPSS and AMOS programs.
CHAPTER 4 – RESULTS

4.1 Introduction

In this chapter, the results of the various data analyses were discussed. The raw data obtained from the usable questionnaires was analyzed using the Statistical Package for the Social Sciences (SPSS) program and AMOS 17 program. First, the descriptive statistics, including the means and standard deviations were calculated for the continuous demographic variables, age, years involved in farming, herd numbers, number of employees/peak season, sick days/year, and size of farm in hectares. For the categorical demographic variables, gender, marital status, ethnicity, frequencies in the form of absolute numbers and percentage breakdowns, were calculated. Next, the results of the variables of interest were assessed for factor scores, mean, and standard deviation. The variables were subjected to factor analysis to help determine the optimal number of items to be retained for adequate factor description. The Cronbach’s Alpha was calculated to determine the reliabilities of the variables for internal consistency. As for the associative measures of the variables, Pearson product-moment correlations were computed between the pairs of variables of factor scores. As a supplement to bi-variate analyses, ANOVA were conducted to determine if the sample of farm managers differed significantly. The moderating effects of the core self-evaluations construct on the relationship between stressor-strain-satisfaction were measured via multiple regression analyses and path analysis.
The multiple regression analysis is an extension of bi-variate regression, in which several predictor variables are used to predict one criterion measure, the dependent variable. As violations of the statistical assumption may cause biases or non-significance in the results, the issues of normality and linearity in the variables as well as missing data were addressed for each application of the multivariate technique (Kaplan, 2009; Hair et al., 2006). Bohrnstedt (1983) suggests that by employing multiple-item measures of constructs, SEM can test the measurement model and the theoretical model, simultaneously. As Structural Equation Modelling (SEM) is an extension of the General Linear Model and a powerful alternative to multiple regressions, it was used to validate the hypothesised model. Figure 4 shows the overview of the analytical pathway showing how the variables of the study were analysed and the measurement tools used to evaluate the theoretical model.
Figure 4: Overview of Analytical Pathway
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4.2 Sample Size

The respondents to this survey were farm owners and farm managers of dairy/horticultural/arable/crop/forestry/beef and sheep farms. These respondents had the responsibility and authority for operation of the farms and the management of the workers. Of the 6,000 surveys sent out, 1,041 questionnaires were returned, representing a 17.35% response rate. There were 580 participants from the dairy sector, 266 participants from the horticulture sector and 195 participants from the beef/sheep/arable/crop/forestry sectors. In previous New Zealand farming-related stress studies (such as Alpass et al., 2004; Firth et al., 2006), no formal assessments were made of the response rate or the representativeness of the farmers, though demographic data were presented. This survey had a higher response rate in comparison with similar studies in the US or UK, but was lower than the 28% reported by Pollock et al. (2002), and other studies such as Schellenberg et al. (1985) and Eberhardt and Pooyan (1990) studies. This may suggest that the farming population, in general, were unwilling to respond to occupational stress surveys (Booth & Lloyd, 2000). Of greater relevance, Baruch’s (1999) research suggests there is a distinction between studies directed toward managers and the conventional working population; historically, the response rate for managers is normally half that of other populations.

As shown in Table 9, for the postal survey, a total of 201 survey questionnaires were received from the dairy industry, 107 survey questionnaires from the sheep/beef industry, and 9 survey questionnaires from the horticulture industry. There were 9 unanswered questionnaires returned because the prospective participants had quit farming. Of the 1,000 survey questionnaires posted, a total of 317 were returned, making a response rate of 32%.
Denison and Mishra (1995) argued that a response rate of 20-30% is fairly typical for a mail-out survey to a large sample of the population.

In the online survey, of the 3,000 emails sent to members of the farming organization, there were 479 (16%) email responses received. The data showed a good balance of sectors: dairy, horticulture, dairy/beef, and arable/crop/forestry. The total breakdown of participants is: 379 online questionnaires received from the dairy sector, 12 online questionnaires from the horticulture sector, 83 online questionnaires from the sheep/beef sector, and 5 participants from the arable/crop/forestry sector. In addition, Horticulture NZ sent the survey questionnaire to 2,000 members in the August issue of the ‘Orchardist’ magazine. A total of 245 growers returned the questionnaire, making a response rate of 12%.

A total of 1,041 individual questionnaires were received from online surveys, the postal questionnaire magazine insert, and postal surveys. This study has found that the response rate was different for postal, magazine, and email surveys. The results suggest that participants preferred the mail and email surveys compared to the magazine survey. Hence, the different modes of the survey have tapped into mode preferences among the participants (Schaeffer & Dillman, 1998). Previously, many studies have found higher response rates to mail surveys than to email surveys (Harewood, Yacavone, Locke, & Wiersema, 2001; Weible & Wallace, 1998; Yun & Trumbo, 2000). Table 9 shows the breakdown of participants according to sectors in the farming industry and the type of survey. However, there was no information gathered on the possible number of members in each sector of the agriculture industry, which has resulted in an inability to calculate a response rate for each sector.
Table 9: Responses by Sector

<table>
<thead>
<tr>
<th>Sector</th>
<th>Direct Post (1,000)</th>
<th>Postal-Magazine Insert (2,000)</th>
<th>Online (3,000)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dairy</td>
<td>201</td>
<td>-</td>
<td>379</td>
<td>580</td>
</tr>
<tr>
<td>Horticulture</td>
<td>9</td>
<td>245</td>
<td>12</td>
<td>266</td>
</tr>
<tr>
<td>Sheep/Beef</td>
<td>107</td>
<td>-</td>
<td>83</td>
<td>190</td>
</tr>
<tr>
<td>Arable/Crop/Forestry</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Unanswered</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>317(31.7%)</td>
<td>245 (12.3%)</td>
<td>479 (16%)</td>
<td>1,041 (20%)</td>
</tr>
</tbody>
</table>

4.3 Missing Data

It is necessary to consider unanswered questionnaires or inapplicable responses before conducting statistical analyses. In the survey, the respondents were instructed to skip any subsequent questions based on certain responses that were inapplicable if they were contingent questions. In this study, many items were left blank in the online survey questionnaire. However, the online surveys were associated with fewer errors (Kiesler & Sproull, 1986) and omitted items (Kiesler & Sproull, 1986; Schaeffer & Dillman, 1998; Truell, Bartlett, & Alexander, 2002). The actual value does exist if the missing data is a latent variable, but the value cannot be accurately determined (Heitjan & Rubin, 1991).

Missing data in the General Health Questionnaire-12 ranged from 1 to 11 (.1% to 1.1%) per variable, Core Self-Evaluations ranged from 2 to 26 (.2% to 2.5%) per variable, Job Satisfaction ranged from 1 to 12 (.1% to 1.2%) per variable, and Life Satisfaction ranged from 5 to 13 (0.5% to 1.3%). The missing data in the Edinburgh Farming Stress Inventory ranged from 12 to 28 per variable (1.2% to 2.7%). Many of these events were not central to the respondents’ farm life. The missing values of this present data matrix can be considered...
random, since the missing values were no more than 5% (Schafer, 1999). “Latent variables are missing with probability one and are, therefore, also known to be missing at random” (Schafer & Graham, 2002, p. 152). However, the inferences on estimate parameters and test statistics of structural equation models are influenced by the presence of incomplete data (Kaplan, 2009). Since all the variables have a high reliability (α > .70), the averaging of the items was a reasonable choice for filling in missing items before conducting SEM (Schafer & Graham, 2002).

4.4 Descriptive Statistics

For this analysis, multiple item measures were collapsed into single measures by taking the mean of the items making up that specific measure. All the measures with differing response scales were in the original scale when calculating the mean of the items. Mean is the most useful tool of gauging central tendency when examining relationships of the variables (Bryman & Cramer, 2009; Rode, 2004). The results of the descriptive statistics did not indicate any reliability problems. The participants indicated a high degree of satisfaction with their jobs (M = 5.91, SD = 0.82). The farm managers (n = 1041) reported a mean score of 1.1 (SD = 0.93) which indicates a low level of strain. On the other hand, UK farmers appear to experience higher levels of strain than the general population (Booth & Lloyd, 2000).

---

7 A complete result is attached in Appendix V: Descriptive analysis of variables.
The farm managers reported a mean score of 5.4 (SD = 0.83) on a range of 1 to 7, which indicates a moderately high level of core self-evaluations. This result is much higher across the five samples on core self-evaluations (such as Brunborg, 2008; Boyar & Mosley, 2007; Judge et al., 2003, 2004; Stump et al., 2009). The means ranged from 3.64 to 3.87, with an average of 3.74 on a range of 1 to 5. The standard deviations ranged from .39 to .54, with an average of .48. None of the means was significantly different from the others. However, farm managers who reported moderately high levels of core self-evaluations experienced low strain. Thus, as the core self-evaluations average score is the same as the norm, the low strain is more likely to be as a result of environmental influences.

The descriptive statistics for all five established scales, including mean and standard deviation, were calculated. The internal consistency reliability estimates of all measures were calculated using coefficient alpha and are presented in Table 10.

Table 10: Mean, Standard Deviations, and Internal Consistency Reliability

<table>
<thead>
<tr>
<th>Variables</th>
<th>M</th>
<th>SD</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core Self-Evaluations</td>
<td>5.40</td>
<td>0.83</td>
<td>0.85</td>
</tr>
<tr>
<td>General Health Questionnaire</td>
<td>1.10</td>
<td>0.70</td>
<td>0.91</td>
</tr>
<tr>
<td>Edinburgh Farming Stress Inventory (Frequency)</td>
<td>2.35</td>
<td>0.58</td>
<td>0.94</td>
</tr>
<tr>
<td>Edinburgh Farming Stress Inventory (Severity)</td>
<td>2.14</td>
<td>0.58</td>
<td>0.93</td>
</tr>
<tr>
<td>Job Satisfaction</td>
<td>5.91</td>
<td>0.82</td>
<td>0.75</td>
</tr>
<tr>
<td>Life Satisfaction</td>
<td>5.37</td>
<td>1.02</td>
<td>0.82</td>
</tr>
</tbody>
</table>

N = 1021
4.5 Demographic Variables

The demographic profiles of respondents to the survey are presented and discussed extensively in this section, and presented in Table 11 and Table 12. The sample consisted of (819) 80% men and (207) 20% women farm managers from diverse farming sectors. The labour force participation in this sample for male farm managers is higher than that for female farm managers. According to recent New Zealand Statistics, 43% of men and 25% of women are in the New Zealand labour force (Bascand, 2008). In general, female participation in the New Zealand labour force is lower than for males, which is consistent with many developed countries (Bascand, 2008; Jaumotte, 2003). In contrast to New Zealand’s labour force statistics, results indicate an under-representation of women in the agriculture industry with a ratio of 1 female to 4 males. Total work force statistics, by gender, and the data from diverse sectors of the farming industry, were used to compile the demographics, such as ethnicity, tenure, sickness, hours worked, type of industry, and age.

86% of the respondents were farm owners with a mean/median age of 48 years (SD = 11.6). Most of the farm managers were more than 35 years of age. In 2007, Statistics NZ recorded the median ages for men and women in the New Zealand work force as 35.3 and 36.9 years, respectively (Bascand, 2008). Thus, the farm owners were older in age compared to those in the New Zealand work force. Along with other OECD countries, New Zealand has an aging population because of the low fertility and low mortality rates (Bascand, 2008; Stroombergen, 2007). Over the last decade, the age structure has changed to reflect the composition of the New Zealand population, where older workers (aged 45-64 years) have recorded a larger increase (13.3%) than younger workers (4.7%) (Bascand, 2008). Further,
24% of older workers are in the New Zealand labour force, which was comparatively high compared to other OECD countries.

As far as years worked on the farm are concerned, the largest percentage had worked for less than 30 years: 260 subjects had worked for less than 10 years, 422 subjects had worked from 11 to 20 years, and 173 subjects had worked for 30 or more years. Overall, the farm managers had an average tenure of 20 years (SD = 14) in their present job. Seasonal workers employed in the horticulture industry were included in the New Zealand working population, and 41.1% had worked for less than 12 months (Skellern, 2006). The average number of peak season workers employed was 8 (SD = 15). When compared with other developed countries, New Zealand appears to have nearly twice as many jobs lasting less than one year.

The farm managers reported working an average of 54 hours (SD = 19) per week on their farm. This sample worked longer hours than the standard working hours per week for New Zealand’s working population (about 40 hours per week over the past 20 years) (Bascand, 2009b; Stroombergen, 2007).

Of the 1041 participants, 88% were New Zealand Pakeha, 1.5% were Maori, and 4.4% were “New Zealanders”. Compared with other New Zealand ethnic groups, the indigenous Maori ethnic group was under-represented in this sample compared with labour force participation in general of 24% in 2006. The Maori ethnic group was engaged in less-skilled manual jobs in secondary industries, and almost half of New Zealand’s Maori ethnic group population was under 23 years of age (Bascand, 2009a). Similarly, according to the results of this study, the New Zealand Pakeha population has the highest participation rate of all ethnic groups, at 68%, of the New Zealand labour force (Bascand, 2009b).
Furthermore, less than 3% of farm managers in the survey were divorced, widowed, in a de facto relationship, or separated. 6% had never been married which was lower than the official statistics of about 12% for New Zealanders (Bascand, 2008). This reflects the underlying differences in the demographic-social circumstances and the different nature of economic activity in the rural area, as well as the more simple lifestyle in farming communities (Bascand, 2009b).

The average farm size was 370 hectares (SD = 1317) taken over all sectors of the primary industry. The average farm size was in line with the average farm size of all farms in New Zealand. Farm size has decreased in the past decade to 380 hectares, as smaller farm holdings have become increasingly popular (Cook, 1998).
Table 11: Characteristics of Sample Distribution by Frequency and Percentage

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ethnicity</td>
<td>1028</td>
<td></td>
</tr>
<tr>
<td>NZ Pakeha</td>
<td>916</td>
<td>88.0%</td>
</tr>
<tr>
<td>NZ Maori</td>
<td>16</td>
<td>1.5%</td>
</tr>
<tr>
<td>New Zealander</td>
<td>46</td>
<td>4.4%</td>
</tr>
<tr>
<td>European</td>
<td>14</td>
<td>1.3%</td>
</tr>
<tr>
<td>African</td>
<td>2</td>
<td>0.2%</td>
</tr>
<tr>
<td>Asian</td>
<td>1</td>
<td>0.1%</td>
</tr>
<tr>
<td>Other</td>
<td>32</td>
<td>3.1%</td>
</tr>
<tr>
<td>2. Marital Status</td>
<td>1021</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>62</td>
<td>6.0%</td>
</tr>
<tr>
<td>Married</td>
<td>868</td>
<td>83.4%</td>
</tr>
<tr>
<td>Civil Union</td>
<td>11</td>
<td>1.1%</td>
</tr>
<tr>
<td>Separated</td>
<td>13</td>
<td>1.2%</td>
</tr>
<tr>
<td>Divorced</td>
<td>30</td>
<td>2.9%</td>
</tr>
<tr>
<td>Widowed</td>
<td>24</td>
<td>2.3%</td>
</tr>
<tr>
<td>Defacto</td>
<td>13</td>
<td>1.2%</td>
</tr>
<tr>
<td>3. Job Status</td>
<td>1041</td>
<td></td>
</tr>
<tr>
<td>Farm Owner</td>
<td>895</td>
<td>86.0%</td>
</tr>
<tr>
<td>Farm Manager</td>
<td>65</td>
<td>6.2%</td>
</tr>
<tr>
<td>Sharemilker</td>
<td>57</td>
<td>5.5%</td>
</tr>
<tr>
<td>Lower Order Sharemilker</td>
<td>40</td>
<td>0.4%</td>
</tr>
<tr>
<td>Other</td>
<td>19</td>
<td>1.8%</td>
</tr>
</tbody>
</table>

Table 12: Sample Distribution by Demographic Characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N</th>
<th>Mean</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>1018</td>
<td>48</td>
<td>48 (24-79)</td>
</tr>
<tr>
<td>Average hours worked/week</td>
<td>1001</td>
<td>60</td>
<td>58 (0-140)</td>
</tr>
<tr>
<td>Tenure (years)</td>
<td>875</td>
<td>13</td>
<td>17 (0.1-63)</td>
</tr>
<tr>
<td>Farm size (hectares)</td>
<td>1017</td>
<td>171</td>
<td>288 (36-3000)</td>
</tr>
<tr>
<td>Herd numbers</td>
<td>604</td>
<td>400</td>
<td>560 (1-10350)</td>
</tr>
<tr>
<td>No.of employees peak season</td>
<td>664</td>
<td>2</td>
<td>3 (0-60)</td>
</tr>
<tr>
<td>Sick-days/year</td>
<td>642</td>
<td>2</td>
<td>2.5 (0-69)</td>
</tr>
</tbody>
</table>
4.6 Factor Analysis

The Statistics Package for Social Science (SPSS) version 17 was applied to explore the factor structure of the Core Self-Evaluations, Job Satisfaction, Life Satisfaction, General Health Questionnaires, and the Edinburgh Farming Stress Inventory (EFSI). Factor analysis is, essentially, a guide for the selection of items best defined in each variable scale, and to remove any items which did not contribute to a particular variable scale (Campbell, Walker, & Farrell, 2003). All the constructs included in this study were adopted from previous studies, thus, the number of factors measuring each construct is known.

Standard exploratory factor analysis (EFA) procedures are useful to investigate the structure of data which is derived from statistical results. Next, the data is analysed from a theoretical position and the extracted factors are identified (Campbell et al., 2003). The confirmatory factor analysis (CFA) is used to determine construct validity. The CFA procedures do permit significance testing of the number of factors in the data as well as the structure of those factors on the basis of pre-established theory (Hair et al., 2006). Further, a model of the relationships between the variables is constructed, and the statistical procedure consists of an analysis of ‘fit’ between the data and the model (Steven, 1996). Thus, the measurement model using confirmatory factor analysis prior to estimation of the hypothesised model could overcome problems in interpreting the simultaneous estimation of measurement and the hypothesised model (Anderson & Gerbing, 1988). In short, running CFA allows the researcher to accept or reject prior theory.
4.6.1 Core Self-Evaluations

Researchers have suggested various distinct methods for measuring Core Self-Evaluations: a principal component analysis (Erez & Judge, 2001; Johnson, Kristof-Brown, Van Vianen, De Pater, & Klein, 2003; Judge et al., 1998; Piccolo, Judge, Takahashi, Watanabe, & Locke, 2005), and a single-factor confirmatory factor analysis (Judge et al., 2000; Judge, Locke, et al., 1998a; Judge et al., 2002).

Core self-evaluations was factor-analyzed using confirmatory factor analysis to determine if the model was constructed on the basis of expected relationships according to Judge et al.’s (2003) study. One factor was predetermined in the confirmatory factor analysis. The analysis assessed all the variance of the variable, which was perfectly reliable and without error (Bryman & Cramer, 2009). The number of factors actually extracted was determined by the number of items with eigen values greater than 1 (Bryman & Cramer, 2009). The eigen values indicated a single-factor solution, explaining 39.0% of the total variance. The factor loadings ranged from 0.50 to 0.74. Since the single-factor loadings were greater than .4, the single-factor structure of core self-evaluations was established, providing evidence of construct validity (Hair et al., 2006). The factors in core self-evaluations were perceived as completely single constructs from the indicator variables where they can be evaluated precisely (Judge et al., 2003). The results of the factor analysis are presented in Table 13.

Core self-evaluations is a unidimensional variable that measures four common core traits (Rode, 2004). This relatively brief measure of personality traits is generalized as the aggregate of four core specific traits, namely, self-esteem, generalized self-efficacy, locus of control, and low neuroticism (Judge et al., 2003). As Hair et al. (2006) suggest, if the scale is
unidimensional, the Cronbach’s Alpha should exceed a threshold of .70 in confirmatory research. When including all twelve original Core Self-Evaluations scale items, the instrument exhibited a sufficient internal consistency reliability coefficient of .85. Additionally, the score for reliability and validity falls into an acceptable range as indicated in Judge et al.’s (2003) study. As the results show that core self-evaluations does not measure each of the four core traits, it is assumed to be a higher order construct (Judge et al., 1998). Thus, core self-evaluations is the unidimensional construct that comprises the common variance of the indicators (i.e., neuroticism, locus of control, self-esteem, and generalized self-efficacy) (Figure 5) It is for this reason that Judge et al. (2003) encourage the use of core self-evaluations as a single instrument when conducting research.

Accordingly, core self-evaluations was treated as a composite of the four trait-like variables in subsequent analyses. This construct was modelled as a first-order latent variable, because modelling higher order factors requires a minimum of three first order factors (i.e., scales) (Rode, 2004). Hence, the scales were employed as indicators of an overall core self-evaluations factor in subsequent moderated regression analyses and structural equation modelling.
Table 13: Factor Loadings Principal-Component Factor Analysis (confirmatory factor analysis): Core Self-Evaluations Scale

<table>
<thead>
<tr>
<th>Scale item</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. There are times when things look pretty bleak and hopeless to me (r)</td>
<td>0.74</td>
</tr>
<tr>
<td>2. Sometimes when I fail I feel worthless (r)</td>
<td>0.60</td>
</tr>
<tr>
<td>3. Sometimes I feel depressed (r)</td>
<td>0.55</td>
</tr>
<tr>
<td>4. Sometimes I do not feel in control of my work (r)</td>
<td>0.67</td>
</tr>
<tr>
<td>5. I am filled with doubts about my competence (r)</td>
<td>0.50</td>
</tr>
<tr>
<td>6. I do not feel in control of my success in my career (r)</td>
<td>0.58</td>
</tr>
<tr>
<td>7. I am confident I get the success I deserve in life</td>
<td>0.67</td>
</tr>
<tr>
<td>8. Overall, I am satisfied with myself</td>
<td>0.64</td>
</tr>
<tr>
<td>9. I determine what will happen in my life</td>
<td>0.63</td>
</tr>
<tr>
<td>10. When I try, I generally succeed</td>
<td>0.66</td>
</tr>
<tr>
<td>11. I am capable of coping with most of my problems</td>
<td>0.56</td>
</tr>
<tr>
<td>12. I complete tasks successfully</td>
<td>0.67</td>
</tr>
</tbody>
</table>

| Eigen value | 4.68 |
| Cumulative percent variance explained | 39.0% |

Figure 5: Core Self-Evaluations as a Unidimensional Construct (Judge et al., 1997)
4.6.2 Job and Life Satisfaction

In this study, all the five scale items of job and life satisfaction were subjected to principal axis factor analysis to ensure that the instrument exhibited its purported single-factor structure. The test of the Kaiser-Meyer-Okin Measure of Sampling Adequacy of more than 0.6, and the figure for the Bartlett’s Test result, show that the factorability of the matrix as a whole is significant (Coakes & Steed, 2007). A single-factor solution explained 53.2% of the total variance for job satisfaction, and 61.12% of the variance for life satisfaction (see Table 14 and Table 15).

Empirical validity of the job satisfaction was supported through inter-rater reliability of 0.68 by Judge et al.’s (1998) studies. The satisfaction with life scale has been shown to have favourable psychometric properties, with internal consistency of 0.87 (Oishi & Diener, 2001). The Cronbach’s Alpha of not less than 0.70 will ensure the reliability and consistency of the entire scale (Hair et al., 2006). In this study, the job satisfaction and life satisfaction exhibited a high internal consistency, with a reliability coefficient of 0.75 and 0.82, respectively.

Since the eigen values of both variables were greater than one and the single-factor loadings were greater than 0.4, the single-factor structure of job satisfaction and life satisfaction were established, providing evidence of construct validity (Hair et al., 2006).
Table 14: Factor Loadings from Principal Axis Factoring: Job Satisfaction Scale

<table>
<thead>
<tr>
<th>Scale item</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I feel fairly satisfied with my present job</td>
<td>0.72</td>
</tr>
<tr>
<td>2. Most days I am enthusiastic about my work</td>
<td>0.70</td>
</tr>
<tr>
<td>3. Each day at work seems like it will never end (r)</td>
<td>0.45</td>
</tr>
<tr>
<td>4. I find real enjoyment in my work</td>
<td>0.79</td>
</tr>
<tr>
<td>5. I consider my job to be rather unpleasant (r)</td>
<td>0.55</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigen value</td>
<td>2.66</td>
</tr>
<tr>
<td>Cumulative percent variance explained</td>
<td>53.2</td>
</tr>
</tbody>
</table>

KMO and Bartlett’s Test - Job Satisfaction

| Kaiser-Meyer-Ikin Measure of Sampling Adequacy | 0.80          |

<table>
<thead>
<tr>
<th>Bartlett’s Test</th>
<th>Chi-square</th>
<th>df</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1336.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 15: Factor Loadings from Principal Axis Factoring: Life Satisfaction Scale

<table>
<thead>
<tr>
<th>Scale item</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. In most ways my life is close to my ideal</td>
<td>0.80</td>
</tr>
<tr>
<td>2. The conditions of my life are excellent</td>
<td>0.72</td>
</tr>
<tr>
<td>3. I am satisfied with my life</td>
<td>0.82</td>
</tr>
<tr>
<td>4. So far I have got the important things I want in life</td>
<td>0.67</td>
</tr>
<tr>
<td>5. If I could live my life over, I would change almost nothing</td>
<td>0.58</td>
</tr>
</tbody>
</table>

| Eigen value                                                                 | 3.06           |
| Cumulative percent variance explained                                       | 61.12           |

KMO and Bartlett’s Test - Life Satisfaction

| Kaiser-Meyer-Ikin Measure of Sampling Adequacy                              | 0.85           |

<table>
<thead>
<tr>
<th>Bartlett’s Test</th>
<th>Chi-square</th>
<th>df</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1867.90</td>
<td>10.0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
4.6.3 Edinburgh Farming Stress Inventory (EFSI)

The relationships of the 34 items in the questionnaire were examined using principal components analysis with Varimax rotation. For the rotated factors to be distinct from one another and account for the most common variance, Deary et al. (1997) suggested the following criteria for item retention in the EFSI:

i. On any one rotated factor, items should have a loading of at least 0.5.

ii. When (i) is met on any rotated factor, the next highest loading should be less than 0.3.

iii. If the implementation of (ii) leads to less than five items, a subsidiary loading of less than 0.4 is permitted.

In this study, the principal component analysis of the Edinburgh Farming Stress Inventory suggested a six-factor structure, with 31 items and 27 items retained on severity and frequency of stress, respectively. The principal component analysis with Varimax rotation was used, using the Kaiser (1970) criterion (retaining factors with eigen values greater than 1) as the rule to retain six factors in this study (Osborne, Costello, & Kellow, 2008).

All items of the EFSI had significant positive loadings on the factor, with loadings being above 0.4 (Deary et al., 1997). The results indicated that the factor structure on the questionnaire used in this study is similar to that found by Deary et al. (1997) for UK farmers and Firth et al. (2007) for New Zealand dairy farmers.
While supporting the notion that the Edinburgh Farming Stress Inventory is valid in the New Zealand farming community, the six factors are components of a single measure of stress (Firth et al., 2007). This implies that a farmer’s total score on all items may be used as an indicator of general farming stress. The rotated factor, 1 to 6, in the severity of stress accounted for 31.6%, 6.7%, 6.0%, 5.2%, 4.0%, and 3.5% of the common variance, respectively. The rotated factor, 1 to 6, in the occurrence of stress accounted for 32.4%, 6.6%, 5.9%, 5.2%, 4.4%, and 3.6% of the common variance, respectively. The rotated factors are shown in Table 16 and Table 17. These include numbers of items, means, and standard deviations.

Four items had high (> 0.6) loadings on factor 1. Four of these items were related to financial matters and were similar to Deary et al.’s (1997) findings. As shown in Table 16, the low amount of stress with a mean of 2.16 may reflect greater financial security among the farm managers. Factor 2 had three items with high loadings and three items with moderate loadings (> 0.5). There were four items retained from Deary et al.’s (1997) findings. All of these items related to “time pressure” or long hours of work in farming. Similar to Deary et al.’s (1991) finding, Factor 3 had a loading of more than 0.5, which related to the possibility of an accident or injury while working on the farm, or the possibility that illness would interfere with farm work. Factor 4 contained four loadings of between 0.51 and 0.82, which related to complying with policies and regulations. In addition, item number 12, “Adjusting to new government regulations and policies”, has a high mean rating of 2.9 (SD = 1.2) in severity, and 2.96 (SD = 1.1) in frequency, meaning that the farm managers experienced the highest impact from concern about such events. Additionally, item number 33, “Filling in government forms”, and item number 34, “Complying with environmental regulations”, both
share a similar mean of 2.7 (SD = 1.2). Interestingly, the farm managers report comparatively high severity of stress, similar to UK farmers, with a mean of 3.3 (SD = 1.2) for “Adjusting to new government regulations and policies”; “Filling in government forms”, with a mean of 3.3 (SD = 1.4), and “Complying with environmental regulations”, with a mean of 3.2 (SD = 1.2) (Deary et al., 1997). Along a similar line, the other UK studies reported most of the stressful items were related to government bureaucracy (Booth & Lloyd, 2000; Pollock et al., 2002; Simkin, Hawton, Fagg, & Malmberg, 1998; Walker & Walker, 1988). Four items had loadings between 0.55 and 0.80 on Factor 5, mostly related to “isolation”. The geographical isolation compared favourably with Firth et al.’s (2006) and Deary et al.’s (1997) studies. Factor 6 contained four loadings between 0.40 and 0.80, all of which related to unpredictable interference with farm work due to weather, pests, and machinery breakdown. This factor is a useful generalization of unpredictable or unfavourable factors reported elsewhere (Alpass et al., 2004; Deary et al., 1997; Firth et al., 2007; Walker, Walker, & MacLennan, 1986). In contrast, many indicators may not necessarily effectively represent a construct. More indicators may likely produce artifact factors, and make it difficult to produce a truly unidimensional factor (Hair et al., 2006). Achieving unidimensional measurement is a crucial undertaking in theory testing and in the development of a model (Anderson & Gerbing, 1988).
Table 16: Factor structure: Severity of stress

<table>
<thead>
<tr>
<th>EFSI item</th>
<th>Mean</th>
<th>SD</th>
<th>Factor Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.23</td>
<td>1.1</td>
<td>0.81</td>
</tr>
<tr>
<td>Financial Matters</td>
<td>25</td>
<td>2.24</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>2.31</td>
<td>1.1</td>
<td>0.78</td>
</tr>
<tr>
<td>9</td>
<td>2.12</td>
<td>1.1</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>2.13</td>
<td>1.0</td>
<td>0.55</td>
</tr>
<tr>
<td>26</td>
<td>1.75</td>
<td>1.1</td>
<td>0.48</td>
</tr>
<tr>
<td>29</td>
<td>1.81</td>
<td>1.0</td>
<td>0.44</td>
</tr>
<tr>
<td><strong>Factor 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.6</td>
<td>1.0</td>
<td>0.71</td>
</tr>
<tr>
<td>16</td>
<td>2.0</td>
<td>1.0</td>
<td>0.71</td>
</tr>
<tr>
<td>Time Pressures</td>
<td>21</td>
<td>2.4</td>
<td>1.0</td>
</tr>
<tr>
<td>17</td>
<td>2.1</td>
<td>1.0</td>
<td>0.59</td>
</tr>
<tr>
<td>14</td>
<td>2.3</td>
<td>0.9</td>
<td>0.59</td>
</tr>
<tr>
<td>28</td>
<td>2.2</td>
<td>1.1</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Factor 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.2</td>
<td>1.1</td>
<td>0.79</td>
</tr>
<tr>
<td>7</td>
<td>2.5</td>
<td>1.2</td>
<td>0.71</td>
</tr>
<tr>
<td>Farm/Personal Hazards</td>
<td>32</td>
<td>1.9</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>2.6</td>
<td>1.1</td>
<td>0.56</td>
</tr>
<tr>
<td>11</td>
<td>2.5</td>
<td>1.2</td>
<td>0.55</td>
</tr>
<tr>
<td>15</td>
<td>1.6</td>
<td>0.8</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Factor 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>2.7</td>
<td>1.3</td>
<td>0.82</td>
</tr>
<tr>
<td>Government Policies &amp; Regulations</td>
<td>34</td>
<td>2.7</td>
<td>1.2</td>
</tr>
<tr>
<td>12</td>
<td>2.9</td>
<td>1.2</td>
<td>0.76</td>
</tr>
<tr>
<td>22</td>
<td>1.9</td>
<td>0.9</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Factor 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1.5</td>
<td>0.8</td>
<td>0.80</td>
</tr>
<tr>
<td>Geographical Isolation</td>
<td>30</td>
<td>1.2</td>
<td>0.5</td>
</tr>
<tr>
<td>19</td>
<td>1.5</td>
<td>0.8</td>
<td>0.75</td>
</tr>
<tr>
<td>20</td>
<td>1.4</td>
<td>0.8</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>Factor 6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.6</td>
<td>1.1</td>
<td>0.80</td>
</tr>
<tr>
<td>Unpredictable Factors</td>
<td>18</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>1.7</td>
<td>0.9</td>
<td>0.46</td>
</tr>
<tr>
<td>23</td>
<td>2.2</td>
<td>1.0</td>
<td>0.45</td>
</tr>
<tr>
<td>Eigen value</td>
<td>10.56</td>
<td>2.27</td>
<td>2.04</td>
</tr>
<tr>
<td>% variance explained</td>
<td>31.06</td>
<td>6.67</td>
<td>6.0</td>
</tr>
<tr>
<td>Cumulative % variance explained</td>
<td>31.06</td>
<td>37.73</td>
<td>43.73</td>
</tr>
</tbody>
</table>

8 The Edinburgh Farming Stress Inventory is on a Likert scale of 1 to 5, with the severity of stress experienced measured as 1 = none, and 5 = very severe.
Table 17: Stress Factors: Frequency

<table>
<thead>
<tr>
<th>EFSI item</th>
<th>Mean</th>
<th>SD</th>
<th>Factor Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>2.62</td>
<td>1.1</td>
<td>0.73</td>
</tr>
<tr>
<td>Matters</td>
<td>2.52</td>
<td>1.1</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>2.66</td>
<td>1.1</td>
<td>0.68</td>
</tr>
<tr>
<td>9</td>
<td>2.30</td>
<td>1.1</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>Factor 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>2.57</td>
<td>1.1</td>
<td>0.68</td>
</tr>
<tr>
<td>Pressures</td>
<td>2.77</td>
<td>0.9</td>
<td>0.67</td>
</tr>
<tr>
<td>21</td>
<td>2.81</td>
<td>1.0</td>
<td>0.63</td>
</tr>
<tr>
<td>13</td>
<td>2.77</td>
<td>0.9</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Factor 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.06</td>
<td>0.8</td>
<td>0.74</td>
</tr>
<tr>
<td>Farm/</td>
<td>2.11</td>
<td>0.8</td>
<td>0.58</td>
</tr>
<tr>
<td>Personal</td>
<td>2.16</td>
<td>1.1</td>
<td>0.51</td>
</tr>
<tr>
<td>Hazards</td>
<td>2.47</td>
<td>0.8</td>
<td>0.50</td>
</tr>
<tr>
<td>11</td>
<td>2.39</td>
<td>0.9</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Factor 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>2.87</td>
<td>1.1</td>
<td>0.81</td>
</tr>
<tr>
<td>Policies &amp;</td>
<td>2.98</td>
<td>1.1</td>
<td>0.72</td>
</tr>
<tr>
<td>Regulations</td>
<td>2.96</td>
<td>1.1</td>
<td>0.72</td>
</tr>
<tr>
<td>22</td>
<td>2.41</td>
<td>1.0</td>
<td>0.51</td>
</tr>
<tr>
<td><strong>Factor 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geographical</td>
<td>1.65</td>
<td>0.9</td>
<td>0.77</td>
</tr>
<tr>
<td>Isolation</td>
<td>1.77</td>
<td>1.0</td>
<td>0.75</td>
</tr>
<tr>
<td>30</td>
<td>1.40</td>
<td>0.8</td>
<td>0.72</td>
</tr>
<tr>
<td>20</td>
<td>1.73</td>
<td>1.0</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Factor 6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpredictable</td>
<td>2.73</td>
<td>1.0</td>
<td>0.69</td>
</tr>
<tr>
<td>Factors</td>
<td>2.77</td>
<td>1.0</td>
<td>0.61</td>
</tr>
<tr>
<td>8</td>
<td>1.96</td>
<td>0.9</td>
<td>0.40</td>
</tr>
<tr>
<td>23</td>
<td>2.56</td>
<td>1.0</td>
<td>0.40</td>
</tr>
<tr>
<td>Eigen value</td>
<td>11.01</td>
<td>2.24</td>
<td>1.77</td>
</tr>
<tr>
<td>% variance explained</td>
<td>32.39</td>
<td>6.57</td>
<td>5.95</td>
</tr>
<tr>
<td>Cumulative % variance explained</td>
<td>32.39</td>
<td>38.96</td>
<td>50.1</td>
</tr>
</tbody>
</table>

The Edinburgh Farming Stress Inventory is on a Likert scale of 1 to 5, with the frequency of stress experienced measured as 1 = never, and 5 = very frequently.
As SEM application is difficult to manage with many measured indicators, Hair et al. (2006) recommend “item parcelling” if a construct has more than 15 items. Since there were 31 observed indicators in the Edinburgh Farming Stress Inventory construct, “item parcelling” was considered. Deary et al. (1997), Alpass et al. (2004), and Firth et al. (2006) studies reported severity of stress as farm stressors. Therefore, this study adopted the 31 items loaded for severity in “item parcels” to address violations of normality. Parcelling reduces the complexity of the model and improves the model fit (Landis, Beal, & Tesluk, 2000). In “item parcelling”, the highest factor loading in each dimension of the Edinburgh Farming Stress Inventory was selected and confirmatory factor analysis was performed to check for unidimensionality. This was to determine whether the Edinburgh Farming Stress Inventory construct, reflected by all the 31 items, related to the 6 items in the same way. The result shows the CFA model of the unidimensional construct of the Edinburgh Farming Stress Inventory displays construct validity because all the factor loadings are equal, or more than, .40 and the eigen values greater than 1 (Hair et al., 2006). Alpass et al. (2004) used a 12-item stress questionnaire, particularly in relation to adoption of new technology on New Zealand farms. Five of the factors were similar to those used in this study. The results of the 5 factors used by Alpass et al.’s (2004) study, which were similar to this study, are financial matters (debt), time pressures (balancing work and family duties), personal/farm hazards (risk of injury on the farm), government policies and regulations (keeping up with new technology and procedures), and unpredictable factors (machinery breakdown and bad weather). Another factor, geographical isolation, was excluded from the survey. This suggests that the use of item parceling, rather than 31 individual items, could assure external consistency of items (Hall, Snell, & Foust, 1999).
Structural equation modelling is sensitive to the external consistency of a measure, and provides a more stringent assessment of its unidimensionality (Gerbing & Anderson, 1988). Although the variance explained, (35%) in one factor loading, is much less than the full inventory shown in Tables 16 and 17, the unidimensionality of a construct is the most critical and basic assumption of measurement theory (Hattie, 1985). Accordingly, the Edinburgh Farming Stress Inventory was treated as a unidimensional construct in the structural equation modelling. The unidimensionality of the construct is shown in Table 18.

Table 18: Factor Loadings Principal-Component Factor Analysis (confirmatory factor analysis): Edinburgh Farming Stress Inventory Scale

<table>
<thead>
<tr>
<th>Scale item</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Debt load</td>
<td>0.52</td>
</tr>
<tr>
<td>5. Bad weather</td>
<td>0.65</td>
</tr>
<tr>
<td>10. Farming-related accidents</td>
<td>0.57</td>
</tr>
<tr>
<td>16. Long hours of work</td>
<td>0.69</td>
</tr>
<tr>
<td>27. Not seeing enough people</td>
<td>0.61</td>
</tr>
<tr>
<td>33. Filling in government forms</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Eigen value</strong></td>
<td><strong>2.09</strong></td>
</tr>
<tr>
<td><strong>Cumulative percent variance explained</strong></td>
<td><strong>34.9%</strong></td>
</tr>
</tbody>
</table>
4.6.4 General Health Questionnaire-12 (GHQ-12)

The General Health Questionnaire (GHQ) as a measurement of psychological strain has been proven widely using measurements of personality illness in psychology research (Kalliath et al., 2004).

Given the inconclusiveness of previous studies that identify the factor structure of the GHQ-12, the present study used confirmatory factor analysis to test for one-factor formulations (Kalliath et al., 2004). The relationships of the 12 items were analysed to determine if the model was constructed on a one-factor structure predetermined in the principal-components analysis (Bank et al., 1980). The results of the study show that GHQ was a strong unitary structure, with factor loadings ranging from 0.57 to 0.79. Since the single-factor loadings were greater than .4, the single-factor structure of GHQ-12 was established, providing evidence of construct validity (Hair et al., 2006).

These twelve factors accounted for 46.7% of the total variance to form the General Health Questionnaire-12 subscale ($\alpha = 0.91$). Previous studies found very high internal consistency of items in the GHQ-12, which is evidence of the unidimensionality of the measure (Banks et al., 1980; Banks & Jackson, 1982; Campbell et al., 2003). Overall, previous studies have found that the factor loading yielded the best description of the GHQ-12 item responses, where the identified factors accounted for 46%-64% of the variance (Banks et al., 1980; Goldberg, 1972; Gureje, 1991; Politi, Piccinelli, & Wilkinson, 2007; Werneke, Goldberg, Yalcin, & Ustun, 2000). The one factor comprised social dysfunction and anxiety, which together reflected the General Health Questionnaire (Kalliath et al., 2004). Table 19 shows the results of the confirmatory factor analyses of the General Health Questionnaire-12.
Table 19: Factor Loadings from Principal Components Factoring (confirmatory factor analysis): General Health Questionnaire-12

<table>
<thead>
<tr>
<th>Scale item</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Feeling reasonably happy</td>
<td>0.79</td>
</tr>
<tr>
<td>2. Feeling unhappy or depressed (r)</td>
<td>0.75</td>
</tr>
<tr>
<td>3. Face up to your problems</td>
<td>0.74</td>
</tr>
<tr>
<td>4. Capable of making decisions about things</td>
<td>0.73</td>
</tr>
<tr>
<td>5. Losing confidence in yourself (r)</td>
<td>0.73</td>
</tr>
<tr>
<td>6. Enjoy your normal day-to-day activities</td>
<td>0.70</td>
</tr>
<tr>
<td>7. Playing a useful part in things</td>
<td>0.67</td>
</tr>
<tr>
<td>8. Felt constantly under strain (r)</td>
<td>0.63</td>
</tr>
<tr>
<td>9. Able to concentrate on what you are doing</td>
<td>0.63</td>
</tr>
<tr>
<td>10. Could not overcome your difficulties (r)</td>
<td>0.61</td>
</tr>
<tr>
<td>11. Thinking of yourself as a worthless person (r)</td>
<td>0.61</td>
</tr>
<tr>
<td>12. Lost much sleep over worry (r)</td>
<td>0.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigen value</th>
<th>5.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative percent variance explained</td>
<td>46.7</td>
</tr>
</tbody>
</table>

In summary, a confirmatory approach was taken for Core Self-Evaluations and General Health Questionnaire, while principal component analysis was used for the Edinburgh Farming Stress Inventory and principal axis factoring for Job and Life Satisfaction. These scales have been reviewed to achieve different objectives (Bookstein, 1990; Gorsuch, 1990; Lochlin, 1990; Velicer & Jackson, 1990). Therefore, it is improper to reject the factor analytic model by previous expert review of these scales due to two reasons:

i. Due to the conceptual differences, the level of measurement of the scales may not meet the measurement requirements if different factor analysis were employed. As Kim and Mueller
(1978) argue that: “the informativeness of factor analysis varies from application to application: results of some factor analysis can be much more informative than those of others” (p. 49). For example, the goal of Principal Component Analysis is to account for variance in the measured variables.

ii. By using in conjunction with principal factor analysis and confirmatory factor analysis, the entire scales of measurement were benchmarked to ensure the reliability and consistency with previous findings (Fabrigar, Wegener, MacCallum, & Strahan, 1999; Hair et al., 2006). This allows the researcher to check all of the variables developed are not indicators that measure other dimensions.

### 4.7 Assessment of Normality

Since the statistical inference is a primary part of the data analysis, it is important to examine the data for violations of the assumptions that underline normal distribution (Bryman & Cramer, 2009; Osborne, 2008). In the normal distribution, the acceptable values for skew and kurtosis are 0. However, the values of the Z-score for skew and kurtosis are more reliable measures of normal distribution when the variables have different means and standard deviations (Field, 2006). As Bradley (1982) suggests, statistical inferences become robust when using transformations of variables to improve normality.

The transformed scale is suitable for similar sample means (Bland & Altman, 1996). However, confidence intervals and difference between two means on the transformed scale may be difficult to interpret (Bland & Altman, 1996a). Hence, in this study, transformation of items is preferable because “it increases the likelihood of multivariate normality to bring the
data into conformity with one of the fundamental assumptions of most inferential tests” (Tabachnick & Fidell, 2007, p. 92).

By using the z-score value, skew and kurtosis of each univariate distribution were calculated. All the kurtosis and skew Z-scores were below the upper threshold of 3.29 and 1.96, respectively (p < .05). The results revealed that the skew and kurtosis of each univariate distribution were normally distributed. Table 20 shows the skew and kurtosis (Z-score) values of the variables.

**Table 20: Assessment of Normality**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Skew (Z-score)</th>
<th>Critical Value</th>
<th>Kurtosis (Z-score)</th>
<th>Critical Value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job satisfaction</td>
<td>-1.34</td>
<td>±1.96</td>
<td>3.08</td>
<td>±3.29</td>
<td>ns</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>-.91</td>
<td>±1.96</td>
<td>.86</td>
<td>±3.29</td>
<td>ns</td>
</tr>
<tr>
<td>Core Self-evaluations</td>
<td>-.49</td>
<td>±1.96</td>
<td>.06</td>
<td>±3.29</td>
<td>ns</td>
</tr>
<tr>
<td>Severity (stressor)</td>
<td>.20</td>
<td>±1.96</td>
<td>.43</td>
<td>±3.29</td>
<td>ns</td>
</tr>
<tr>
<td>Frequency (stressor)</td>
<td>.62</td>
<td>±1.96</td>
<td>.13</td>
<td>±3.29</td>
<td>ns</td>
</tr>
<tr>
<td>GHQ-12 (strain)</td>
<td>1.08</td>
<td>±1.96</td>
<td>1.21</td>
<td>±3.29</td>
<td>ns</td>
</tr>
</tbody>
</table>

Note: *p < .05; ns (non-significance)

However, in a large sample, it is also important to examine the shape of the distribution rather than significant values of the skew and kurtosis (Field, 2006). To test the normality of residuals, the histogram and normal probability plot were selected. The validity of the regression model is affected if the regression standardized residuals of the dependent variable is non-random and unevenly dispersed around zero throughout the normal
probability plot (Field, 2006). The inspection of the residual scatterplots and normal probability plots for all the multivariate relationships, except GHQ, did not indicate significant deviations from normality. Thus, GHQ was further examined.

By using the Z-score value, the skew and kurtosis of each item distribution were calculated. All the kurtosis and skew Z-scores were below the upper threshold of 3.29 and 1.96, respectively (p < .05), except for 5 items in the Core Self-Evaluations, 4 items each in the General Health Questionnaire and Job Satisfaction, 2 items in Life Satisfaction and an item in the Edinburgh Farming Stress Inventory. Table 21 shows the skew and kurtosis (Z-score) values of the items that require further remedy to achieve the statistical assumptions of SEM. The logarithmic transformation was used for these variables because of the skewness and extreme values in the items (Bollen, 1989). The other items did not require log transformation. According to Hair et al., (2006) and Tabachnick & Fidell (2007), testing the complex structural equation models require multivariate normality. By transforming the scale score will not resolved multivariate normality in structure equation modelling, and thus all the transformed items were included in the model. On the other hand, these transformed items were not included in factor analysis and “item parcels” because it was not known which measured items tap on the same common factors (Fabrigar et al., 1999).
Table 21: Results Assessment of Non-normality of Items

<table>
<thead>
<tr>
<th>Variable (items)</th>
<th>Skew (Z-score)</th>
<th>Critical Value</th>
<th>Kurtosis (Z-score)</th>
<th>Critical Value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>JS 1</td>
<td>-2.63</td>
<td>±1.96</td>
<td>3.51</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>JS 2</td>
<td>-2.09</td>
<td>±1.96</td>
<td>3.70</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>JS 4</td>
<td>-1.98</td>
<td>±1.96</td>
<td>3.62</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>JS 5</td>
<td>-2.36</td>
<td>±1.96</td>
<td>3.70</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>LS 2</td>
<td>-1.99</td>
<td>±1.96</td>
<td>6.86</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>LS 4</td>
<td>-1.98</td>
<td>±1.96</td>
<td>3.95</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>CSE 3</td>
<td>-1.97</td>
<td>±1.96</td>
<td>3.33</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>CSE 5</td>
<td>-1.98</td>
<td>±1.96</td>
<td>3.29</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>CSE 7</td>
<td>-2.19</td>
<td>±1.96</td>
<td>3.29</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>CSE 9</td>
<td>-2.87</td>
<td>±1.96</td>
<td>3.49</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>CSE 11</td>
<td>-2.77</td>
<td>±1.96</td>
<td>5.01</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>EFSI 27</td>
<td>2.33</td>
<td>±1.96</td>
<td>5.07</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>GHQ 9</td>
<td>1.98</td>
<td>±1.96</td>
<td>7.95</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>GHQ 10</td>
<td>2.20</td>
<td>±1.96</td>
<td>8.74</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>GHQ 11</td>
<td>4.41</td>
<td>±1.96</td>
<td>8.43</td>
<td>±3.29</td>
<td>*</td>
</tr>
<tr>
<td>GHQ 12</td>
<td>2.46</td>
<td>±1.96</td>
<td>8.67</td>
<td>±3.29</td>
<td>*</td>
</tr>
</tbody>
</table>

Note: *p < .05 significance level; Job satisfaction (JS); Life satisfaction (LS); Core Self-Evaluations (CSE); Stressor (EFSI); Strain (GHQ).

4.7.1 Examination of General Health Questionnaire-12

GHQ-12 data was screened to statistically identify out-of-range responses by exploratory data analysis (Bryman & Cramer, 2009; Tukey, 1977). It was found that GHQ-12 data has unusually discrepant means and standard deviations, and potential univariate outliers. Further analysis of the General Health Questionnaire-12 (strain) indicates increased

10 These items were transformed to logarithmic in the SEM.
variances across the residuals which violate the assumption of the linearity and homogeneity of the variances (Field, 2006). A large residual of dependent variables is evidence that these values are outliers (Chambers, Hentges, & Zhao, 2004; Field, 2006). The graphical analyses (i.e., box plot in Figure 6) were employed to assist in the identification of outlying cases that posed undue influence on the distributional properties of the data.

Since a normal distribution is appropriate for parametric multivariate analyses, the outliers of the Z-score were considered (Banks et al., 2004). Because of the impact of multivariate outliers on regression analysis, outliers were identified and excluded using Z-scores of +3.0 as a threshold (Osborne, 2008). There were 15 outliers identified which were subsequently deleted. Further, when the stem-leaf was employed to examine the General Health Questionnaire-12, there were a further 26 cases of outliers identified (Figure 7). However, “some variables will not follow the shape of the normal distribution curve” (Bryman & Cramer, 2009, p. 116). Therefore, the remaining 26 cases of outliers were retained; there was a total of 1,026 respondents taken into account in the regression analysis and SEM. According to Saal and Knight (1996), the criterion for determining sufficient sample size, utilizes a case to predictor ratio of 10:1, that is, 10 cases for each of the predictors. Thus, the recommended sample size of a factor analysis on a 68-item scale is 680. Given the large number of surveys returned (1,041), statistical power was not a concern, even after consideration of the deleted cases. To summarise, the associations among the items of the General Health Questionnaire-12, Core Self-Evaluations, Edinburgh Farming Stress Inventory, Life and Job Satisfaction were examined using confirmatory factor analysis.
Figure 6: Box Plot of the General Health Questionnaire-12
Figure 7: Stem-and-Leaf Plot of General Health Questionnaire-12
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4.8 Correlation Analysis

As a preliminary analysis, all the variables were tested and the results of the correlation were reported in Table 22 and Table 23. This study used the factor scores of each case to determine the correlations of the variables.

The correlations between the independent and dependent variables were used to evaluate the existence of the relationships. As shown in Table 22, all the independent and dependent variables were significantly correlated. The Edinburgh Farming Stress Inventory (stressor) variable was positively associated (r = 0.46, p < .01) with the General Health Questionnaire-12 (strain). However, this result contradicts the proposed acceptable correlation of about .26 and .40 in a stress-strain study, as suggested by Zapf, Dormann, and Frese (1996), and Koslowsky (1998), respectively. Taking this into account, it is reasonable to suggest that the correlation of stressor-strain in farming populations could achieve higher value. The relationship between the General Health Questionnaires-12 with job satisfaction is negative (r = -0.59) and significant at (p < .01). That is, the lower the strain, the higher the satisfaction. The analyses revealed a positive relationship between job satisfaction and life satisfaction. The relationship is positive (r = 0.66) and significant at (p < .01). The core self-evaluations was directly linked to job satisfaction with r = 0.65 at p < .01, and life satisfaction with r = 0.69 at p < .01. Several studies provide empirical support for the relationship between core self-evaluations and job satisfaction (Judge & Bono, 2001; Judge et al., 2000; Judge et al., 1998). In a meta-analysis of 169 correlations, Judge and Bono (2001) found that the correlation of the core self-evaluations to job satisfaction ranged from 0.24 to 0.45. The relationship between core self-evaluations and job satisfaction was positive because a positive attitude increases one’s satisfaction. In addition, the analyses revealed a negative relationship between core self-evaluations and strain, with r = -0.72 at p < .01, and stressor,
with \( r = -0.45 \) at \( p < .01 \). Both the severity and the frequency of the stressor were significantly correlated at 0.76 (\( p < .01 \)). Thus, farm managers who frequently encountered the high impact of farm stressors are likely to experience high severity from the impact of the farm stressors.

The age of the New Zealand farm managers was significantly correlated with the tenure of their current job on the farm (\( r = 0.55, \ p < .01 \)). The number of employees working at peak season did not generally relate to various variables under examination, except the average hours worked (\( r = -0.08, \ p < .01 \)). During the peak season, the farm managers worked fewer hours when they employed more workers. In addition, if they were sick, they were likely to employ more workers, \( r = 0.62, \ p < .01 \). The size of the farm was negatively correlated with age \( r = -0.10, \ p < .05 \), and positively correlated with average hours worked, \( r = 0.14, \ p < .01 \). Older farm managers worked on smaller farms than the younger farm managers, though the correlations were small with respect to effect size. Herd numbers were negatively correlated with age, \( r = -0.13, \ p < .05 \), and positively correlated with farm size, \( r = 0.30, \ p < .01 \). Thus, the older farm managers are managing lower herd numbers compared with the younger farm managers who are managing higher herd numbers on larger farms. Table 23 shows the interrelation between the demographic variables.

To summarize, the results of the Pearson correlation show that the variables of interest were in the expected direction. Job satisfaction was associated with three correlated variables: life satisfaction, strain, and core self-evaluations, whereas strain was associated with stressors.
### Table 22: Internal Consistency Reliability and Intercorrelations

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Job Satisfaction</td>
<td>1 (0.75)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Life satisfaction</td>
<td>.66**</td>
<td>1 (0.82)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Core Self-Evaluations</td>
<td>.65**</td>
<td>.69**</td>
<td>1 (0.83)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Strain (GHQ-12)</td>
<td>-.59**</td>
<td>-.59**</td>
<td>-.72**</td>
<td>1 (0.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Stressor (severity)</td>
<td>-.34**</td>
<td>-.39**</td>
<td>-.45**</td>
<td>.46**</td>
<td>1 (0.93)</td>
<td></td>
</tr>
<tr>
<td>6. Stressor (frequency)</td>
<td>-.33**</td>
<td>-.38**</td>
<td>-.43**</td>
<td>.44**</td>
<td>.76**</td>
<td>1 (0.94)</td>
</tr>
</tbody>
</table>

Note: *p < .05 (2-tailed); **p < .01 (2-tailed); Internal consistency reliability estimates (coefficient alpha) appear in parentheses on the diagonal; N = 1021.

### Table 23: Intercorrelations between Demographic Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Tenure (years)</td>
<td>.55**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Average hours worked</td>
<td>-.26**</td>
<td>.01</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Employee peak season</td>
<td>.05</td>
<td>.04</td>
<td>-.08**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Farm size</td>
<td>-.10*</td>
<td>.07</td>
<td>.14**</td>
<td>.03</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. No. of cows</td>
<td>-.13*</td>
<td>-.06</td>
<td>.80</td>
<td>0</td>
<td>.30**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7. Sick days/year</td>
<td>.08</td>
<td>.03</td>
<td>-.13</td>
<td>.62**</td>
<td>.05</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: *p < .05 (2-tailed); **p < .01 (2-tailed).

### 4.9 Analysis of Variance (ANOVA)

The farming stress and strain scores were calculated to examine the demographic variables of the farm managers. Two one-way Analysis of Variance (ANOVA) tests determined that no significant differences were found on strain (F = 1.59, df = 7, 1028, p = 0.14), and stressor (F = 1.29, df = 7, 1028, p = 0.26), in whatever type of farming.
Contrary to the finding by Walker and Walker (1987), the strain level was found to differ as a function of the type of farming operation.

Next, by testing one-way ANOVA on the General Health Questionnaire-12 (strain) as the dependent variable, and gender as the independent variable, the General Health Questionnaire-12 scale shows a gender difference, with females showing higher scores ($F = 13.59$, $df = 1, 1019$, $p < 0.001$). The strain mean score for female farm managers was $1.25$ ($SD = 0.88$), compared to $1.04$ ($SD = 0.71$) for male farm managers. Similarly, Booth & Lloyd (2000) found significant differences between male and female UK farmers in their GHQ scores. The female UK farmers showed higher GHQ scores than their male counterparts.

To determine whether gender scores differed from the Edinburgh Farming Stress Inventory (stressor), additional one-way ANOVA analyses were performed. A significant difference was found for stressor ($F = 23.43$, $df = 1, 1019$, $p < 0.001$). The stressor mean score for female farm managers was $2.45$ ($SD = 0.55$) compared to $2.2$ ($SD = 0.57$) reported by male farm managers. The critical value of $F$ similarly suggests that the differences between the male and female scores are significant.

This study revealed that individuals differ in their response to stressors and react affectively in a different manner. Schwarzer and Schulz (2003) argued that females often report more distress than men, because females may generally lack appropriate coping skills in response to stressful life events. Schaubroeck et al. (1992) suggest that coping may play a role in the intra-individual differences in responses to a stressful environment.

There were significant age group differences on the experience of strain ($F = 2.4$, $df = 3, 1009$, $p < 0.07$), and stressor ($F = 3.5$, $df = 3, 1009$, $p < 0.02$), with younger age groups experiencing a higher impact. The critical value of $F$ which is lower than the observed value $F$, suggests the differences in age group are significant. Thus, in this
study, the prevalence of strain symptoms and the impact of stressors differ among the
different age groups. Similarly, Walker and Walker (1987) found higher levels of stress
symptoms among younger Canadian farmers than the older farmers. The high level of
stress symptoms among the young Canadian farmers was associated with higher financial
pressures. Along similar lines, occupational stressors, such as financial issues, were
associated with high stress levels among the affected farmers. Further, the older age
group had more experience in coping with stressors (Ben-Zur & Zeidner, 1991;
Schwarzer & Schulz, 2003). Table 24 shows the results of the one-way analysis of
variance tests for farm types, gender, and age group among farm managers.

Table 24: Results of the one-way analysis of variance tests for differences in age
groups, gender, and farm type on strain

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable</th>
<th>F-Ratio</th>
<th>Critical Value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strain</td>
<td>Age group</td>
<td>2.4</td>
<td>2.09</td>
<td>p&lt;0.07**</td>
</tr>
<tr>
<td>Strain</td>
<td>Farm type</td>
<td>1.6</td>
<td>2.66</td>
<td>ns</td>
</tr>
<tr>
<td>Strain</td>
<td>Gender</td>
<td>13.6</td>
<td>6.67</td>
<td>p&lt;0.001**</td>
</tr>
<tr>
<td>Stressor</td>
<td>Age group</td>
<td>3.5</td>
<td>2.61</td>
<td>p&lt;0.02**</td>
</tr>
<tr>
<td>Stressor</td>
<td>Farm type</td>
<td>1.3</td>
<td>2.66</td>
<td>ns</td>
</tr>
<tr>
<td>Stressor</td>
<td>Gender</td>
<td>23.4</td>
<td>6.67</td>
<td>p&lt;0.001**</td>
</tr>
</tbody>
</table>

**Significant difference; ns (non-significance)

4.10 Hierarchical Multiple Regression Analysis

Hierarchical multiple regression analysis was employed to test for any moderating
effects that the core self-evaluations construct may have had on the stressor-strain and
strain-job satisfaction relationships. Following the suggestions by Frazier, Tix and Barron
(2004), all variables were centred (producing revised sample means of zero) to reduce
problems associated with multicollinearity among the variables in the regression
equation. Core Self-Evaluations, Edinburgh Farming Stress Inventory (stressor) and General Health Questionnaire (strain) are transformed from a raw-score scale to a deviation score scale by subtracting the variable mean from all observations (i.e., mean centering). Therefore, the resulting product term of core-self evaluations with strain will be minimally correlated or uncorrelated; this will not limit the moderated regression results.

For interaction effects to take place, the strength was measured by unstandardized coefficient $\beta$, associated with a centred moderator multiplied with the centred predictor variable. For a significant interaction, the unstandardized coefficient has a value of more than zero (Osborne, 2008). Moreover, any equation with a changed $R^2$ was deemed significant and the independent variable in the regression model could significantly predict the dependent variable (Bryman & Cramer, 2009; Hair et al., 2006). In this study, the moderator, core self-evaluations is hypothesised to affect the direction and/or strength of the relationship between stressor with strain, and strain with job satisfaction.

As noted in Model 1 of Table 25, life satisfaction was a control variable in the regression analyses. The demographic variables included as control variables in the subsequent regression analyses were gender, average hours worked per week, and tenure. This was done in order to control for the impact of the demographic variables and life satisfaction on the study variables (Brunborg, 2008). Thus, a hierarchical multiple regression analysis was conducted (using centred variables) to evaluate how well the independent variables, presented in Table 25, predicted the strain.

Table 25 shows the parameter estimates of regression models of core self-evaluations as a moderator in the stressor-strain relationship. Of the control variables, life satisfaction and gender showed significant effects. Life satisfaction was negatively related to strain ($p < .001$), consistent with the idea that the higher the strain, the more
dissatisfaction there is with life on the farm. In Model 2, stressor as an independent variable was added. The improvement of fit is significant (p < .001). The result reflected the expected direction, with a higher stressor related to higher strain, consistent with prior findings (Booth & Lloyd, 2000; Chen & Spector, 1991; Hurrell et al., 1998; Kivimaki & Kalimo, 1996). Thus, Hypothesis 1 is supported. The average hours worked showed a significant effect (p < .05). The effect of gender on strain turned non-significant with the inclusion of core self-evaluations into the Model 3, suggesting that core self-evaluations had no effect on either male or female responses to strain or stressor. However, the core self-evaluations had a significant negative main effect on strain. This result supports the view that personality traits are a predictor variable of strain (Bond & Bunce, 2003; Brunborg, 2008; Kahn & Byosiere, 1992). In Model 4, the core self-evaluations did not account for any variance in strain beyond the variance attributed to stressor (∆R² = .001, p = .21). Results indicate that Core Self-Evaluations did not significantly moderate the stressor-strain relationship, t (7, 821) = -1.25, p = .21 (see Table 25). Although this study has enough power to detect an extant effect, the failure to find a moderation effect of core self-evaluations could mean that there is no interaction, or interaction exists in a quadratic form (Osborne, 2008). As the stressor increased, strain did not increase significantly, either for the low core self-evaluations farm managers or the high core self-evaluations farm managers.
Table 25: Moderated Regression Results for Core Self-Evaluations as a Moderator of Stressor-Strain relationship

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Product Terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stressor x CSE</td>
<td>-.04</td>
<td>(0.033)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderator</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core self-evaluations (CSE)</td>
<td>-.47***</td>
<td>-.48***</td>
<td>(CSE)</td>
<td>(0.028)</td>
</tr>
<tr>
<td><strong>Independent Variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stressor</td>
<td>.31***</td>
<td>(0.37)</td>
<td>.14***</td>
<td>(0.33)</td>
</tr>
<tr>
<td><strong>Control Variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.77***</td>
<td>(0.154)</td>
<td>1.94***</td>
<td>(0.177)</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>-.39***</td>
<td>(0.021)</td>
<td>-.32***</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Average hours worked</td>
<td>.002</td>
<td>(0.001)</td>
<td>.001*</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Gender</td>
<td>.193***</td>
<td>(0.054)</td>
<td>.112*</td>
<td>(0.053)</td>
</tr>
<tr>
<td>Tenure</td>
<td>.000</td>
<td>(0.001)</td>
<td>.000</td>
<td>(0.001)</td>
</tr>
<tr>
<td>R²</td>
<td>.317***</td>
<td>(0.001)</td>
<td>.370***</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>.313***</td>
<td>(0.001)</td>
<td>.367***</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Change in R²</td>
<td>.317***</td>
<td>(0.001)</td>
<td>.054***</td>
<td>(0.001)</td>
</tr>
<tr>
<td>N</td>
<td>829</td>
<td>829</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td>F</td>
<td>95.39***</td>
<td>96.86***</td>
<td>156.49***</td>
<td>134.45***</td>
</tr>
</tbody>
</table>

Note: Standard errors are in parentheses. * values presented include centred data only.
†p < .10
*p < .05
**p < .01
***p < .001
In the second regression test, Table 26 shows the parameter estimates of regression models of core self-evaluations as a moderator in the strain-job satisfaction relationship. The hierarchical multiple regression analysis was conducted (using centred variables) to evaluate how well the independent variables predicted job satisfaction.

Model 1 shows the parameter estimates of the control variables. Of the four control variables, only life satisfaction shows consistent significant effects over subsequent models (p < .001). The life satisfaction measure shows a strong and positive effect on job satisfaction that is consistent with prior findings (Heller et al., 2002; Tait et al., 1989). Thus, Hypothesis 3 is supported. In Model 2, strain as an independent variable shows a significant negative effect with job satisfaction (p < .001), as predicted by Hypothesis 2, that is, the lower the strain, the higher the satisfaction. In Model 3, core self-evaluations is significantly related to job satisfaction (p < .001) which supports Hypothesis 4. The result is consistent with previous findings that core self-evaluations affects job satisfaction (Judge et al., 2002; Judge, Locke, & Durham, 1997; Rode, 2004).

Finally, to address whether core self-evaluations would moderate the strain and job satisfaction relationship, hierarchical multiple regression analyses were conducted. The results indicate that core self-evaluations did significantly moderate the strain-satisfaction relationship, t (7, 825) = 2.6, p < .01 (see Table 26). The linear combination of the independent variables was significantly related to job satisfaction, R² = .468, adjusted R² = .463, F (7, 825) = 103.5, p < .001. Although the hierarchical regression result suggested that the interaction term was significant, the amount of incremental variance explained by the interactions in Table 26 was modest at 0.4% (ΔR² = .004, p < .01). However, as Ozer (1985) noted, in interaction terms, R² is often a misleading measure of effect size. To further illustrate, Figure 8 shows the graphic representation of the interaction term. The plotted interaction demonstrated that as strain increased, job
dissatisfaction did not increase significantly for high core self-evaluations farm managers compared to low core self-evaluations farm managers. Hence, Hypothesis 6 is supported.

Next, a pairwise test was conducted to assess whether the mean differences of strain and job satisfaction between the two groups of farm managers were statistically meaningful. On average, the individual who experiences greater strain (median > .92) will likely experience lower job satisfaction (mean = 5.5, SE =.04). Thus, the low core self-evaluations farm managers may experience significantly greater strain than high core self-evaluations farm managers. The difference was significant at t (814) = -15.5, p< .001.

To summarize, the regression analysis reveals a two-way interaction on the strain and job satisfaction relationship, with core self-evaluations as a significant moderator (p < .001). On the other hand, core self-evaluations is not a significant moderator in the stressor and strain relationship. Therefore, the results of the regression analysis imply that those high or low core self-evaluations farm managers who experience high stress are likely to perceive high strain. Further, the high core self-evaluations farm managers who perceive high strain are more likely to be satisfied with their lives and jobs on the farm. The correlation between job satisfaction and life satisfaction in the last model of the moderated regression analysis (r = .25), was comparable to the average unadjusted correlation (r = .31) reported in the meta analysis by Tait et al. (1989).
Table 26: Moderated Regression Results for Core Self-Evaluations as a moderator of Strain-Job Satisfaction relationship.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Product Terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain x CSEº</td>
<td>-0.07**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderator</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core self-evaluations</td>
<td>0.25***</td>
<td>0.27***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CSE)</td>
<td>(0.038)</td>
<td>(0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Independent Variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>-0.36***</td>
<td>-0.21***</td>
<td>-0.25***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
</tr>
<tr>
<td><strong>Control Variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.27***</td>
<td>4.27***</td>
<td>3.14***</td>
<td>3.07***</td>
</tr>
<tr>
<td></td>
<td>(.165)</td>
<td>(.184)</td>
<td>(.245)</td>
<td>(.246)</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>0.48***</td>
<td>0.34***</td>
<td>0.26***</td>
<td>0.25***</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.025)</td>
<td>(.027)</td>
<td>(.027)</td>
</tr>
<tr>
<td>Average hours worked</td>
<td>0.001</td>
<td>0.002†</td>
<td>0.002†</td>
<td>0.002†</td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.001)</td>
</tr>
<tr>
<td>Gender</td>
<td>0.042</td>
<td>0.111*</td>
<td>0.130*</td>
<td>0.138**</td>
</tr>
<tr>
<td></td>
<td>(.058)</td>
<td>(.055)</td>
<td>(.054)</td>
<td>(.054)</td>
</tr>
<tr>
<td>Tenure</td>
<td>-0.002</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>(.002)</td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.001)</td>
</tr>
<tr>
<td><strong>R²</strong></td>
<td>0.364***</td>
<td>0.434***</td>
<td>0.463***</td>
<td>0.468***</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.361***</td>
<td>0.430***</td>
<td>0.459**</td>
<td>0.463***</td>
</tr>
<tr>
<td>Change in R²</td>
<td>0.364***</td>
<td>0.070***</td>
<td>0.029***</td>
<td>0.004**</td>
</tr>
<tr>
<td>N</td>
<td>833</td>
<td>833</td>
<td>833</td>
<td>833</td>
</tr>
<tr>
<td>F</td>
<td>118.26***</td>
<td>126.73***</td>
<td>118.80***</td>
<td>103.52***</td>
</tr>
</tbody>
</table>

Note: Standard errors are in parentheses.
° values presented include centred data only.
†p < .10
*p < .05
**p < .01
***p < .001
Interaction between strain and core self-evaluations

4.11 Structural Equation Modelling (SEM)

SEM is an extension of the general linear model of analysis of which multiple regression is a part. SEM is able to remove measurement error effects from latent variables measured by multiple indicators, which allows for a more precise examination of the relationships of the hypothesised model. The measurement model examines the factor structure of the construct indicators. There can be multiple dependent/endogenous variables in a single structural equation model compare with a regression model which can only model one dependent/endogenous variable and cannot manage complex models involving indirect paths (Fletcher, Selgrade & Germano, 2006; Hair et al., 2006).

In this study, a series of structural models was subjected to covariance structural equation modelling analysis utilizing AMOS 17.0 (SPSS). The AMOS program allows the specification of baseline models where covariances among the observed variables are required to be equal (Arbuckle, 2003). All SEM analysis was performed using the
maximum likelihood procedure. The major variables were tested by using Structural Equation Modelling to determine the pattern of path analysis in the hypothesised model. Whenever SEM was employed, the overall fit of the model to the data was assessed by examining the Chi-square indices of fit ($X^2$), the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR).

In this study, the baseline Model 1 included all the variables: Core Self-Evaluations, Edinburgh Farming Stress Inventory, General Health Questionnaire, Job and Life Satisfaction. The paths from one latent variable to the indicators of another were constrained to equal zero to test empirically for goodness of fit (Bollen, 1989). Based on the results of the hierarchical regression analysis on Tables 25 and 26, Model 1 was first tested with the following paths: 1) from core self-evaluations measures to stressor; 2) from stressor to strain; 3) from strain to job satisfaction; and 4) from job satisfaction to life satisfaction. The control variable, life satisfaction was statistically partial from the data in the baseline model. It was included in the subsequent structural models to remove its influence from the entire system of variables (Newcomb & Bentler, 1988). Thus, by including a factor in a SEM is conceptually similar to having a control variable in a regression because the model does take account of relationships with life satisfaction. Table 27 shows the results of the path baseline model as obtained in AMOS 17.0. Examination of the fit indices (RMSEA and SRMR) indicated within the acceptable range.

Model 1 and Model 2 have the actual variables included. The only difference in Model 2, is that the product term of Core Self-Evaluations has been included with the General Health Questionnaire (strain) in the model to determine the interaction and quadratic moderation in the structural equation modelling (Kenny & Judd, 1984; Kline, 2005). The model of the moderating effects of core self-evaluations between strain and
job satisfaction, was tested by applying a technique described by Ping (1995), which allows the inclusion of interaction terms within SEM. The results reveal that the path from core self-evaluations as a moderator for strain and job satisfaction relationship was not significant. Thus, Model 2 was rejected because $\Delta X^2$ ($\Delta df$) did not provide a significant test of fit differences.

Next, Model 3 was built on the first model, plus the product term of Core Self-Evaluations with the Edinburgh Farming Stress Inventory (stressor) was added into the model to assess the interaction and quadratic moderation (Kenny & Judd, 1984; Kline, 2005). Again, the model of the moderating effects of core self-evaluations between strain and job satisfaction was tested by applying a technique described by Ping (1995), which allows the inclusion of interaction terms within SEM. The path in Model 3 was nested, or modified, with the same number of estimated parameters ($\Delta df = 0$). The results reveal that the path from core self-evaluations as a moderator for the strain and job satisfaction relationship was significant. The results, derived through a series of discrete regression models, are largely consistent with those from the path analysis in SEM. Likewise, Mu, Gnyawali, and Hatfield (2007) found similar results in their application of the regression models, and subsequently with structural equation modelling.

Finally, the fourth model was the same as the third model, plus the product term of Core Self-Evaluations with General Health Questionnaire (strain) was added into the model to assess the interaction and quadratic moderation. The model of the moderating effects of core self-evaluations between stressor, strain and job satisfaction, were tested by applying a technique described by Ping (1995), which allows the inclusion of interaction terms within SEM. The path from core self-evaluations as a moderator for stressor-strain, and strain-job satisfaction relationship were significant. The specific fit indexes were as follows: $\Delta X^2 (76) = 11.2$, $p < .001$, RMSEA = .073, SRMR = 0.069.
RMSEA values between .05 and .08 suggest a reasonably close fit in the model (Browne & Cudeck, 1993; Hair et al., 2006; Kline, 2005; MacCallum, Browne, & Sugawara, 1996). Values of SRMR less than .08 are generally considered favourable (Hair et al., 2006; Kline, 2005). Further, the power associated with RMSEA indicates the close fit of an entire structural equation model with a sample size of 1026, and degrees of freedom of 817 (McQuitty, 2004).

Given that Model 4 had better specific fit indices using more parameters (df = 817), it might be argued that Model 4 should be preferred over Model 3 (Kaplan, 1995; McQuitty, 2004). Alternatively, a change in X² close to the difference in degrees of freedom, suggests that the freed parameters constitute a real improvement. Further, moderator 1 (core self-evaluations x strain) and moderator 2 (core self-evaluations x stressor) were fitted to a covariance matrix to assess whether the model would provide a good fit to the data and would have a causal relationship (Bollen, 1989; MacCallum & Austin, 2000). The estimate value of the covariance is -0.02 and the critical ratio is -4.47. Thus, a model that produces an estimated value of covariance matrix is generally a good fit model (Hair et al., 2006). Overall, a significant chi-square difference in Model 4 indicates that the fit of the more complex model is significantly better than that of the simpler model (Bollen, 1989; Joreskog, 1993).

In standard regression, the degrees of freedom are based on the sample size and reduced by the number of estimates in the model. The more complex models would have had fewer degrees of freedom. However, in Structural Equation Modelling, the degrees of freedom have nothing to do with the sample size; they are derived entirely from the models. As a result, the more complex models actually have more degrees of freedom. (Byrne, 2001; Newcomb & Bentler, 1988).
Specifically, as McQuitty (2004) noted:

When large samples are used to test complex models (i.e., those that have many df), it is possible for power to be much greater than expected by a researcher, leading to overrejection of “correct” models (p.177).

Similarly, Wheaton (1987) suggests $X^2$ depends directly on the sample size in assessing fit of a model. Thus, the findings of well-fitted hypothesized models, where the $X^2$ value approximate the degrees of freedom in large sample, have proven to be realistic.

A summary of the goodness of fit indices is shown in Table 27.

**Table 27: Summary of Goodness-of-Fit Indices**

<table>
<thead>
<tr>
<th>Model</th>
<th>Measures</th>
<th>$X^2$(df)</th>
<th>$\Delta X^2$</th>
<th>$\Delta$ df</th>
<th>$\Delta X^2/\Delta$ df</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (baseline)</td>
<td>CSE, EFSI, GHQ, JS, LS</td>
<td>4419 (741)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.070</td>
<td>0.064</td>
</tr>
<tr>
<td>2</td>
<td>CSE, EFSI, GHQ, JS, LS, CSE x GHQ (moderator 1)</td>
<td>4441 (779)</td>
<td>22</td>
<td>38</td>
<td>0.58</td>
<td>0.068</td>
<td>0.066</td>
</tr>
<tr>
<td>3</td>
<td>CSE, EFSI, GHQ, JS, LS, CSE x EFSI (moderator 2)</td>
<td>5472 (779)</td>
<td>1053</td>
<td>38</td>
<td>27.7***</td>
<td>0.077</td>
<td>0.071</td>
</tr>
<tr>
<td>4</td>
<td>CSE, EFSI, GHQ, JS, LS, CSE x GHQ, CSE x EFSI</td>
<td>5272 (817)</td>
<td>853</td>
<td>76</td>
<td>11.2***</td>
<td>0.073</td>
<td>0.069</td>
</tr>
</tbody>
</table>

Note: $N = 1026$; ***p < .001; $\Delta X^2$ = difference Chi-square index; $\Delta$ df = difference degrees of freedom; RMSEA (Root mean square error of approximation); SRMR (Standardized root mean square residual); CSE (Core Self-Evaluations); EFSI (Edinburgh Farming Stress Inventory); GHQ (General Health Questionnaire); JS (Job Satisfaction); LS (Life Satisfaction)
Figure 9 displays Model 4 with the standard coefficient of each path, and the critical ratios as obtained in AMOS 17.0. Six paths in this full model were found to be statistically significant. The model fit indices provide additional information on the plausibility of the tested model. The paths running from core self-evaluations as moderator for the stressor-strain and the strain-job satisfaction relationships were significant. Thus, taken together, Hypothesis 5 and Hypothesis 6 were confirmed. The value of the hypothesised model is shown in Table 28. The results do not merely support the previous literature, but broaden the understanding of how core self-evaluations relate with the prescribed variables.

Figure 9: Empirical Test of the Structural Equation Modelling of the Hypothesised Model

Note: Figures given are coefficients (critical ratios in parentheses)
Table 28: Values of Hypothesised Model

<table>
<thead>
<tr>
<th>Path to</th>
<th>Path from</th>
<th>Path value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stressor</td>
<td>Core self-evaluations</td>
<td>-.43***</td>
</tr>
<tr>
<td>Strain</td>
<td>Stressor</td>
<td>.72***</td>
</tr>
<tr>
<td>Job satisfaction</td>
<td>Strain</td>
<td>-.43***</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>Job satisfaction</td>
<td>6.27***</td>
</tr>
<tr>
<td>Stressor-strain</td>
<td>Moderator 1 (core self-evaluations)</td>
<td>-0.91***</td>
</tr>
<tr>
<td>Strain-job satisfaction</td>
<td>Moderator 2 (core self-evaluations)</td>
<td>0.76***</td>
</tr>
</tbody>
</table>

Note: N = 1026; *** p < .001; ** p < .05

In summary, core self-evaluations appear to be a significant moderator in the stressor-strain and strain-job satisfaction relationships. This finding has further expanded the “nomological network of core self-evaluations” which shows a higher proportion of the relationship of this latent construct with the variables of interest (Judge & Hurst, 2007, p. 1223).

4.12 Summary of Key Quantitative Findings

This chapter has presented all the data relevant to the six hypotheses outlined in the literature review. The study finds that individuals’ core self-evaluations are affected by stressors, which means they are linked with recent life events. As hypothesised, farm stressors and strain were positively related. This was confirmed by the farm managers who experienced low strain indicating that they experienced a low impact from farm stressors. In addition, as hypothesised, strain was found to be inversely related to job satisfaction. The farm managers who reported high levels of strain in the study reported low job satisfaction. Also as hypothesised, a strong correlation was discovered between job satisfaction and life satisfaction, and the farm managers who were satisfied with their job reported life satisfaction on the farm.
Finally, the measurement models and structural model showed that the core self-evaluations moderated the stressor-strain-job satisfaction relationships, which were then validated by structural equation modelling. The results suggest that core self-evaluations are a significant moderator for the stressor-strain relationship and the strain-job satisfaction relationship. Core self-evaluations, as a higher order latent variable, remained robust throughout the process of data analyses. The results of the hypotheses testing are shown below in Table 29

Table 29: Summary of Hypotheses Testing

<table>
<thead>
<tr>
<th>SUMMARY OF HYPOTHESES TESTING</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HYPOTHESES</strong></td>
</tr>
<tr>
<td>1. There is a positive relationship between farm stressors and strain</td>
</tr>
<tr>
<td>2. There is a negative relationship between strain and job satisfaction</td>
</tr>
<tr>
<td>3. Job satisfaction is positively related to life satisfaction</td>
</tr>
<tr>
<td>4. Core self-evaluations is positively related to job satisfaction</td>
</tr>
<tr>
<td>5. The relationship between farm stressors and strain is moderated by core self-evaluations</td>
</tr>
<tr>
<td>6. The relationship between strain and job satisfaction is moderated by core self-evaluations</td>
</tr>
</tbody>
</table>
CHAPTER 5  –  DISCUSSION

5.1 Overview of the study

This study examined the moderating effects of a broad personality measure called core self-evaluations in a comprehensive model that included not only psychosocial stressors and psychological strain but also the satisfaction domain. This study is designed to accomplish six hypotheses drawn from the general stress, farming stress, and core self-evaluations literature:

i. Hypothesis 1: There is a positive relationship between farm stressors and strain;

ii. Hypothesis 2: There is a negative relationship between strain and job satisfaction;

iii. Hypothesis 3: Job satisfaction is positively related to life satisfaction;

iv. Hypothesis 4: Core self-evaluations are positively related to job satisfaction;

v. Hypothesis 5: The relationship between farm stressors and strain is moderated by core self-evaluations; and


The objective is to develop a theoretical model for understanding the dispositional construct, core self-evaluations, in the stressors and strain, and strain and satisfaction relationships. No research on core self–evaluations has yet been published utilising the
method of incorporating measures of stressors, strain, and satisfaction in a hypothesised model.

The results of the present study support the prediction that stressors are directly linked to strain. The results also support the prediction that strain and job satisfaction are negatively correlated. Job satisfaction is found to be strongly related to life satisfaction. This study clearly supports the hypothesis that job satisfaction is positively associated with core self-evaluations. The statistical evidence based on a structural equation modelling technique confirmed that the broad personality construct, core self-evaluations, moderated the impact of stressors on strain, and, subsequently, that there is a negative influence of strain on job satisfaction. The final model suggests that traditional occupational stress models are incomplete as they do not include individuals’ appraisals of the situations as affected by their individual differences.

5.2 Stressors in farming

Research involving farm managers has focussed primarily on associations between the external environment and health outcomes such as depression, anxiety, and heart disease (Smith & Saunders, 1995). This study examines how the cognitive appraisals of farm managers affects their psychological states. In farm work, farm managers encounter six domains of farm-related stressors such as government policies and regulations, finance issues, unpredictable factors in farming, time pressures, personal farm hazards and geographical isolation (Deary et al., 1997).

In relation to the Beehr and Newman (1978) dimensions of stress, the environmental situation was perceived as presenting a demand which threatened to exceed the individual’s capabilities and resources in the work stress process. The farm managers in the present study rated complying with government policies and regulations,
unpredictable factors, personal farm hazards, time pressure, and finance issues, and geographical isolation among their sources of farm stress.

As noted, this study identified that the highest source of stress experienced by farm managers are government policies and regulations. The farm managers viewed government policies and regulations as the highest stressor due to two factors. First, the government has to constantly regulate the economic policies (such as currency and interest rates) to remain competitive in the international market. As a result, the farm managers who lacked financial skills often suffered severe losses through exposure to the price fluctuations in the market for their produce. The second factor are the government policies which limit availability of labour on the farm. The farm managers in this study reported working up to 140 hours per week on large farms. The stressors are increased when not enough workers are available to assist them. Thus, employing farm workers has remained a critical issue in all sectors of the agriculture industry in New Zealand. This result increases workload and time pressure, which have deleterious psychological effects on the farm managers.

Taken together, the results of this study support previous research, verifying similar farm stressors, as reported by Alpass et al. (2004) and Deary et al. (1997). However, via confirmatory factor analysis, six specific farm stressors were selected from the 34-item Edinburgh Farming Stress Inventory. The most notable items are the debt load, bad weather, farming-related accidents, long hours of work, social isolation, and completion of government forms. In light of the relatively specific facets of farming-related stress revealed by this study, a general job-related stress inventories scale will provide support related to all aspects of stressors in farming.
5.3 Strain in Farming

The farm managers reported a high impact of stressors related to complying with government policies and regulations, but a comparatively low impact of stressors in relation to geographical isolation. Although farm managers rated geographical isolation as the least stressful factor, it is a significant predictor of psychological strain and illness (Eberhardt & Pooyan, 1990). To capture the total impact of strain, the farm managers who frequently encountered high impact stressors will experience more severe reactions to stressors (Alpass et al., 2004).

To summarise, the sources of stress in the New Zealand farming population are found to be consistent with those reported elsewhere, particularly, in the Australian and British farming populations. The farm managers who experience stressful events while doing farm work tend to report psychological strain.

5.4 Stressor and Strain relationship

The relationships between workers’ environments and their attitude outcomes have received enormous attention in the empirical literature (Grant & Langan-Fox, 2007; Kinman, 2001; Locke, 1976; Margolis et al., 1974). For instance, previous researchers have found links between stressors and psychological strains (Lobley et al., 2004; Spector & Jex, 1998; Walker & Walker, 1988; Wallis et al., 2003). According to Fletcher (1989), “Occupational stressors are risk factors in the work environment which increase the probability of strain reactions” (p. 10).

As anticipated, this study supports previous findings that there are links between farm stressors and psychological strain. The farm managers in this study experienced strain when the characteristics and demands of the farm work were misaligned with their
abilities. When the profit-oriented farm managers’ do not achieve their targets, they are likely to experience psychological strain. Farm managers in this study believed they had control over determining their affective responses. However, many of the factors contributing to farm crises are well beyond farmers’ control. Thus, as a farm crisis endures over a longer time period, they often suffer from psychological strain. In effect, strain is the result of an incompatible fit between the demands of a job and the personal abilities of the individual (Lazarus & Folkman, 1984).

Although this study confirms the stressor and strain relationship as found in stress literature, it raises questions about certain core premises of the occupational stress model. As noted, the farm managers’ responses to environmental farm stressors depend on the type of stressors encountered and their cognitive appraisals, which may or may not lead to psychological strain. If the stressor has a low impact, the farm managers will only suffer low psychological strain. For example, geographical isolations is rated lowest in severity for the impact of stressors. The result of this study supported findings that individuals are constantly exposed to changes in the external environment, thus there are variations in the level of strain experienced.

Interestingly, the farm managers in the present study report low strain when faced with the impact of farm stressors. These results contradict past research findings in the Australian and British farming populations in which numerous studies report that farm managers experience a high impact from farm stressors. Previous studies used similar instruments and the General Health Questionnaire 12-item version to measures strain. Thus, the disparity in the strain level reflects the differences in government regulatory pressure (such as, agricultural policy reforms) and unpredictable factors (such as, outbreak of diseases or natural disasters) experienced by the farming populations.
However, the relatively low impact of stressors reported by New Zealand farm managers results in low strain and, consequently, high job satisfaction is experienced.

To summarise, the results support the notion that the low impacts of stressors generate low levels of strain among New Zealand farming managers. This can have spillover effects into other aspects of farming life, and into their satisfaction with the job and farming life.

5.4.1 Gender and farming stress

An expected result in this study is the higher level of farming-related stressors and the higher impact of strain reported by female farm managers compared with their male counterparts. There is some evidence to suggest that female farm managers respond differently to stressors in comparison to their male counterparts (Alpass et al., 2004; Ang, Lamm, & Tipples, 2008; McGregor et al., 1995). For instance, Heppner, Cook, Strozier and Hepper (1991) report that U.S. male farm managers react differently to stressors from the female farm managers, “reflecting a more global, pervasive, and ambiguous sense of personal failure linked to their traditional need for achievement” (p. 172). The particular experience of strain among female farm managers has been addressed by other researchers (Alpass et al., 2004; Booth & Lloyd, 2000; Deary et al., 1997; Walker & Walker, 1987). However, there is no conclusive evidence that has been addressed by other researchers on the experience of higher stressors and strains among female farm managers.

In fact, a female farm manager in Christchurch who felt isolated working on her farm when confronted with the impact of a stressor said, “I have no friends from the nearest neighborhood on a farm and we never communicate with each other when I need
help” (farm manager 1, 2007). However, based on the evidence of this study, the issue remains of whether females are simply more prepared to report experiencing stressors or really suffering farm-related strain. If the strain levels are truly significant among the female farm managers, sources of stress may be balancing work and family roles (Deary et al., 1997) or personal factors (such as different coping styles) (Berkowitz & Perkins, 1984; Walker & Walker, 1987). In this context, females are more likely not to cope or to seek social support, which means they will experience increased levels of strain when confronted with stressful situations (Taylor et al., 2000).

In relation to Karasek’s Job Strain Model, a high farm stressor and low control are significant predictors of strain among female farm managers. However, by seeking social support, personal control is no longer a significant predictor of strain (Karasek & Theorell, 1990). Therefore, social support from the neighbourhood may have an effect on the female farm managers’ well-being in the farm. Thus, it is reasonable for female farm managers to experience low job satisfaction when confronted with high levels of strain in their job.

5.5 The Role of Core Self-Evaluations

Judge et al. (2008) argue that core self-evaluations taxonomy may explicate the psychological processes underlying the disposition source of job satisfaction beyond the other personality taxonomies (such as the five-factor model, positive and negative affectivity).

Judge et al. (1997) demonstrate that the four personality traits reflect core self-evaluations, that produces self-esteem, generalised self-efficacy, low neuroticism (or high emotional stability), and locus of control. Consistent with past research, the results of this

---

11 The quotes in the discussion chapter were obtained from the farm managers who participated during the pilot study.
study support the theoretical development of an aggregated conceptualisation of core self-evaluations, which represents the weighted sum of the four individual traits. From the results of confirmatory factor analysis, there is evidence to support that each of the four traits explains the psychological mechanism of the core self-evaluations as a broad, latent trait. As such, this study confirms core self-evaluations as a latent construct, as claimed by Johnson et al. (2008). As Dormann et al. (2006) highlight, “The model conceptualises core self-evaluations as an aggregate construct. Then, the four variables are the causes (sic) of a latent factor” (p. 31). That is, self-esteem, locus of control, generalised self-efficacy, and neuroticism, aggregate to form a nomological network with a core self-evaluations factor.

The protective factors, such as high self-esteem and internal locus of control, could counterbalance the negative aspects of life when individuals are vulnerable to an increased number of risk factors, or when they experience more stressful life events (Werner & Smith, 2001). However, research has demonstrated that these individual traits when used in isolation inconsistently predict job outcomes (Dewey, 1974; Ghiselli, 1973; Judge et al., 2003).

As a fundamental trait, core self-evaluations possessed by individuals will remain relatively unaffected when they engage with unfamiliar environments. In the stress process, when individuals are exposed to unfamiliar environments or events that are interpreted as threatening, they will respond with appropriate behaviour and emotion to produce strain levels (Kammeyer-Mueller et al., 2009).

The empirical findings support core self-evaluations as a moderator in the stress process. This suggests that core self-evaluations is useful in the context of understanding farm managers at work. This conclusion is further supported by the finding that core self-evaluations are negatively related to stressors that link to strain. Moreover, by utilizing
core self-evaluations as a single construct moderator, the model is more robust than the four widely-studied traits: self-esteem, locus of control, neuroticism, and generalised self-efficacy in isolation.

5.5.1 Core Self-Evaluations as a Moderator between Stressors and Strain Relationship

The result in this study reflected the expected direction, with higher stressors related to higher strain, consistent with prior findings (Booth & Lloyd, 2000; Chen & Spector, 1991; Hurrell et al., 1998; Kivimaki & Kalimo, 1996). However, this form of strain may not necessarily be influenced by work-related stressors. Other factors, such as dispositional tendencies, that is, core self-evaluations, are found to operate in an individual’s life.

As the individual’s core self-evaluations is negatively associated with strain, the cognitive appraisal of the situation affects an individual’s levels of strain. This is in accordance with other studies using personality traits as predictors for strain (Bond & Bunce, 2003; Brunborg, 2008; Kahn & Byosiere, 1992). The degree of strain generated by a stressor is dependent on individual assessments of the situation. When this stimulus exceeds the threshold value, the individual is likely to produce a negative strain response. Therefore, the degree to which an individual feels control over such situations could mitigate the stressor-strain link.

In this study, the farm managers reported low levels of strain. Thus, the farm managers, as reported with other workers, were satisfied when working in a low strain job and, because farm work is an important part of farm managers’ lives, it influences their life satisfaction. The results of this study support the findings that the farm managers evaluate the stressors or demands of their job with respect to their significance for their
well-being based on their affective responses. This relationship demonstrates that stressors and strain have a direct negative impact on job satisfaction. The results of this study support other findings, such as research by Kalliath et al. (2004) on New Zealand workers, and Markey (2010) on New Zealand teachers. The level of strain is comparable to the level reported by the New Zealand farm managers. Therefore, the New Zealand workforce is experiencing low psychological strain and, thus, are more satisfied with their jobs.

However, previous studies do not explain why certain individuals experience less psychological strain than others in the workplace environment (such as Grant & Langan-Fox, 2007; Judd et al., 2006; Margolis et al., 1974). The result of this study shows that core self-evaluations is a significant moderator for the stressor-strain relationship. As stressors increased (mean > 2.1) strain increased significantly (median > .92), for both low core self-evaluations farm managers and high core self-evaluations farm managers. The results of this study confirmed that the farm managers reported a moderately high level of core self-evaluations (mean = 5.4, SD = 0.83), and that the high core self-evaluations significantly reduce the stressor-strain relationship, whereas low core self-evaluations significantly increase the stressor-strain relationship. The relationship between stressors and strain is, in fact, dependent upon one’s core self-evaluations. Both high and low core self-evaluations individuals pursue different avenues, especially following stressful events or threats. Individuals tend to have a general world view, which may spill over to the workplace and they are sensitive to demanding work situations (Judge et al., 1998). Accordingly, core self-evaluations alter the effect of stressors on strain, specifically by buffering their effect. Individuals report varying levels of stressors and strain.
The results of the study support that the differences in response to stressors in the farming environment will vary as a function of an individual’s disposition. Similarly, the level of psychological strain is a result of how the individuals perceive stress (stressors) and their ability to cope with the stressors (Decker & Borgen, 1993; Kammeyer-Mueller et al., 2009).

Individuals who believe that they do not have sufficient personal resources to cope with specific events may experience a more intense stress reaction (Karasek & Theorell, 1990). Similarly, farm managers who experience high levels of strain are the result of a high impact of stressors and a low locus of control. Since locus of control is one of the central components of core self-evaluations, the low core self-evaluations farm managers are overwhelmed by farm stressors. Conversely, farm managers with high locus of control will exert greater confidence over the potential stressors. They can respond successfully to various situations, resulting in fewer strain reactions to stressors because of the psychological mechanism of core self-evaluations. These farm managers have increased self-worth and well-being which are buffers against threats (Judge et al., 2004).

Second, farm managers who scored higher on the strain score also score higher on neuroticism, which is one of the components in core self-evaluations (Judge et al., 1998; Parkes, 1990). Neuroticism is a broad trait that manifests an individual’s view of his/her emotional status (Mount & Barrick, 1995). Those with high neuroticism scores demonstrate high strain levels in individuals, which, in turn, lead to high levels of negative affective states and depression (Costa & McCrae, 1992; Watson, 2000). The negative affectivity states can lead individuals to perceive the job demands or stressors as high, which spills over to the workplace (Spector, Zapf, Chen, & Frese, 2000; Watson & Clark, 1984). In contrast with negative affectivity, the low neuroticism individual will experience positive affectivity which reflects the individual’s enthusiasm, pleasure, and
general well-being (George & Brief, 1992). Consequently, there is evidence to suggest individuals with higher core self-evaluations are associated with lower levels of strain.

The findings of this study suggest that high core self-evaluations individuals are advantaged in circumstances of change and insecure environments. For example, one typical highly-promising farm manager said, “When events change, you must change” (Avery, 2009). Farm managers with a high level of core self-evaluations actually experience less impact from farm stressors, because of their positive attitude and behaviour.

To summarise, core self-evaluations plays a moderating role which appears to influence the magnitude of self-reported stressors and strain. Moreover, the result supports individual differences being related to self-perception and affecting reinterpretation of self-expression, thereby reducing potential stress for high core self-evaluations individuals. This process is termed as “differential reactivity” (Kammeyer-Mueller et al., 2009, p. 179).

5.5.2 Core Self-Evaluations as a moderator between Strain and Satisfaction

Relationship

Previous researchers have demonstrated that the impact of job-related stress decreases farm managers’ job satisfaction and, thus, increases psychological distress (Chen & Spector, 1991; Fogarty et al., 1999; Pugliesi, 1999). Hence, farm managers who experience job satisfaction mainly derive it from the nature of their farm working environments. Their life on the farm is influenced by a broad range of farm events that can increase or decrease their level of satisfaction. Therefore, the happy individuals are less sensitive to unfavourable events compared with the unhappy individuals. Thus, the farm managers who report satisfaction working on the farm may have a belief that their
lives are good, and this belief might play a crucial role in enhancing their evaluation of central life domains.

However, this study confirms a slightly stronger association between job and life satisfaction compared with the true score in the quantitative review of all types of work by Tait et al., (1989). The variation is hardly surprising because farm work is the central aspect of a farm manager’s life. The finding of this study reveals that their experience and feelings have been associated with work and non-work. In the meta-analytic study, Heller et al. (2004) support that the domain satisfactions, including job satisfaction, were substantially associated with life satisfaction. This is consistent with the bottom-up approach to life satisfaction, positing that job satisfaction exerts a unique influence over life satisfaction. The intuitive bottom-up or situational factor of life satisfaction plays an important role in individual differences in domain satisfaction. Thus, job and life satisfactions are viewed as components which derive pleasant and unpleasant experiences from the overall life of the individuals.

The result in this study confirmed a significant interaction between core self-evaluations and strain for job satisfaction, and, therefore, fully supports a moderated effects model. Individuals who experience greater strain (median > .92) will experience lower job satisfaction (mean < 5.5). The results of this study confirmed that the farm managers reported a moderately high level of core self-evaluations (mean = 5.4, SD = 0.83). Thus, the low core self-evaluations farm managers are experiencing significantly greater strain than high core self-evaluations farm managers. As a result of the significant effect of core self-evaluations and strains, the individual level of job satisfaction varies.

Core self-evaluations can influence the individuals’ appraisals of external events which cause psychological strains. The reason is that core self-evaluations can have an impact on cognitive processes that force the individuals to deviate from their normal
functioning state. However, there is no evidence to suggest in this study that the relationship between core self-evaluations and job satisfaction is direct. Although Judge and colleagues did find support for the relationship between core self-evaluations and job satisfaction, they have not controlled for the effects of possible confounding variables on the relationship. The effect of core self-evaluations on non-work domains and environment factors, relative to individual differences, are not emphasised in previous studies (Judge et al., 2000; Judge et al., 1994). This study demonstrates that core self-evaluations is a measure of affective disposition which has a strong association with cognitive assessments of stressor, strain, job and life satisfaction.

The high core self-evaluations farm managers thrive on challenging situations and are not threatened by seemingly hazardous situations, or when faced with more work than usual; they experience satisfaction in meeting the challenge. A successful farm owner claims, “I don’t know what causes climate change, but I do know that if people don’t think, adjust, and adapt, it will get them” (Avery, 2009). This helps explain why job satisfaction increases with increasingly challenging situations, and why strain is lower for farm managers high in core self-evaluations, even when their workloads increase. Individuals who thrive in challenging situations overall feel high job satisfaction (Stumpp, Hulsheger, Muck, & Maier, 2009). Another successful grower explained:

Growing cherries is like going to a casino … it’s a real gamble. The crop can really be affected by weather - rain, hail, frost - and when that happens there’s nothing to export. But, when things go right and we have a good crop – it’s a real high! Save the money this year just in case next year is a failure, and set realistic goals. Crop farming is a big risk (Ang et al., 2008, p. 90).
Likewise, the challenging environment allows the farm managers to perceive the environmental stressors as opportunities, which allow them to have tolerance for increased job demands on the farm. This might help explain why job satisfaction increases with increasingly stressful situations, and why strain decreases with increased work pressure for farm managers with high core self-evaluations. In such a situation, the model of “general adaptation syndrome” (GAS) proposed by Selye became complicated with many intervening variables. “Selye has ignored the role of psychological factors in individuals” (Sulksy & Smith, 2005, p. 24).

Conversely, the farm managers with low core self-evaluations experienced reduced job satisfaction on similar stress ratings. If the farm managers possess negative core self-evaluations and are stressed, they are more dissatisfied with their job than their counterparts with high core self-evaluations. As noted, the conceptualisation of neuroticism within the component of core self-evaluations may increase this effect; neurotic individuals tend to have a generally negative world view. This view may spill over to the workplace and their judgement of the situation. Thus, those high in neuroticism report less job satisfaction and higher levels of strain. However, there are contradictory findings regarding the relation of neuroticism to job satisfaction. Specifically, as Judge et al. (2004) noted:

> It is possible that typical measures of emotional stability\(^{12}\) do not adequately measure the broad concept, and do so to varying degrees, such that one observes validities that are both lower and more variable than one would observe with broader measures that better indicate the concept (p. 326).

\(^{12}\) The authors use both terms, emotional stability and neuroticism, in the texts.
As such, Judge et al. (1997) suggest core self-evaluations is a broader measure of neuroticism. Accordingly, the result of this study has suggested that the measure of core self-evaluations has construct validity and is a higher-order concept representing the fundamental evaluations by which the farm managers perceive themselves, and how they will function in their farming environment. Since core self-evaluations predicts a unique variance in job satisfaction, it influences the strain and job satisfaction relationship.

In summary, the core self-evaluations construct is a buffer for the links between the strain and satisfaction relationship. When the farm managers who possess positive core self-evaluations encounter the impact of farm stressors, they are more satisfied with their job compared with those who have less positive core self-evaluations.

5.5.3 The Moderating Effect of Core Self-Evaluations on Stressor, Strain, and Satisfaction Relationships

The results of this study support the findings that the farm managers evaluate the stressors or demands of their job with respect to their significance for their well-being based on their affective responses. This relationship demonstrates that stressors and strain have a direct negative impact on job satisfaction.

In this study, the farm managers reported low levels of strain. Thus, the farm managers, as reported with other workers, were satisfied when working in a low strain job and, because farm work is an important part of farm managers’ lives, it influences their life satisfaction. The results of this study support the findings that the farm managers evaluate the stressors or demands of their job with respect to their significance for their well-being based on their affective responses. This relationship demonstrates that stressors and strain have a direct negative impact on job satisfaction. The results of this
study support other findings, such as research by Kalliath et al. (2004) on New Zealand workers, and Markey (2010) on New Zealand teachers. The level of strain is comparable to the level reported by the New Zealand farm managers. Therefore, the New Zealand workforce is experiencing low psychological strain and, thus, are more satisfied with their jobs.

However, there is evidence that individuals can experience several stressors concurrently, from individual effects to the impact of job-related environmental factors. As a distraught dairy farm owner said:

We are busy building a new cowshed and calving is just around the corner. Stress levels this year will be particularly high; haven’t had a day off since a weekend in early February, and there will be no day off until after calving, mid to late October, if we are lucky (farm manager 5, 2007).

As noted, the farm owner experiences a heavy workload during the peak season due to insufficient helpers on the farm, thus, the farm owner will have to work harder. The finding reflects their evaluations of stressful experiences that can cause psychological strain response. However, there is an individual variation in the impact of these stressors.

As the subjective stressors involve the cognitive processes, this impact is derived from the individual self-appraisal of the situations. The environmental factors can cause strain on the individuals in the workplace when he/she is not capable of controlling the task. Furthermore, core self-evaluations do appear to have an important psychological influence on farm managers, which is subsequently traced to job and life satisfaction.

According to the essence of Karasek’s (1979) Job Strain Model, individuals who lack personal control over crucial aspects of job-related activities experience distress. Specifically, Karasek (1979) shows that job control moderates the relationship between
job demands and strains. Research supports Karasek’s theory that individuals with high job demands and low personal control experience the highest levels of strain (Ganster et al., 2001).

However, the results of this study demonstrate that individuals’ appraisals of the work situation lead to varying psychosocial outcomes. As a result, this finding supports conceptual expansion of the occupational stress models (such as Karasek’s (1979) Job Strain Model, Job Demand Control Support (JDCS) model (Johnson & Hall, 1988), and Job Demands-Resources model (Demerouti et al. 2001) to include personality traits as a moderator. The extent to which individuals successfully engage in handling strain depends largely upon the dispositional characteristics of the individuals. Another notable finding of this research associated with relationships, are the concurrent relationships between stressors and strain, and strain and job satisfaction-life satisfaction processes. Namely, there is a strong association between stressors and strain which is associated with greater strain, and job and life dissatisfaction. In increasingly stressful situations, it is shown that the low core self-evaluations individuals are not able to tolerate increased work pressure, and will experience reduced job satisfaction and, consequently, reduced life satisfaction.

For example, Karasek’s (1979) Job Strain Model is conceptually too narrow because it considers only two constructs, worker’s personal control and job demands in accessing strain (Sulsky & Smith, 2005). Furthermore, Schaubroeck et al. (2001), and Westman (1992) argue that the role of personal control as a moderator of the relationship between stressor and strain is not always supported in the occupational stress research. Research by Schaubroeck and Merritt (1997) suggests that the predictors in Karasek’s (1979) Job Strain Model apply to high self-efficacious individuals but not to low self-efficacious individuals. Therefore, strategies to manage stress caused by job-related strain
could include improving an individual’s job self-efficacy, which may be as important for reducing the consequences of job stress as efforts to enhance their job control. In such situations, the individual differences, such as personal control, would seem to be less significant in the stress process and in relation to coping (Schaubroeck et al., 2001). According to Karasek’s Job Strain Model (1979), psychological strain occurs when individuals are faced with stressors that are high they cannot control them. Conversely, individuals with high personal control will experience low strain when faced with low job demands. Alternatively, jobs combining high demands as well as high control provide an active job context for individuals. As de Jonge, Dollard, Dormann, Le Blanc and Houtman (2000) noted, “It appears that the active jobs (i.e., high demands, high control) give rise to positive outcomes, such as high job satisfaction” (p. 282). This provides a context for the individual to deal with current and new challenges. However, a low level of job demands with low control will lead to passive job situations. Figure 10 summarises the type of jobs that might result from different combinations of job stressors and job control.

### Figure 10: Adapted from Karasek’s Job Strain Model (1979, p. 288)

Findings from this research challenge Karasek’s (1979) Job Strain Model, where it highlights that high levels of core self-evaluations buffer the negative effects of highly demanding jobs (stressors). Research by Judge et al. (2003) and Judge et al. (2002) has emphasised that locus of control is one of the components of core self-evaluations. As
argued by Fletcher and Jones (1993), the model, which encompasses a larger range of variables, may explain more of the variance in strain outcomes which provides a clearer stressor-strain relationship. By building a model including broad personality traits, more of the variance in strain will be accounted for. Taken together, the extension of Karasek’s (1979) demands-control model of strain or other occupational models can be incorporated with core self-evaluations as a moderator in the linkage of job demands with strain. Figure 11, below, shows the expanded structural characteristics of high or low job strain perspectives, where core self-evaluations is linked with job demands to promote well-being. Hence, the level of strain is predicted by a combination of the job demands-core self-evaluations interaction. The individuals’ feelings about themselves will spill over into their jobs and life (as shown by the dotted line in Figure 11).

Figure 11: Job Demands-Core Self-Evaluations Model

The cognitive appraisal as a central feature of the stress process appears to permeate the popular Karasek’s (1979) Job Strain Model and other occupational stress models. As such, the structural model of job demands-core self-evaluations provides the basic building blocks for investigating how core self-evaluations influences stress in
individuals. This finding will have practical implications for the farm managers and farming organizations.

5.6 Theoretical Implications

Empirical evidence presented in Chapter Four via confirmatory factor analysis and structural equation modelling, and the discussions of the key findings, critically challenge the occupational stress models. This study provides evidence for extending the existing occupational stress models.

From the review of the literature on occupational stress in Chapter Two, it is apparent that studies of individuals’ personality traits in dealing with stressful work environments have used narrowly focussed models. There are five models of occupational stress put forth to describe the psychosocial effects of work environments in the farming context: the Simmons and Nelson’s Holistic Stress Model (2007), Karasek’s Job Strain Model (1979), Job Demand Control Support Model (Johnson & Hall, 1988), Job Demands-Resources Model (Demerouti et al. 2001) and Beehr and Newman’s (1978) Structure Dimensions of Job Stress Model. Based on the gap identified, the hypotheses were drawn in an attempt to understand the personality factors, and core self-evaluations, in an integral part of various theoretical models which link stressor with strain and satisfaction.

This study supports the theoretical development of the self-evaluations as a fundamental broad personality trait (Judge et al., 1997). Core self-evaluations presents an opportunity to further refine and explore the mechanisms through which dispositional traits influence individual attitudes and behaviours. The evidence from the results of this study has justified the aggregated conceptualisation of core self-evaluations (Johnson et al., 2008; Judge et al., 2004). As a result, this serves to answer lingering questions
regarding the conceptual precision of core self-evaluations in recent studies by Judge and Hurst (2007) and Johnson et al. (2008).

Although there is considerable theoretical support for such a disposition, previous research pertaining to core self-evaluations as a moderator or buffer to understand workers’ various reactions to stress in the workplace is inconsistent. Previous studies by Bono and Colbert (2005), Harris et al. (2009), and Judge and Hurst (2007) have found that core self-evaluations is a significant moderator, whereas studies by Kammeyer-Mueller et al. (2009) and Best et al. (2005) found that core self-evaluations did not act as a moderator in the stress process.

Furthermore, the study of stress assessment incorporated with personality factors among farm managers has received relatively little attention in the empirical literature. At present, there are no published studies that have examined the influence of personality traits on the relationship between the stressors and strain, or the relationship between strain and job satisfaction concurrently, particularly in the farming context. This study shows that levels of core self-evaluations have a significant effect on strain. Accordingly, there is reason to believe that core self-evaluations will account for a significant proportion of the variance in strain (Brunborg, 2008). Previous studies report similar results using personality traits as predictor variables for strain (Bond & Bunce, 2003; Kahn & Byosiere, 1992), which provided empirical evidence that core self-evaluations was linked to strains.

This research provides evidence for the importance of individual differences in understanding the stress process in the work place. In particular, when assessing the relationships concurrently, the core self-evaluations is a significant moderator in the stressor and strain, and strain and job satisfaction relationships in the workplace. Further, the finding obviously explained the distinctions between various aspects, particularly the
implicit cognitive appraisal as a central feature in determining the individual’s immediate affective reaction to the stress process.

The results support that high core self-evaluations reduced both stressors and strain, thus, less effort is required in planning to improve work conditions. This is justified by the fact that not only the perceptions of stressors, but also strain, influenced individuals’ personality traits. This is consistent with the core self-evaluations effect on stressors-strain (Brunborg, 2008). As objective environmental events in the workplace vary, individuals will normally respond without being cognitively aware of the consequences (Beehr & Newman, 1978). However, core self-evaluations determines both perception of stressors and consequential expectancies of strain, job and life satisfaction. Therefore, more objective work conditions can be measured by controlling for the effects of the personality on strain (Judge et al., 2000). As a result, improving the measures of work conditions (such as the availability of technology to avoid crop failure) will provide a more accurate basis for workplace improvement. Hence, the outcome of this research will guide contractors, or farming organisations who work with farm managers, to acknowledge how they interact with the farm stressors.

As in prior research by Packer (1985) and followed by Judge et al. (1997), this study finds cognitive appraisal is a central feature of the stress process. Previous stress research has failed to incorporate personality traits which may mean that current strategies for alleviating stress and strain are misguided and inadequate (Grant & Langan-Fox, 2007). In fact, Salanova, Peiro and Schaufeli (2002) argue that increasing the personal control of low self-efficacy workers may increase, rather than decrease, strain. To include core self-evaluations in occupational stress models appears promising in providing a convincing theoretical expansion.
In summary, when the variables of interest are assessed concurrently, it is sufficient to capture the core self-evaluations as a moderator. This research extends the role of core self-evaluations by establishing a new paradigm in work stress research.

5.7 Methodological Implications

This study supports a precise methodology technique in the self-report measures to assess the moderating effect of core self-evaluations. Two critical factors are emphasised to ensure the evidence of moderating effects. First, each of the latent variables is normally distributed, and the joint distribution of all the latent variables is also normally distributed. Second, the latent variables are free from the measurement error effects before testing the model. Hair et al. (2006) also recommend these techniques to ensure the robustness of the model.

However, previous research on core self-evaluations as a moderator is inconsistent, which may reflect differences in the techniques of data analysis. First, previous studies did not support an expanded model because the methodology employed was not robust enough to reveal the interaction effects within the multivariate context (Rode, 2004). Some authors have suggested that current methods for testing interaction terms present a number of statistical problems, including skewed data and normal distribution violations that result in unreliable beta coefficient and standard error estimates (Kenny & Judd, 1984; Kline, 2005). Another likely reason for these differing results is that previous studies employed moderated regression in their analyses, which includes unknown measurement errors.

This includes research by Best et al. (2005) which failed to reveal core self-evaluations as a moderator in the relationship between job burnout and perceived organisational constraints. On the other hand, Yagil, Luria and Gal (2008) explained that
the core self-evaluations may moderate the relationship by other variables, including through stressors which are not examined in the Best et al. (2005) studies.

The research validated the established CSE scale and developed a six-item farm stressors scale. Given statistical evidence from the survey data, the twelve-item core self-evaluations scale developed in this study captures the four core traits of CSE. The scales of core self-evaluations have been tested and validated using confirmatory factor analysis, as a robust measure grounded in this research, confirming Judge et al.’s (2003) findings.

The results of this study found that core self-evaluations can actually explain significant incremental variance in stressor, strain and satisfaction. This study raises questions about whether the individual four traits should continue to be included relative to core self-evaluations in future dispositional research. However, it is suggested that additional research is required to examine the unique, shared, and interactive effects of core self-evaluations if the purpose of the core self-evaluations as a moderator is to account for the complete range of dispositional effects in various settings.

The second methodological implication of this study is to validate and establish the six-item scale to measure general farming stress, resulting from structural equation modelling. The unidimensional six-item General Farm Stress Inventory is developed by using the “item parcelling” technique to capture the domain of interest in farming. In administering structural equation modelling, “item parcelling” is a critical technique that reduces the complexity of the model and improves the model fit (Landis et al., 2000). Through confirmatory factor analysis, the unidimensional construction of the Edinburgh Farming Stress Inventory is demonstrated, but additional work is required to validate the reduced inventory across cultures. The short-form thus generalised could be particularly useful in gaining greater range and response variability, as a reduced inventory will increase response rates, particularly for very busy (potentially very stressed) respondents.
The finding also represents preliminary steps toward development of an instrument that will allow a profile of farming-specific stress to be drawn up for different types of individual farm managers and farms.

Another implication of this research is that it provides further evidence of the prudence of utilising covariance structure analysis for the purposes of path analysis and moderation for a large sample size. The results from structural equation modelling-based path analysis were virtually identical to the results that were obtained through moderated multiple regression-based path analysis. The use of covariance in structural equation modelling provides ample possibilities for model revision, which often results in parsimony, simplicity, and more elegant revised models.

Overall, the methodology implication of the study has validated the core self-evaluations measurement scale empirically, and established a shorter version of the Edinburgh Farming Stress Inventory that confirms the robustness of the model in this study. In relation to the methodological and theoretical development, this study highlights aspects of a broader claim for policy and practice for farm managers and the farming organizations.
6.1 Introduction

The results of this research extend the recent studies of core self-evaluations, and its impact on stressors and job satisfaction among full time employees (Harris et al., 2009) as well as the meta-analytic review of the role of core self-evaluations in the stressor and strain relationship (Kammeyer-Mueller et al., 2009). Unlike previous research, this study found that core self-evaluations moderate the stressor, strain and job satisfaction relationships concurrently among farm managers. In so doing, this study builds the integrative framework of the core self-evaluations in the stress process and acknowledges the importance of individual difference factors in stress research. Future research recommendations in reference to limitations associated with this research, ranging from methodological to research scope issues, are discussed.

6.2 Implications for Policy and Practice

The findings of the current study demonstrate support for the existing literature on the effect of stress on farm managers. The results of the present study have a number of implications for policy and practice. The next section discusses the implications for the farm managers, the farming organisations, and government agencies.
6.2.1 Implications for farm managers

There are at least two practical implications for farm managers. The statistical results in this study reinforce the notion that stressors can be potent drivers for strain and, consequently, lead to job dissatisfaction. For example, the evidence of farm stressors such as financial stress, can lead to psychological strain. Although it is important to minimise the effect of the farm stressors that farm managers encounter, these farm stressors are almost never completely avoidable. As such, it appears critical that farm managers work to minimise potential threats and recognise the role of cognition in stressors and strain. It is suggested that interventions highlight both personal skills development and an understanding of personal susceptibility to risk (Hope et al., 1999).

This study demonstrates the importance of the effect that core self-evaluations has on one’s satisfaction via the stress process. While the limitations of this study will need to be addressed by further research on the topic, the findings raise concern that farm managers who have low core self-evaluations may experience emotional strain and low job satisfaction. If this is so, the reasons for and causes of emotional strain need to be closely examined so that appropriate emotional strain reduction methods may be recommended. Recently, researchers have proposed maintaining a positive outlook in the face of stressors (Bonanno, 2004; Nelson & Cooper, 2007).

Second, researchers within the field of occupational health psychology and government agencies would need to address the high impact of the prevalence of stressors more closely, by taking into account the distressing effects of the impact of certain farm stressors, such as government policies and regulations, among farm managers. Existing government legislation and regulations are found to interfere in the daily farm work and add to farmers’ workloads and strain levels (Swisher et al., 1998).
More importantly, stress interventions and prevention strategies may be applied and introduced by farming organisations. The farming organisations could review and assess how well farm managers respond to potential farm stressors. Many farm managers require support to develop appropriate strategies to handle issues related to complying with government policies and regulations, unpredictable factors, personal farm hazards, time pressure, and financial debt, which were rated among the highest sources of farm stress. As the farm managers will continue to experience multiple sources of stressors simultaneously, the affected farm managers may benefit from interventions from farming organisations, their community, and government, as part of a strategic framework for rural health (Humphreys, Hegney, Lipscombe, Gregory, & Chater, 2002).

However, interventions may vary for farm managers with low or high core self-evaluations. Individuals with high core self-evaluations are likely to be “well-adjusted, positive, self-confident, and efficacious” (Judge et al., 2003, p. 304). It could be argued that farm managers with positive core self-evaluations believe that they will succeed in the farming environment. They would not seek help from the farming organisations because they believe they can cope with challenging situations.

Conversely, the farm managers with low core self-evaluations focus on the negative aspects associated with environmental demands. There are two strategies that the farming organisations or other contractors could advise in order to lessen the impact of stressors by reducing the perceived stress and/or increasing coping strategies.

The first strategy is by focusing more on reducing perceptions of stressors in farm work and managing the emotional reaction to stressors. The farming organisation could utilize the high core self-evaluations farm managers’ responses to assist other farmers to reframe challenges. The findings of this study prove that high core self-evaluations individuals are advantaged in circumstances of change and insecure environments.
Extending this logic, the farm managers with positive core self-evaluations believe that they can succeed in the farming environment. By sharing their positive perceptions and how they think about the unpredictable weather (such as severe flooding), and government policies and regulations (such as Recognised Seasonal Employer policy) as a challenge, will help the low core self-evaluations individuals to cognitively reframe in a positive manner. Braden, McGlone and Pennington (1993) designed a self-help model of cognitive reframing skills that showed evidence of patterns of change among depressed individuals. Thus, positive reframing is possible for the low core self-evaluations individuals to enable them to view their problems as resolvable. For instance, when the low core self-evaluations farm managers perceive the severe flooding which destroys their farms as resolvable, they are not likely to experience high strain. However, individuals may have difficulty restructuring their belief system because of the cognitive complexity and affective challenges in the cognitive reframing process (Spillane, Reiser & Reimer, 2002). If the low core self-evaluations individuals are not able to cognitively reframe, it is suggested that they attend relaxation programmes and exercise activities.

As a result of cognitive reframing, evidence has shown that individuals will experience a significantly better self-image (Braden et al., 1993).

The second strategy is focussed on the individual-centred intervention which is more effective in reducing stress-related illness (Nelson & Sutton, 1990). The psychologist or counsellor could tailor a helpful intervention for the farm managers who are at risk of experiencing psychological strain. Training can help reduce strain levels and increase satisfaction (Saks, 1995). For example, the New Zealand Coaching & Mentoring Centre’s Rural Mentor programme will provide the opportunity for networking and personal development among the farm managers in the rural sector (Allen, 2009). Further, as the result of a better understanding of the nature of stressor-strain-satisfaction relationships,
the farming organisations and the contractors will be able to develop relevant interventions at appropriate points in the relationships to help individuals understand how to improve their performance.

6.2.2 Implications for farming organizations

Previous studies report that farm managers’ jobs and life on the farm are affected by various stressors that cause emotional strain. The typical outcomes of strain are decreased job satisfaction. However, the results of this study explain that the farm managers in New Zealand actually experience relatively low strain from the impact of stressors. This is partly due to low government regulatory pressures, and few outbreaks of diseases or incidents of prolonged bad weather in the New Zealand farming sector. Moreover, the New Zealand farming organisations provide a socially supportive structure for farm managers. In the farming context, Linn and Husaini (1987) found that social support groups were a protective factor in the farming community.

In contrast, the U.K. and Dutch farm managers have to face the consequences of disease outbreaks (such as Foot and Mouth Disease) and their aftermath of financial uncertainty (Lobley et al., 2004; Olff et al., 2005). The other factor creating a variation in the strain level among the New Zealand and European, and particularly the U.K., farm managers is reflected in the government policies and regulations. There is far greater government regulatory pressure under the reformed EU Common Agricultural Policy (CAP) experienced by European and U.K. farm managers. By international comparison, the New Zealand farm managers are not experiencing psychological strain because of the low impact of stressors. The results of this research have practical relevance to farming organisations and professional practice.
In this study, the significant findings with regard to the effect of core self-evaluations on stressor, strain, and satisfaction have implications for individuals and practitioners in organisations alike. The identification of the core self-evaluations construct as a unidimensional construct is important to industrial and organisational personnel, because it can be related to a variety of organisational criteria such as job performance, career decision-making, unemployment, and attributions.

Farm managers with low core self-evaluations will likely experience distress when they experience the impact of high farm stressors, and therefore, interventions could be designed to reduce psychological strain in stressful situations. Bond and Bunce (2001) have established that interventions can reduce stress which likely enhances satisfaction and performance. Therefore, the farming organisations may want to pay careful attention to individuals who have lower core self-evaluations, and provide additional services to confront the impact of stressors directly. For instance, Horticulture NZ and Federated Farmers New Zealand Ltd. may benefit from using personality constructs, such as core self-evaluations to determine farm managers and/or farm workers who are prone to stress. In other words, farm managers who exhibit low core self-evaluations may not be able to cope with adversity and dissatisfied with their job and life. Using the core self-evaluations scale as a tool may help to ensure that the farm managers who experience distress are provided with counselling supports and resources to handle farm stressors in the farming environment. In particular, the distressed farm managers could seek one-to-one counselling, could attend farm stress management workshops or stress management classes. By intervention, it may be beneficial for the low core self-evaluations farm manager’s to increase his or her level of satisfaction.

While a high level of core self-evaluations is always an advantage for a farm manager, it seems to be especially crucial in farming contexts which involve multiple
stressors. It could, in turn, reduce the number of health-related problems caused by work. Previous findings suggest that various farm environmental stressors have been linked to a high incidence of injuries that cause emotional strain and illness, including occupational stress which has an immense impact on individuals (Fraser et al., 2005; Pollock et al., 2002; Smith & Saunders, 1995).

6.3 Limitations of the Study

While identifying the generic contributions and implications for policy and practice above, there are a number of important limitations to note about the research described in this study. The first is that the findings derived from this study are unique to the accessible population of farm managers who are members of the farming organisations. Non-members are not selected in this study because there is no theoretical reason to suspect population differences. Previous studies have demonstrated that the individuals’ cognitive processes are relatively stable across their life span (Dormann et al., 2006; Judge et al., 1998). Thus, the effect of individuals’ personality traits on work-related outcomes is not likely to differ between members and non-members. For example, a national survey on American adults (n = 2,379) by Wright and Hyman (1958) indicates that there is no significant evidence of psychological and behavioural differences between American citizens who are voluntary members and those who are non-members of formal organisations. However, members differ from non-members relative to the types of benefits provided by the organisations (Berlin, Lidestav, & Holm, 2006). Similarly, Rickenbach, Guries, and Schmoldt (2006) found members (n=100) and non-members (n=389) are not significantly different in their perception and experience on a range of benefits provided by the organisations.

13 The statistics on farmers who are/are not members of a farming organisation are not readily available in New Zealand.
farming practices and management issues. However, members are more likely to engage in managerial activities than non-members.

The second limitation concerns the administration of the survey questionnaires. Since the surveys were administered by the farming organisation, the researcher was not able to monitor the collection procedures as closely as if it were a self-survey distribution. The survey questionnaires distributed and collected by the organisation could have been biased because the members that were solicited for this study were not clearly defined, in regard to whether they were randomly selected or based on any specific criteria (such as membership fees paid). For instance, the participants sent an email or contacted the researcher by phone to get verification of whether they were eligible to participate. With respect to this point, many farm managers who viewed themselves as not qualified to participate in the survey neither returned nor participated in the survey. Further, neither the invitation letter nor the informed consent form described in great detail the type of farming (such as beef/sheep, venison, edible and non-edible farming) as classified in the Australian and New Zealand Standard Classification of Occupations 2006 (ANZSCO). For instance, some participants returned incomplete surveys with a note stating that they were either semi-retired or felt that their work did not fall into the farming category.

The third limitation concerns the anonymous survey method. This method did not allow the researcher to follow up with the participants when the returned surveys included inconsistent or incomplete responses and/or misunderstood statements written by the respondents. For instance, a respondent who states, “If I had being thru (sic) a drought or sufficient stock losses in the last 3 months, these answers might be different” (respondent 1, 2007)\(^ {14} \). Thus, the researcher was not aware of the characteristics of the participants who did not respond to the survey.

\(^ {14} \) The quotes in the conclusion chapter were obtained from the postal questionnaires returned.
A fourth limitation of this study is that it revolved around the data gathered from the respondents’ self-report measures where the respondents may be biased in responding. The respondents might also provide personality and satisfaction data that artificially inflates the correlations among the variables of satisfaction, stressor, and strain. The respondents might be susceptible to inflationary effects of self-perception because of situational factors (Crampton & Wagner, 1994). For instance, a respondent said, “as we have been experiencing a drought, the answers would normally be different” (respondent 2, 2007).

The fifth limitation is the lack of representation of farm managers from various farming industries. This study has amassed one of the largest sample sizes with the respondents representing the diverse farming industry in New Zealand. However this study does not allow for comparisons across farming sectors and across nations, since the response rate of the workforce significantly varies across the sectors. This is due to the following reasons:

i. The environmental and contextual considerations were not examined when conducting this research. For example, the study was conducted in New Zealand during a time of booming economic strength, an adequate supply of labour from overseas, and high prices for product. The farm managers were experiencing overall favourable weather in the country, good market prices, and high returns for both dairy and fruit exports relative to the previous years. Conversely, Deary et al. (1997) reported that the U.K. farmers were experiencing a “high level of uncertainty due to markets and the uncertainties associated with EU support levels and structures” at the time of the survey (p. 135). Due to the different circumstances occurring in the New Zealand and U.K. farming industries at the
time of the studies, the farm managers were experiencing different levels of stressors. Further, the fact that the majority of the respondents were all working in dairy farms and orchards, raises questions of how well the result will generalise to broader samples of the farming population. Additionally, with the high profitability and good economic prospects at the time, the farm managers who responded to the survey may have been experiencing low strain and high job and life satisfaction.

ii. The surveys were distributed in July, during the slowest season for the farming industry. As a result, the strain level for farm managers was expected to be at its lowest at that time. In fact, Alpass et al. (2004) championed this assertion that the relatively low strain levels maybe reflected by the timing of the survey which were reported among the New Zealand dairy farmers. However, the timing of surveys is a critical feature in the cross-sectional stressor-strain research because of the lack of the influence of third variables (Zapf et al., 1996). This study did not consider third variables in the design as potential confounders of the stressor-strain-satisfaction relationship. Since the unmeasured third variables were not taken into account, it may affect the measurement models.

iii. The most distressed individuals may not have returned the surveys and the sample of respondents in this study could only reflect those who were emotionally well. Since the participants were guaranteed confidentiality with the internet survey, it was not possible for the researchers to identify them. Thus, sending reminders annoyed and angered some of the recipients. Since the majority of the individuals receiving the online survey did not respond, it raises the question of whether the same relationships would be observed if all individuals had responded.
Specifically, those who were feeling “stressed” were unlikely to take on an additional voluntary activity such as survey completion.

Lastly, this research is not an exhaustive examination of all the variables relevant to the paths studied. Other important variables, such as motivation, emotional stability, performance, and organisation support, were not considered in this research. Since the core self-evaluations construct predicts relationships of the behaviours and performance outcomes (Judge & Hurst, 2007), these relationships are not included as an important part in the work stress context. Furthermore, in relation to Karasek’s (1979) Job Strain Model, the present study does not measure organisation support as a work outcome. According to Karasek and Theorell (1990), individuals with a sense of job control, and with support from organisations, are likely to experience low strain and job satisfaction because they feel that they can influence various outcomes in their job. The Edinburgh Farming Stress Inventory includes the farm environmental assessment of the farm managers’ lives at work and the stresses to which they may have been exposed. However, this inventory does not attempt to cover the causes and extent of stress caused by the recruitment, employment, and management of labour in the agriculture sector (as noted by respondent 3, 2007). This research acknowledges this limitation and considers including these important variables in future research.

6.4 Recommendations for Future Research

The limitations identified provide opportunities to develop an agenda for future research. The validated broad personality traits, core self-evaluations scale and six-item, general farming stress inventory will undergo replication in a wide-range of samples and

15 The quote is obtained from respondent who wrote it on their questionnaire.
reassessments in cross-sectional and longitudinal designs. Additionally, the experimental design can be employed to evaluate the practical value of the Job Demands-Core Self-Evaluations Model. When conducted in real workplace, experimental design provides valuable information about the direct and causal relations between variables (Searle, Bright, & Bochner, 2001).

Future studies should conduct qualitative in-depth interviews to improve understanding of the phenomena and could provide rich insight into stressors and strain. The six-item general farming stress inventory provides future researchers with a base from which to begin examining general farming stress and to further validate this measure. Furthermore, the results of this study warrant further examination to determine whether the presence of farm stressors or the personal trait characteristics of the individuals are indeed associated with the occurrence of psychological strain in this workforce population (Grant & Langan-Fox, 2007). Specifically, an important question which needs to be further explored is whether a relationship between work characteristics and strain can also be found when work characteristics are measured objectively, that is, when self-reported bias can be ruled out as a possible explanation of the findings. Thus, a challenge for the future will be to employ objective indicators of work characteristics that provide a more objective report of the work environment by the individual farm manager.

To conduct personality self-report surveys, future research can actually minimize the effects of the common method variance. First, the issues could be easily resolved by a structural equation modelling technique (Zapf et al., 1996). Second, Judge et al. (1998), and Judge et al. (2000) suggest personality measures should be taken from a combination of self-reports and other reports of the variables versus all self-report measures, suggesting that the variables of interest are not significantly affected by common method variance. This position is further strengthened by Diener and Larsen (1993) and Judge et
(2000) who found minor differences between self- and peer-reported characteristics, indicating that self-report measures are reliable measures of actual variables. Third, previous studies indicate that there is no theoretical reason why the variables of interest in this study, particularly the personality traits, will vary much over time (Tait et al., 1989).

The second major future research direction is the extension of the findings presented in this research over time. Because the present study was based on a cross-sectional design, this study did not investigate whether the findings may persist over time. Future research should investigate the multivariate associations with a more controlled design (such as mixed method or longitudinal) to disentangle the constructs.

In particular, the possibility of the direct effect of stress on personality that leads to strain cannot be ruled out in the absence of a longitudinal design (Brunborg, 2008; Grant & Langan-Fox, 2007). Thus, which variable actually affects another variable is impossible to assess when the measures are not repeated over time (Kammeyer-Mueller et al., 2009). It would be interesting to examine changes in patterns of experienced stress under less favourable economic conditions, and over different seasons and farming cycles during the year. While personality traits are stable across time, recent evidence demonstrates that some traits can change as a result of environmental conditions and learning processes (Trzesniewski, Donnellan, & Robins, 2003), particularly those related to self-esteem, which is a central component of core self-evaluations. An individual’s personality will change over time from the sustained and intense influence of environmental forces (McCrae, 2002). In contrast, Judge et al. (2003) noted some degree of stability in core self-evaluations over a three-month period in their study. Because core self-evaluations is related to work outcomes, such as job and life satisfaction, the stability and sustainability of core self-evaluations across the life span is worthy of future research.
The fourth major future research direction are the negative aspects of high core self-evaluations individuals. Future study should attempt to assess whether a more specific measure of strain would have even greater incremental validity in a study involving the negative aspects of high core self-evaluations individuals. Core self-evaluations does not directly address individuals who have a tendency to worry or become anxious or to experience unfocussed psychological strain due to high core self-evaluations (Kammeyer-Mueller et al., 2009). This is due, in part, to the fact that measures of neuroticism include an anxiety component which broadens the perspective of positive undesired effects on individuals (Judge et al., 2004). Individuals with high self-esteem, for instance, have been known to experience temporary emotional impediments when they have failed to achieve their own goals (Crocker & Park, 2004). Future studies on whether core self-evaluations is more than just over-estimating one’s own capabilities would be valuable to researchers. Finally, future research should expand the existing knowledge and gain new insights on the key sources of stressors among farm managers with positive outlooks. Thus, future research could build on this study, taking into account its stated limitations, and explore the possible costs to individuals and organisations of stress among farm managers.

6.5 Final Remarks

This study supports the notion that judgements about self, reflected in the core self-evaluations dimensions, affect the evaluation of external events. This study introduces a sequential model where the cognitive process is central to the overall stress process. The outcome of this study, which tests the specific mechanisms at work, significantly supports the proposition that core self-evaluations is a moderator. When the stress process is assessed concurrently, core self-evaluations minimise/buffer the negative
impacts of farm stressors among the farm managers. For instance, the individuals with low core self-evaluations found that they were unable to maintain or manage their usual rigorousness and job performance in the presence of multiple farm stressors, thus leading to poorer job satisfaction.

We now know, as a result of this study, that core self-evaluations interacts with strain to buffer the negative association between strains and job satisfaction. This suggests that core self-evaluations is an important variable of stress research in the farming context. Since core self-evaluations can buffer stressors by affecting perceptions of stressful workplace events, the results contribute to the construct validity and practical importance of core self-evaluations in the satisfaction domain. This study makes a contribution to the personality literature in general, and to the core self-evaluations concept in particular. As Judge et al. (2008) noted, “Any attempt that does not include core self-evaluations is, essentially, leaving potentially explainable variance ‘on the table’” (p. 370).

We now also know, as a result of this study, that no one model is sufficient to explain the role of this broad personality trait in the occupational stressor-strain-satisfaction relationship. The present findings extend prior research because core self-evaluations plays a key role in the stressors and affective outcomes. In this research, the stressor and strain relationship is incorporated with work-life constructs. In this way, multiple stress theories can be explored (Judge et al., 2008). The integrated model tested in this study and the large number of respondents provided significant insights.

In addition, as a result of this study, we know that Karasek’s (1979) Job Strain Model can be expanded to include core self-evaluations as a moderator. According to the findings of this study, and depending on the level of core self-evaluations, individuals
who encounter environmental stressors are likely to report varying levels of psychological strain, which affects the job and life domains.

As a result of this study, we have greater insight into the New Zealand farm managers who experience low strain. Regardless of their level of core self-evaluations, farm managers reported low strain because of the positive factors surrounding New Zealand farming industries. The New Zealand context offers low levels of typical farming stressors: the weather is relatively beneficent; New Zealand regulatory structure and economic interventions are designed to be “farming-friendly”; and there is a history and culture of collectivism amongst the farming community. This results in a broadly supportive context for farm managers, whereby the impact of low stressors, leads to reduced strain and, thus, improves job and life satisfaction among the farm managers. The results of this research have practical relevance to farming organisations and professional practice, as well as to policy-makers.
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APPENDIX I

Participants Information Sheet

DEPARTMENT OF MANAGEMENT AND EMPLOYMENT RELATIONS

RESEARCH ASSIGNMENT:
Core self-evaluations as a moderator of the stressor-strain-satisfaction relationships among farm managers in New Zealand

I am currently investigating the job and life factors in farm work, with support from Federated Farmers of New Zealand and Horticulture New Zealand.

This project will help all of us to better understand the working and living conditions on the farm. A summary of the findings will be sent to Federated Farmers of New Zealand who will place it in the members section of their website. I am a PhD student studying at the University of Auckland Business School. This research is being funded by the University of Auckland Postgraduate Research Fund.

If you consent to take part in the study, please complete the questionnaire which takes approximately 15 minutes. Your profile on each of these questionnaires will remain confidential and there is no identifying of individual information.

Thank you very much for your time and help in taking part in this study. If you have any queries or wish to know more, please telephone me on the number or email provided below.

Please complete and return the questionnaire in the post paid envelope provided by 30th June 2007 to go into a draw and possibly win a prize.

Andy Ang
PhD Candidate
Department of Management & Employment Relations
The University of Auckland Business School.
Tel: 09-373-7599 ext: 89855, 021-1725959
Email: h.ang@auckland.ac.nz

Ethics approved reference no: 2007/001 on 14 March 2007 for a period of three years.

II: Survey instruments
APPENDIX II

Survey Instruments
SECTION 1: JOB AND LIFE ATTITUDES QUESTIONNAIRE

INSTRUCTIONS: Using the response scale provide, please indicate the response that best describes how you feel about each item by circling on the appropriate number. All of your responses will be completely confidential.

<table>
<thead>
<tr>
<th>STRONGLY AGREE</th>
<th>AGREE</th>
<th>SLIGHTLY AGREE</th>
<th>NEITHER AGREE NOR DISAGREE</th>
<th>SLIGHTLY DISAGREE</th>
<th>DISAGREE</th>
<th>STRONGLY DISAGREE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) I feel fairly satisfied with my present job.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(2) I complete tasks successfully.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(3) The conditions of my life are excellent.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(4) Sometimes I feel depressed.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(5) I consider my job to be rather unpleasant.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(6) Overall, I am satisfied with myself.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(7) Each day at work seems like it will never end.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(8) I am capable of coping with most of my problems.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(9) So far I have got the important things I want in life.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(10) I determine what will happen in my life.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(11) I am confident I get the success I deserve in life.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(12) I find real enjoyment in my work.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(13) When I try, I generally succeed.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(14) Sometimes when I fail I feel worthless.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(15) Most days I am enthusiastic about my work.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(16) Sometimes I do not feel in control of my work.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(17) In most ways my life is close to my ideal.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(18) I am filled with doubts about my competence.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(19) If I could live my life over, I would change almost nothing.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(20) I do not feel in control of my success in my career.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(21) I am satisfied with my life.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(22) There are times when things look pretty bleak and hopeless to me.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

[Survey instruments continue on next page]
**INSTRUCTIONS:** Using the response scale provide, please indicate the response that best describes how you feel about each item by circling on the appropriate number. All of your responses will be completely confidential.

<table>
<thead>
<tr>
<th>In the last three months, have you...</th>
<th>ALL THE TIME</th>
<th>VERY OFTEN</th>
<th>OFTEN</th>
<th>SOMETIMES</th>
<th>VERY OCCASIONALLY</th>
<th>NEVER</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) been able to concentrate on what you are doing?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) lost much sleep over worry?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) felt you are playing a useful part in things?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) felt capable of making decisions about things?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5) felt constantly under strain?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6) felt you couldn’t overcome your difficulties?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7) been able to enjoy your normal day-to-day activities?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8) been able to face up to your problems?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(9) been feeling unhappy or depressed?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10) been losing confidence in yourself?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(11) been thinking of yourself as a worthless person?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(12) been feeling reasonably happy, all things considered?</td>
<td>1 2 3 4 5 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[Survey instruments continue on next page]
### SECTION 2: Below are events and situations that represent potential sources of farming related stress. Rate the stress you feel for each item (severity of stress) and how often each event occurs (frequency of stress).

<table>
<thead>
<tr>
<th>Event Description</th>
<th>Frequency of Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Debt Load</td>
<td>NEVER</td>
</tr>
<tr>
<td>(2) Significant production loss due to disease/pest/weeds</td>
<td>NEVER</td>
</tr>
<tr>
<td>(3) Not enough ready cash</td>
<td>NEVER</td>
</tr>
<tr>
<td>(4) Making major purchases for the farm</td>
<td>NEVER</td>
</tr>
<tr>
<td>(5) Bad weather</td>
<td>NEVER</td>
</tr>
<tr>
<td>(6) Machinery breakdown at busy times</td>
<td>NEVER</td>
</tr>
<tr>
<td>(7) Personal illness during busy times</td>
<td>NEVER</td>
</tr>
<tr>
<td>(8) Decision when to sell produce</td>
<td>NEVER</td>
</tr>
<tr>
<td>(9) Concerns about the continuing viability of the farm</td>
<td>NEVER</td>
</tr>
<tr>
<td>(10) Farming related accidents</td>
<td>NEVER</td>
</tr>
<tr>
<td>(11) No farm help or loss of help when needed</td>
<td>NEVER</td>
</tr>
<tr>
<td>(12) Adjusting to new government regulations and policies</td>
<td>NEVER</td>
</tr>
<tr>
<td>(13) Increased work load at peak times</td>
<td>NEVER</td>
</tr>
<tr>
<td>(14) Unplanned interruptions</td>
<td>NEVER</td>
</tr>
<tr>
<td>(15) Hazardous materials on the farm (dust/chemicals/powders)</td>
<td>NEVER</td>
</tr>
<tr>
<td>(16) Long hours of work</td>
<td>NEVER</td>
</tr>
<tr>
<td>(17) Few holidays away from the farm</td>
<td>NEVER</td>
</tr>
<tr>
<td>(18) Unpredictability of the weather</td>
<td>NEVER</td>
</tr>
<tr>
<td>(19) Feeling isolated on the farm</td>
<td>NEVER</td>
</tr>
<tr>
<td>(20) Having to travel long distances for services, shopping and healthcare</td>
<td>NEVER</td>
</tr>
<tr>
<td>(21) Too much to do and too little time to do it</td>
<td>NEVER</td>
</tr>
<tr>
<td>(22) Keeping up with new technology and procedures</td>
<td>NEVER</td>
</tr>
<tr>
<td>(23) Worrying about market conditions</td>
<td>NEVER</td>
</tr>
<tr>
<td>(24) Having to make decisions without the necessary information</td>
<td>NEVER</td>
</tr>
<tr>
<td>(25) Worrying about owing money</td>
<td>NEVER</td>
</tr>
<tr>
<td>(26) Worrying about keeping the farm in the family</td>
<td>NEVER</td>
</tr>
<tr>
<td>(27) Not seeing enough people</td>
<td>NEVER</td>
</tr>
<tr>
<td>(28) Problems of balancing work and family duties</td>
<td>NEVER</td>
</tr>
<tr>
<td>(29) Financing my retirement</td>
<td>NEVER</td>
</tr>
<tr>
<td>(30) Lack of close neighbours</td>
<td>NEVER</td>
</tr>
<tr>
<td>(31) Not being free to make my own decisions</td>
<td>NEVER</td>
</tr>
<tr>
<td>(32) Risk of injury on the farm</td>
<td>NEVER</td>
</tr>
<tr>
<td>(33) Filling in Government forms</td>
<td>NEVER</td>
</tr>
<tr>
<td>(34) Complying with environmental regulations</td>
<td>NEVER</td>
</tr>
</tbody>
</table>
SECTION 3: Survey instruments

Please answer the following questions about yourself and your work experience by checking the appropriate box or completing the space provided.

1. Your job title
   □ Farm Owner □ Farm Manager □ Sharemilker
   □ others (please specify)____________________

2. You have worked at your present farm _____ years and_____ months

3. Your farm size is ______ hectares and number of cows (if applicable)__________

4. How many employees work at your farm during the peak season? _______

5. On average, how many hours do you work per week? _____ hours

6. On average, how many days are you sick/year? _______days

7. Your age: _______ years old

8. Your sex: □ Male □ Female

9. Your industry
   □ Dairy □ Horticulture □ others (please specify)_____________________

10. If horticulture industry, please describe your business __________________________

11. Region of Residence
   i. North Island
      □ Northland □ Auckland □ Waikato □ Hauraki/Coromandel
      □ Gisborne □ Hawkes Bay □ Bay of Plenty □ Central North
      □ Tanaraki □ Manawatu/Wanganui □ Wairarapa □ others (please specify):_______
   ii. South Island
      □ Nelson □ Malborough □ West Coast □ Canterbury
      □ Otago □ Southland □ others (please specify):_____________

12. Your ethnicity □ NZ Maori □ NZ Pakeha/European □ Pacific Islander
    □ Asian □ African □ others (please specify):________

13. Your marital status □ Single/Never Married □ Married □ Civil Union
    □ Separated □ Divorced □ Widowed

Please check to make sure you have answered all of the questions.

HELP ME TO HELP YOU
THANK YOU FOR YOUR COOPERATION
APPENDIX III

Email Reminder

From: Federated Farmers of NZ (Inc)
Sent: Thursday, June 28, 2007 1:02 PM
Subject: Federated Farmers of NZ Inc - Supporting University Research

Dear Members,

Many thanks to those of you who have taken part in the recent “survey on the job and life factors in farm work”. We recognise that the topic is important and are hoping to provide practical recommendations based on this study. For those of you who may not yet have completed the survey we would be most grateful if you could complete the survey to go into a draw and possibly win a prize by clicking the link below:

http://www.business.auckland.ac.nz/surveyengine/survey/93871639/default.cfm

The closing date of the draw has been extended.

Kind regards,

Andy Ang
(PhD Candidate)
Department of Management & Employment Relations
The University of Auckland Business School.
Tel: 09-373-7599 ext: 89855, 021-1725959
Email: h.ang@auckland.ac.nz

This email communication is confidential between the sender and the recipient. The intended recipient may not distribute it without the permission of the sender. If this email is received in error, it remains confidential and you may not copy, retain or distribute it in any manner. Please notify the sender immediately and erase all copies of the message and all attachments. Thank you.
Dear Members,

Many thanks to those of you who have taken part in the recent "survey on the job and life factors in farm work". We recognise that the topic is important and are hoping to provide practical recommendations based on this study. For those of you who may not yet have completed the survey we would be most grateful if you could complete the survey to go into a draw and possibly win a prize by clicking the link below:

http://www.business.auckland.ac.nz/surveyengine/survey/93871639/default.cfm

The closing date of the draw has been extended.

Kind regards,

Andy Ang
(PhD Candidate)
Department of Management & Employment Relations
The University of Auckland Business School.
Tel: 09-373-7599 ext: 89855, 021-1725959
Email: h.ang@auckland.ac.nz

This email communication is confidential between the sender and the recipient. The intended recipient may not distribute it without permission of the sender. If this email is received in error, it remains confidential and you may not copy, retain or distribute it in any manner. Please notify the sender immediately and erase all copies of the message and all attachments. Thank you.
##APPENDIX V

###Descriptive analysis of variables

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Valid</th>
<th>Missing</th>
<th>Percent</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>JS 1</td>
<td>1024</td>
<td>2</td>
<td>0.2</td>
<td>6.03</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>JS 2</td>
<td>1017</td>
<td>9</td>
<td>0.9</td>
<td>5.81</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>JS 3</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>5.79</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>JS 4</td>
<td>1025</td>
<td>1</td>
<td>0.1</td>
<td>5.94</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>JS 5</td>
<td>1014</td>
<td>12</td>
<td>1.2</td>
<td>6.01</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LS 1</td>
<td>1016</td>
<td>10</td>
<td>1.0</td>
<td>5.26</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LS 2</td>
<td>1013</td>
<td>13</td>
<td>1.3</td>
<td>5.58</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LS 3</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>5.79</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LS 4</td>
<td>1020</td>
<td>6</td>
<td>0.6</td>
<td>5.67</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LS 5</td>
<td>1015</td>
<td>11</td>
<td>1.1</td>
<td>4.58</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 1</td>
<td>1025</td>
<td>1</td>
<td>0.1</td>
<td>1.00</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 2</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>1.48</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 3</td>
<td>1022</td>
<td>4</td>
<td>0.4</td>
<td>1.19</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 4</td>
<td>1023</td>
<td>3</td>
<td>0.3</td>
<td>.85</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 5</td>
<td>1022</td>
<td>4</td>
<td>0.4</td>
<td>1.78</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 6</td>
<td>1016</td>
<td>10</td>
<td>1.0</td>
<td>0.89</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 7</td>
<td>1025</td>
<td>1</td>
<td>0.1</td>
<td>1.29</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 8</td>
<td>1023</td>
<td>3</td>
<td>0.3</td>
<td>.95</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 9</td>
<td>1015</td>
<td>11</td>
<td>1.1</td>
<td>1.05</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 10</td>
<td>1018</td>
<td>8</td>
<td>0.8</td>
<td>.69</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 11</td>
<td>1022</td>
<td>4</td>
<td>0.4</td>
<td>.69</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>GHQ 12</td>
<td>1023</td>
<td>3</td>
<td>0.3</td>
<td>1.07</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 1</td>
<td>1023</td>
<td>3</td>
<td>0.3</td>
<td>5.43</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 2</td>
<td>1000</td>
<td>26</td>
<td>2.5</td>
<td>4.35</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 3</td>
<td>1013</td>
<td>13</td>
<td>1.3</td>
<td>6.03</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 4</td>
<td>1024</td>
<td>2</td>
<td>0.2</td>
<td>4.97</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 5</td>
<td>1023</td>
<td>3</td>
<td>0.3</td>
<td>6.03</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 6</td>
<td>1020</td>
<td>6</td>
<td>0.6</td>
<td>4.32</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 7</td>
<td>1009</td>
<td>17</td>
<td>1.7</td>
<td>5.85</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 8</td>
<td>1016</td>
<td>10</td>
<td>1.0</td>
<td>5.69</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 9</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>5.60</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 10</td>
<td>1024</td>
<td>2</td>
<td>0.2</td>
<td>5.42</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 11</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>6.04</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>CSE 12</td>
<td>1021</td>
<td>5</td>
<td>0.5</td>
<td>5.20</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>S 1</td>
<td>1014</td>
<td>12</td>
<td>1.2</td>
<td>2.24</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Valid</td>
<td>Missing</td>
<td>Percent</td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>S 2</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>2.15</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 3</td>
<td>999</td>
<td>27</td>
<td>2.6</td>
<td>2.34</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 4</td>
<td>1000</td>
<td>26</td>
<td>2.5</td>
<td>2.14</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 5</td>
<td>1009</td>
<td>17</td>
<td>1.7</td>
<td>2.63</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 6</td>
<td>1005</td>
<td>21</td>
<td>2.0</td>
<td>2.59</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 7</td>
<td>1008</td>
<td>18</td>
<td>1.8</td>
<td>2.52</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 8</td>
<td>997</td>
<td>29</td>
<td>2.8</td>
<td>1.17</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 9</td>
<td>1005</td>
<td>21</td>
<td>2.0</td>
<td>2.16</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 10</td>
<td>1000</td>
<td>26</td>
<td>2.5</td>
<td>2.16</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 11</td>
<td>1004</td>
<td>22</td>
<td>2.1</td>
<td>2.48</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 12</td>
<td>1010</td>
<td>16</td>
<td>1.6</td>
<td>2.91</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 13</td>
<td>1012</td>
<td>14</td>
<td>1.4</td>
<td>2.61</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 14</td>
<td>1010</td>
<td>16</td>
<td>1.6</td>
<td>2.34</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 15</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>1.60</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 16</td>
<td>1004</td>
<td>22</td>
<td>2.1</td>
<td>2.05</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 17</td>
<td>998</td>
<td>28</td>
<td>2.7</td>
<td>2.08</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 18</td>
<td>1004</td>
<td>22</td>
<td>2.1</td>
<td>2.35</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 19</td>
<td>1011</td>
<td>15</td>
<td>1.5</td>
<td>1.46</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 20</td>
<td>1005</td>
<td>21</td>
<td>2.0</td>
<td>1.46</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 21</td>
<td>1010</td>
<td>16</td>
<td>1.6</td>
<td>2.36</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 22</td>
<td>1003</td>
<td>23</td>
<td>2.2</td>
<td>1.90</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 23</td>
<td>1002</td>
<td>24</td>
<td>2.3</td>
<td>2.22</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 24</td>
<td>1004</td>
<td>22</td>
<td>2.1</td>
<td>2.26</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 25</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>2.26</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 26</td>
<td>1001</td>
<td>25</td>
<td>2.4</td>
<td>1.74</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 27</td>
<td>1005</td>
<td>21</td>
<td>2.0</td>
<td>1.51</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 28</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>2.18</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 29</td>
<td>1010</td>
<td>16</td>
<td>1.6</td>
<td>1.82</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 30</td>
<td>1005</td>
<td>21</td>
<td>2.0</td>
<td>1.19</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 31</td>
<td>998</td>
<td>28</td>
<td>2.7</td>
<td>1.78</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 32</td>
<td>1008</td>
<td>18</td>
<td>1.8</td>
<td>1.88</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 33</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>2.73</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>S 34</td>
<td>1006</td>
<td>20</td>
<td>1.9</td>
<td>2.75</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 1</td>
<td>996</td>
<td>30</td>
<td>2.9</td>
<td>2.62</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 2</td>
<td>999</td>
<td>27</td>
<td>2.6</td>
<td>2.25</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 3</td>
<td>993</td>
<td>33</td>
<td>3.2</td>
<td>2.66</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 4</td>
<td>984</td>
<td>42</td>
<td>4.1</td>
<td>2.36</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 5</td>
<td>989</td>
<td>37</td>
<td>3.6</td>
<td>2.78</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Valid</td>
<td>Missing</td>
<td>Percent</td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
<td>------</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>F 6</td>
<td>993</td>
<td>33</td>
<td>3.2</td>
<td>2.47</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 7</td>
<td>997</td>
<td>29</td>
<td>2.8</td>
<td>2.11</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 8</td>
<td>984</td>
<td>42</td>
<td>4.1</td>
<td>1.96</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 9</td>
<td>1000</td>
<td>26</td>
<td>2.5</td>
<td>2.30</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 10</td>
<td>994</td>
<td>32</td>
<td>3.1</td>
<td>2.07</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 11</td>
<td>1000</td>
<td>26</td>
<td>2.5</td>
<td>2.38</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 12</td>
<td>999</td>
<td>27</td>
<td>2.6</td>
<td>2.96</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 13</td>
<td>993</td>
<td>33</td>
<td>3.2</td>
<td>2.77</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 14</td>
<td>995</td>
<td>31</td>
<td>3.0</td>
<td>2.54</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 15</td>
<td>995</td>
<td>31</td>
<td>3.0</td>
<td>1.93</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 16</td>
<td>995</td>
<td>31</td>
<td>3.0</td>
<td>2.57</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 17</td>
<td>987</td>
<td>39</td>
<td>3.8</td>
<td>2.47</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 18</td>
<td>989</td>
<td>37</td>
<td>3.6</td>
<td>2.73</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 19</td>
<td>994</td>
<td>32</td>
<td>3.1</td>
<td>1.65</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 20</td>
<td>991</td>
<td>35</td>
<td>3.4</td>
<td>1.74</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 21</td>
<td>999</td>
<td>27</td>
<td>2.6</td>
<td>2.80</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 22</td>
<td>992</td>
<td>34</td>
<td>3.3</td>
<td>2.41</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 23</td>
<td>994</td>
<td>32</td>
<td>3.1</td>
<td>2.56</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 24</td>
<td>996</td>
<td>30</td>
<td>2.9</td>
<td>2.32</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 25</td>
<td>990</td>
<td>36</td>
<td>3.5</td>
<td>2.53</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 26</td>
<td>979</td>
<td>47</td>
<td>4.6</td>
<td>1.94</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 27</td>
<td>989</td>
<td>37</td>
<td>3.6</td>
<td>1.77</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 28</td>
<td>990</td>
<td>36</td>
<td>3.5</td>
<td>2.57</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 29</td>
<td>991</td>
<td>35</td>
<td>3.4</td>
<td>2.09</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 30</td>
<td>981</td>
<td>45</td>
<td>4.4</td>
<td>1.41</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 31</td>
<td>990</td>
<td>36</td>
<td>3.5</td>
<td>1.91</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 32</td>
<td>992</td>
<td>34</td>
<td>3.3</td>
<td>2.16</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 33</td>
<td>998</td>
<td>28</td>
<td>2.7</td>
<td>2.87</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>F 34</td>
<td>999</td>
<td>27</td>
<td>2.6</td>
<td>2.97</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>